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A B S T R A C T

The goal of this work is to develop high-order well-balanced schemes for the one-dimensional shallow-water equations with Coriolis terms. The 
main contribution is the development of general numerical methods that allow the achievement of arbitrary high-order for the shallow-water 
equations with Coriolis terms while preserving all the stationary solutions.

1. Introduction

The goal of this work is to develop high-order well-balanced schemes for the one-dimensional shallow-water equations with 
Coriolis terms. The main novelty of this article is the development of general numerical methods that allow to capture all stationary 
solutions of the shallow-water equations with Coriolis terms, with arbitrary high-order accuracy. To the best of our knowledge, this is 
the first time in the literature, that such a general technique is presented for the construction of high-order well-balanced numerical 
methods in the context of 1D shallow-water equations with Coriolis forces.

This problem fits into the more general framework of building high-order schemes for balance laws

𝜕𝑡𝑈 + 𝜕𝑥𝑓 (𝑈 ) = 𝑠(𝑥,𝑈 ), 𝑈 ∈ℝ ×ℝ+ →Ω ⊂ℝ𝑁, 𝑓 ∈ 𝐶1(ℝ𝑁,ℝ𝑁 ), 𝑠∶ ℝ ×Ω↦ℝ𝑁, (1)

that are well-balanced. That is numerical schemes that preserve, in a sense that will be detailed later, all or certain families of 
stationary solutions of the system.

The construction of well-balanced schemes is a very challenging task that has been of great interest in research during the last 
decades, giving rise to a large number of publications on the subject and continues to be a very active field of research.

One of the first papers that focused on developing numerical schemes that were able to preserve stationary solutions was [5]. 
There the authors introduced a new numerical concept called the 𝐶 -Property (conservation property) for the balance law given by a 
shallow-water system of equations.

This property consisted in endowing the numerical scheme with the capability to preserve one particular stationary solution: 
water at rest, that is, preserving the flat free surface of the fluid in the absence of movement. The idea of 𝐶 -Property can be extended 
to any balance law with steady-state solutions. In a more general scenario, this property is related to the capacity of a numerical 
scheme to preserve the stationary solutions of the system of balance laws. Since that seminal paper, many works can be found in the 
literature about defining well-balanced schemes for balance laws, for different models, for example:
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in the context of shallow-water and water-at-rest solutions ([5], [7], [2], [6], [10], [18], [20], [21], [8], [41], [12], [11], [13], 
[31], and references therein); for shallow-water equations with Coriolis forces ([23], [16], [26], [9], [38], [3]); for Euler equations 
with gravity ([22], [28], [33]); Ripa system [34] and for multidimensional balance laws ([4]) or [15] for a review on the subject.

In this work, we follow the general framework proposed by [14] to define well-balanced numerical schemes for balance laws. 
We start by considering a general semi-discrete high-order FV scheme for (1). The computational domain is split into FV cells, 

𝐼𝑖 =
[
𝑥
𝑖− 1

2
, 𝑥
𝑖+ 1

2

]
, with constant size |𝐼𝑖| =Δ𝑥. 𝑈𝑖(𝑡) is the averaged solution in the i-th volume at time 𝑡

𝑈𝑖(𝑡) ≅
1|𝐼𝑖|

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

𝑈 (𝑥, 𝑡)𝑑𝑥.

With this notation, the FV scheme can be written as:

𝑑𝑈𝑖

𝑑𝑡
= − 1|𝐼𝑖|

(
𝐹
𝑖+ 1

2
(𝑡) − 𝐹

𝑖− 1
2
(𝑡)
)
+ 1

Δ𝑥
𝑆𝑖, (2)

where 𝐹
𝑖+ 1

2
= 𝔽 (𝑈𝑡,−

𝑖+ 1
2

, 𝑈𝑡,+
𝑖+ 1

2

), where 𝔽 is a consistent numerical flux. 𝑈𝑡,±
𝑖+ 1

2

are the reconstructed values at the volume edges,

𝑈
𝑡,−
𝑖+ 1

2

= 𝑃 𝑡𝑖 (𝑥𝑖+ 1
2
), 𝑈

𝑡,+
𝑖+ 1

2

= 𝑃 𝑡
𝑖+1(𝑥𝑖+ 1

2
),

being 𝑃 𝑡
𝑖
(𝑥) a reconstruction operator of order 𝑝 at the volume 𝑉𝑖. 𝑃 𝑡𝑖 (𝑥) is obtained using a set of averaged values of the solution 

in the neighbour cells. This set is called the stencil and can be denoted as (∪𝑗∈𝑖𝐼𝑗 ), with 𝑖 being the collection of the indices of 
neighbour volumes to 𝐼𝑖. With this notation, the reconstruction operators can be written as 𝑃 𝑡

𝑖
(𝑥) = 𝑃𝑖(𝑥; {𝑈𝑗 (𝑡)}𝑗∈𝑖 ). Finally, the 

source integral is approximated by

𝑆𝑖 ≈

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

𝑠(𝑥,𝑃 𝑡𝑖 (𝑥))𝑑𝑥. (3)

Also, in the rest of the paper, we will denote by:

𝑈̄𝑖 =
1|𝐼𝑖|

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑈 (𝑥)𝑑𝑥, 𝑈𝑖 ≈ 𝑈̄𝑖, 𝑈𝑖+1∕2 ≈𝑈 (𝑥𝑖+1∕2),

the averages, their approximations, and the pointwise value at the cell edges, for 𝑈 . Following [16], [14], a well-balanced method 
can be built by considering well-balanced reconstruction operators:

Definition 1.1. A reconstruction operator for 𝑈∗, 𝑃𝑖, related to the set of exact averages {𝑈̄∗
𝑖
} (or their approximations {𝑈∗

𝑖
}), is 

WB when

𝑃𝑖(𝑥) =𝑈∗(𝑥), ∀𝑥 ∈ [𝑥
𝑖− 1

2
, 𝑥
𝑖+ 1

2
], (4)

Finally, the following definition can be set ([29])

Definition 1.2. The semi-discrete numerical scheme (2) is exactly WB when the sequence of the exact averages {𝑈̄∗
𝑖
} (or their 

approximations {𝑈∗
𝑖
}) of a stationary solution 𝑈∗ of (1), is also a stationary solution of the ODEs system (2).

In [14] a technique to obtain well-balanced reconstruction operators from standard ones was presented. This technique will be 
reviewed in section 2. The critical step of this procedure is solving the following non-linear problem for each cell and time step:

⎧⎪⎪⎨⎪⎪⎩

𝜕𝑥𝑓 (𝑈 ) = 𝑠(𝑥,𝑈 ),

1|𝐼𝑖|
𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑈 (𝑥)𝑑𝑥 =𝑈𝑖.
(5)

After solving (5) at the volume, the obtained solution, 𝑈∗
𝑖
(𝑥) is extended to the whole stencil. In certain situations, it is not possible 
2

to obtain the exact solutions of (5). In this case, 𝑈∗(𝑥) will be replaced by a suitable approximation that will be denoted by 𝑈∗(𝑥). 
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Following [29], in this case, the semi-discrete numerical scheme (2) is well-balanced, if the sequence of cell averages computed from 
the approximation 𝑈∗(𝑥), and denoted by {𝑈∗

𝑖
}, is an equilibrium of the system of ODEs (2).

In this work, we will focus on the one-dimensional shallow-water system with Coriolis terms. The system is given by:

𝜕𝑡𝑈 + 𝜕𝑥𝑓 (𝑈 ) = 𝑠(𝑥,𝑈 ), 𝑠 = 𝑠𝐵 + 𝑠𝐶 (6)

where

𝑈 =
⎡⎢⎢⎣
ℎ

ℎ𝑢

ℎ𝑣

⎤⎥⎥⎦ , 𝑓 (𝑈 ) =
⎡⎢⎢⎣

ℎ𝑢

ℎ𝑢2 + 1
2𝑔ℎ

2

ℎ𝑢𝑣

⎤⎥⎥⎦
are the conserved variables and the flux in the 𝑥 direction respectively, and

𝑠𝐵 =
⎡⎢⎢⎣

0
−𝑔ℎ𝜕𝑥𝑧

0

⎤⎥⎥⎦ 𝑠𝐶 =
⎡⎢⎢⎣

0
𝑓ℎ𝑣

−𝑓ℎ𝑢

⎤⎥⎥⎦
are the source terms due to the bottom topography and the Coriolis forces respectively.

Several works about developing well-balanced numerical schemes for system (6) can be found in the literature. For example, in 
[16] the authors focused on the simulation of the geostrophic adjustment and developed 1st-order Roe schemes and some higher-

order extensions, to obtain good approximations for inertial oscillations, and also studied the wave amplifications of the schemes, 
together with the well-balancedness properties for the steady states corresponding to 𝑢 = 0 and 𝑣 = 𝐶 , 𝐶 ∈ ℝ. In [23] the authors 
developed first and second-order schemes for the shallow-water equations with bottom topography and Coriolis forces that preserve 
the water height positivity. They used non-local potential operators to obtain a well-balanced numerical scheme up to second-order, 
for the steady states with 𝑢 = 0. They also consider its natural extension to 2D problems. In [26] the problem of developing a fully 
well-balanced scheme for the one-dimensional shallow-water system with Coriolis terms is also addressed. This article describes 
a technique to obtain well-balanced second-order schemes for the system. Other interesting papers dealing with the definition of 
well-balanced numerical methods for the shallow-water system with Coriolis are ([9], [38], [3]).

In this work we will follow the strategy presented in [14] in combination with CWENO reconstruction operators (see [24]) to 
define arbitrary high-order exactly well-balanced steady states with 𝑢 ≠ 0. The special case 𝑢 = 0 will be also discussed. The main 
difference between the cited papers with the present approach is that, because of the generality of our technique, it allows the 
building of arbitrary high-order numerical schemes, not restricted to second-order.

Also, we propose 1-dimensional schemes. For the 2-dimensional schemes, there is a first work [39] to be published where we 
follow an extension of the numerical scheme proposed in [23]. In this and future works we are combining local and global solvers to 
determine stationary solutions for the system.

The outline of this paper is as follows.

In Section 2 the general well-balanced reconstruction procedure described in [16] and [14] is summarised. In Section 3 we present 
the high-order well-balanced numerical schemes for the shallow-water equations with Coriolis effects, focusing on the determination 
of the local stationary solutions for the different reconstruction orders. In Section 4 several numerical experiments are presented to 
numerically assess the well-balanced and high-order properties of the presented numerical schemes. Most of the numerical examples 
considered here have been proposed previously in [23] and [26]. In the appendix A the general technique for building arbitrary-order 
well-balanced CWENO schemes is detailed, while a third-order example is presented.

2. Well-balanced reconstruction procedure

In this section we review the general method presented in [16] and [14] to design high-order well-balanced reconstruction 
operators. This method uses a local steady state defined in the stencil of the reconstruction operator in combination with a standard 
reconstruction operator applied to the cell-average fluctuations.

In what follows we will consider that the cell averages are computed by a quadrature formula

𝑈𝑛
𝑖
=
𝑀∑
𝑘=0
𝛼𝑖
𝑘
𝑈 (𝑥𝑖

𝑘
, 𝑡𝑛), (7)

where 𝛼𝑖
𝑘

are the 𝑀 + 1 quadrature weights in cell 𝐶𝑖 associated with the 𝑀 + 1 quadrature points 𝑥𝑖
𝑘
∈ [𝑥𝑖−1∕2, 𝑥𝑖+1∕2]. Notice that 

the order of accuracy of the quadrature formula must be equal to or greater than the order of the reconstruction operator.

Thus, following [16], and given a family of cell averages {𝑈𝑖} (we drop the time dependency for simplicity), at every cell 𝐼𝑖, the 
strategy to build a well balanced reconstruction operator 𝑃𝑖 (in the sense of the Definition 1.1) starting from a standard operator 𝑄𝑖, 
3

involves the following three steps:
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1. Determine the local stationary solution 𝑈𝑖 solving the following ODE

⎧⎪⎨⎪⎩
𝑓𝑥(𝑈∗

𝑖
) = 𝑠(𝑥,𝑈∗

𝑖
),

𝑀∑
𝑚=0
𝛼𝑖𝑚𝑈

∗
𝑖 (𝑥

𝑖
𝑚) = 𝑈𝑖.

(8)

Determining these local stationary solutions is the most nightmarish step of this procedure. If it is not possible to find this local 
steady state on the stencil, we set 𝑈∗

𝑖
≡ 0.

2. Calculate the fluctuations {𝑉𝑗}𝑗∈𝑆𝑖

𝑉𝑗 =𝑈𝑗 −
𝑀∑
𝑚=0
𝛼𝑗𝑚𝑈

∗
𝑖 (𝑥

𝑗
𝑚), 𝑗 ∈ 𝑖,

and the reconstruction operator:

𝑄𝑖(𝑥) =𝑄𝑖(𝑥; {𝑉𝑗}𝑗∈𝑖 ).
3. Compute

𝑃𝑖(𝑥) =𝑈∗
𝑖 (𝑥) +𝑄𝑖(𝑥). (9)

In [14], it is proved that if 𝑄𝑖 is conservative, also is 𝑃𝑖; and both operators reach the same order 𝑝, for smooth stationary solutions. 
Finally, if 𝑄𝑖 is exact for the null function, 𝑃𝑖 is also well-balanced.

Note that, if there is no stationary solution defined in the stencil satisfying (7), we fix 𝑈∗
𝑖
≡ 0, that is, the fluctuations are null 

and the reconstruction procedure defaults to the standard reconstruction. This is reasonable and does not have any undesirable side 
effect, regarding the well-balancednes of the scheme. In that situation, the stencil’s cell values cannot be averages of any equilibrium 
solution, and therefore there is no stationary solution that the scheme should preserve, or that can be preserved. In the opposite 
situation, if there exists more than one stationary solution satisfying (7), we must use a criterium depending on the physics of the 
problem, to select among all the possible solutions.

As pointed out in [14], the WB property of the scheme can be lost due to the numerical integration of the source term (3). Here, 
the authors rewrite 𝑆𝑖 as follows

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

𝑆(𝑥,𝑃 𝑡𝑖 (𝑥))𝑑𝑥 = 𝑓
(
𝑈
𝑡,∗
𝑖
(𝑥
𝑖+ 1

2
)
)
− 𝑓
(
𝑈
𝑡,∗
𝑖
(𝑥
𝑖− 1

2
)
)

+

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

𝑆(𝑥,𝑃 𝑡𝑖 (𝑥)) −𝑆(𝑥,𝑈
𝑡,∗
𝑖
(𝑥))𝑑𝑥,

(10)

being 𝑈𝑡,∗
𝑖

the stationary solution computed of step one. Finally, the quadrature of 𝑆𝑖 reads:

𝑆𝑖 = 𝑓
(
𝑈
𝑡,∗
𝑖
(𝑥
𝑖+ 1

2
)
)
− 𝑓
(
𝑈
𝑡,∗
𝑖
(𝑥
𝑖− 1

2
)
)
+Δ𝑥

𝑀∑
𝑚=0
𝛼𝑖𝑚
(
𝑆(𝑥𝑖𝑚,𝑃

𝑡
𝑖 (𝑥

𝑖
𝑚)) −𝑆(𝑥

𝑖
𝑚,𝑈

𝑡,∗
𝑖
(𝑥𝑖𝑚))

)
. (11)

Thus, (2) is replaced by

𝑑𝑈𝑖

𝑑𝑡
= 1
Δ𝑥

(
𝐹𝑖−1∕2 − 𝑓 (𝑈

𝑡,∗
𝑖
(𝑥𝑖−1∕2)) − 𝐹𝑖+1∕2 + 𝑓 (𝑈

𝑡,∗
𝑖
(𝑥𝑖+1∕2))

+
𝑀∑
𝑚=0
𝛼𝑖𝑚
(
𝑆(𝑃 𝑡𝑖 (𝑥

𝑖
𝑚)) −𝑆(𝑈

𝑡,∗
𝑖
(𝑥𝑖𝑚))

)
𝑑𝑥
)
. (12)

The following theorem can be proved (see [14,29])

Theorem 2.1. Given a well-balanced reconstruction operator, related to a stationary solution 𝑈∗(𝑥), the obtained numerical scheme (12) is 
exactly well-balanced attending to the Definition 1.2.

Remark. The previous procedure could be adapted in the case in which only a particular subset of stationary solutions is to be 
preserved (see [14]. Moreover, the case of non-smooth steady states due to the presence of singular source terms could also be 
4

addressed following the strategy described in [14].
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Remark 2.2. In the proof of Theorem 2.1, the fact that the steady states are continuous and the numerical flux is consistent plays a 
crucial role. In the case of non-smooth steady states, some extra hypothesis on the numerical flux must be required, to achieve the 
same results.

In what follows the particular form of 1st, 2nd and 3rd order schemes will be described.

Remark. Time integration is performed with an SSP Runge-Kutta method. See, for example, [30].

2.1. 1st and 2nd order schemes

For the 1st and 2nd order methods, a second-order quadrature formula is applied. Therefore, it is sufficient to use the midpoint 
formula, thus

𝑈𝑖 ≈
1
Δ𝑥

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑈 (𝑥) = 𝑢(𝑥𝑖) +(Δ𝑥2).

Therefore, all the integrals involved in the definition of the numerical scheme will be approximated by the midpoint formula. In 
particular, the initial condition is given by

𝑈0
𝑖 =𝑈0(𝑥𝑖), ∀𝑖.

Now, given the approximation of the cell averages at time 𝑡 {𝑈𝑡
𝑖
}, the steps to define the well-balanced reconstruction reduce to (we 

drop the time dependency for simplicity):

1. Compute the local stationary solution that satisfies (8) such that

𝑈∗
𝑖 (𝑥𝑖) =𝑈𝑖.

2. Calculate the fluctuations.

(a) In the first-order reconstruction, only one fluctuation is calculated

𝑉𝑖 =𝑈𝑖 −𝑈∗
𝑖 (𝑥𝑖) = 0,

which is cancelled by construction.

(b) For the second-order reconstructions, three fluctuations have to be computed

𝑉𝑗 =𝑈𝑗 −𝑈∗
𝑖
(𝑥𝑗 ), 𝑗 = 𝑖− 1, 𝑖, 𝑖+ 1.

3. Calculate the reconstruction of the fluctuations

(a) The trivial first-order reconstruction reduces to:

𝑄𝑛𝑖 (𝑥;𝑉𝑖) = 𝑉𝑖 = 0.

(b) For second-order reconstructions, a MUSCL reconstruction with slope 𝜎𝑛
𝑖

is applied, where the reconstruction operator reads

𝑄𝑛𝑖 (𝑥;𝑉𝑖−1, 𝑉𝑖, 𝑉𝑖+1) = 𝜎𝑖(𝑥− 𝑥𝑖),

because 𝑉𝑖 = 0. For this case, we choose the slope to be determined with the minmod limiter. As usual, the previous definition 
must be understood component-wise.

4. Finally, the reconstruction operator will be

(a) For first-order it reduces to

𝑃𝑖(𝑥) =𝑈∗
𝑖 (𝑥).

(b) For second-order:

𝑃𝑖(𝑥) =𝑈∗(𝑥) + 𝜎𝑖(𝑥− 𝑥𝑖).

Finally, since we are using the midpoint rule, we have

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

(
𝑆(𝑥,𝑃𝑖(𝑥)) −𝑆(𝑥,𝑈∗

𝑖
(𝑥))
)
𝑑𝑥 ≈Δ𝑥𝑖

(
𝑆(𝑥𝑖, 𝑃𝑖(𝑥𝑖)) −𝑆(𝑥𝑖,𝑈∗

𝑖
(𝑥𝑖))
)
= 0,
5

as 𝑃𝑖(𝑥𝑖) =𝑈∗
𝑖
(𝑥𝑖). Thus, the ODE system (12) reduces to
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𝑑𝑈𝑖

𝑑𝑡
= 1

Δ𝑥𝑖

(
𝐹𝑖−1∕2 − 𝑓 (𝑈∗

𝑖 (𝑥𝑖−1∕2)) − 𝐹𝑖+1∕2 + 𝑓 (𝑈
∗
𝑖 (𝑥𝑖+1∕2))

)
, (13)

where

𝐹𝑖+1∕2 = 𝔽 (𝑃𝑖(𝑥𝑖+1∕2), 𝑃𝑖+1(𝑥𝑖+1∕2)).

Attending to the determination of the local stationary solutions, the solution only needs to be known in a small set of points. 
Those points are the quadrature points used to compute the integrals in every cell in the stencil, and the intercell points to evaluate 
the fluxes. This motivates the following definition.

Definition 2.3 (Points of interest). Given a (exactly) well-balanced finite volume scheme, we define points of interest of a stencil 𝑖
as the set of points in the domain 𝑥 ∈Ω(𝑖) where the local stationary solution has to be evaluated.

Therefore, the points of interest are:

1. For the first-order reconstruction: these points are {𝑥𝑖−1∕2, 𝑥𝑖, 𝑥𝑖+1∕2}.

2. For the second-order reconstruction: the points of interest are {𝑥𝑖−1, 𝑥𝑖−1∕2, 𝑥𝑖, 𝑥𝑖+1∕2, 𝑥𝑖+1}.

2.2. Third-order scheme

The third-order scheme is defined using the CWENO3 reconstruction operator. A brief overview of the procedure to define the 
CWENO reconstruction operator is given in Appendix A. In the case of third-order schemes, the 2-point Gauss-Legendre quadrature 
is used:

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑈 (𝑥)𝑑𝑥 =Δ𝑥
𝑈 (𝑥𝑖 −Δ𝑥 1

2
√
3
) +𝑈 (𝑥𝑖 +Δ𝑥 1

2
√
3
)

2
= Δ𝑥

𝑢(𝑥0
𝑖
) + 𝑢(𝑥1

𝑖
)

2
.

Unfortunately, for this order, we are no longer able to simplify the form of the numerical scheme and the general form (12) is used. 
In this case, the points of interest are

{𝑥0
𝑖−1, 𝑥

1
𝑖−1, 𝑥𝑖−1∕2, 𝑥

0
𝑖
, 𝑥1
𝑖
, 𝑥𝑖+1∕2, 𝑥

0
𝑖+1, 𝑥

1
𝑖+1}.

In the next section, we describe the steady states of the shallow-water system with Coriolis forces and we describe the algorithm 
that we use to solve the first step of the reconstruction procedure, that is, the way the local steady states are computed from the cell 
averages of the solution at each time step.

3. Well-balanced schemes for the shallow-water system with Coriolis forces

In this section, we show how to apply the procedure of section 2 to build 1st, 2nd and 3rd-order schemes for the one-dimensional 
shallow-water equations with Coriolis terms.

Remind that the shallow-water equations, with Coriolis forces in 1d, are described by the system:

𝜕𝑡ℎ+ 𝜕𝑥 (ℎ𝑢) = 0,

𝜕𝑡 (ℎ𝑢) + 𝜕𝑥
(
ℎ𝑢2 + 𝑔ℎ

2

2

)
= 𝑓ℎ𝑣− 𝑔ℎ𝜕𝑥𝑧, (14)

𝜕𝑡 (ℎ𝑣) + 𝜕𝑥 (ℎ𝑢𝑣) = −𝑓ℎ𝑢,

where, ℎ is the fluid depth, ℎ𝑢 and ℎ𝑣 are the horizontal moments, 𝑧 is the bottom topography and 𝑔 and 𝑓 are the gravity and 
Coriolis constants, respectively.

Concerning the steady states, two families can be distinguished. The case of moving steady states, that is 𝑢 ≠ 0, and the case 
where 𝑢 = 0. In the first case, the steady states are the solution of the ODE system

𝜕𝑥
(
ℎ𝑢∗
)
= 0, (15)

𝜕𝑥

(
(𝑢∗)2

2
+ 𝑔(ℎ∗ + 𝑧)

)
= 𝑓𝑣∗, (16)

𝜕𝑥𝑣
∗ = −𝑓. (17)

Now, integrating (17) we obtain that

𝑣∗(𝑥) = −𝑓𝑥+ 𝑣0,
6

where 𝑣0 is a given constant. Equation (15) implies that (ℎ𝑢)∗(𝑥) = 𝑞0, where 𝑞0 is a given constant.



Applied Mathematics and Computation 469 (2024) 128528V. González Tabernero, M.J. Castro and J.A. García-Rodríguez

Finally, equation (16) could be rewritten as follows

(𝑢∗)2

2
+ 𝑔(ℎ∗ + 𝑧) − 𝑓𝑉 ∗ =𝐸,

where 𝐸 is again a given constant and 𝑉 ∗ is a primitive of 𝑣∗, that is

𝑉 ∗(𝑥) = −𝑓 𝑥
2

2
+ 𝑣0𝑥+ 𝑣1,

where we can choose 𝑣1 = 0 without losing generality. In this way, the steady states for 𝑢 ≠ 0 are described by the following set of 
algebraic equations

(ℎ𝑢)∗ = 𝑞0 (18)

(𝑢∗)2

2
+ 𝑔
(
ℎ∗ + 𝑧− 𝑓

𝑔
𝑉 ∗
)
=𝐸 (19)

𝑣∗ = −𝑓𝑥+ 𝑣0 (20)

𝑉 ∗ = −𝑓 𝑥
2

2
+ 𝑣0𝑥, (21)

where 𝑞0, 𝐸 and 𝑣0 are some given constants that characterise the steady states.

Another interesting family of steady states are those corresponding to 𝑢 = 0. In this case, for any integrable 𝑣∗, the steady states 
are characterised by the following expressions

ℎ∗(𝑥) = 𝐸
𝑔
− 𝑧+ 𝑓

𝑔 ∫ 𝑣∗(𝑥) (22)

𝑢∗ = 0. (23)

Note that one could obtain a smooth (continuous) ℎ∗ even for non-smooth 𝑣∗.

In what follows we are going to describe the reconstruction procedure for 1st, 2nd and 3rd order schemes.

3.1. First and second-order reconstructions

Remember that the first step of the reconstruction procedure consists on determine a local steady state whose cell average 
coincides with the one at the given time at the intercell, that is, we must find a steady state solution of (15)-(17) such that ℎ∗

𝑖
(𝑥𝑖) = ℎ𝑖, 

(ℎ𝑢)∗
𝑖
(𝑥𝑖) = (ℎ𝑢)𝑖 and (ℎ𝑣)∗

𝑖
(𝑥𝑖) = (ℎ𝑣)𝑖. Let us consider first the case where 𝑢 ≠ 0.

It is clear from (18) than (ℎ𝑢)∗
𝑖
(𝑥) = (ℎ𝑢)𝑖. Next, it is simple to determine 𝑣∗

𝑖
(𝑥). Taking into account that 𝑣∗ is a linear function, 

it is straightforward to check that 𝑣∗
𝑖
(𝑥) = −𝑓 (𝑥 − 𝑥𝑖) + 𝑣𝑖, where

𝑣𝑖 =
(ℎ𝑣)𝑖
ℎ𝑖

.

Note that 𝑣𝑖 is still a second-order approximation of the cell average. Now, it is possible to compute 𝑉 ∗
𝑖
(𝑥). Integrating 𝑣∗

𝑖
we obtain 

that

𝑉 ∗
𝑖 (𝑥) = −𝑓 𝑥

2

2
+ (𝑓𝑥𝑖 + 𝑣𝑖)𝑥. (24)

Note, that with this choice, 𝑉 ∗
𝑖

coincides with 𝑉 ∗ given in (21), in the case of a steady state.

Now, we could obtain the constant 𝐸𝑖 evaluating (19) at 𝑥𝑖, that is

𝐸𝑖 =
(
𝑢𝑖
)2
2

+ 𝑔
(
ℎ𝑖 + 𝑧(𝑥𝑖) −

𝑓

𝑔
𝑉 ∗
𝑖
(𝑥𝑖)
)
, (25)

where

𝑢𝑖 =
(ℎ𝑢)𝑖
ℎ𝑖

.

Now, with this value of 𝐸𝑖 it is possible to compute ℎ∗
𝑖
(𝑥𝑝) at each point of interest 𝑥𝑝 solving the following cubic polynomial

𝑔(ℎ∗𝑖 )
3(𝑥𝑝) +

(
𝑔𝑧(𝑥𝑝) − 𝑓𝑉 ∗

𝑖 (𝑥𝑝) −𝐸𝑖
)
(ℎ∗𝑖 )

2(𝑥𝑝) +
(ℎ𝑢)2

𝑖

2
= 0. (26)

As in the case of the standard shallow-water system, (26) has always a negative root and may have one, two or no positive roots. 
Here, we follow the same procedure that the one described in [17], [13] and [19] to select the appropriate value of ℎ∗ at the given 
point. The general principle that we follow is to maintain the fluid regime locally. Nevertheless, some difficulties appear in the 
neighbourhood of a critical point, that is a point where the Froude number, 𝐹𝑟 = |𝑢|∕√𝑔ℎ = 1. In this case, the behaviour is similar 
7

to the shallow-water system with 𝑓 = 0. This means, that
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a) Either (26) has no admissible solutions, which means, it has two complex solutions and one negative for ℎ.

b) Or it has two solutions for ℎ. One solution corresponds to the supercritical regime and the other to the subcritical regime. In this 
case, we are not able to choose the right regime as it is not well defined due to 𝐹𝑟 = 1.

The previous procedure can be summarised in the following algorithm

1. We define 𝑣𝑖 = (ℎ𝑣)𝑖∕ℎ𝑖. In this way, 𝑣∗
𝑖
(𝑥) can be computed in the stencil as well as 𝑉 ∗

𝑖
using (24).

2. (ℎ𝑢)∗
𝑖
(𝑥) is set by the constant value ℎ𝑢𝑖 in the stencil, and we define 𝑢𝑖 = (ℎ𝑢)𝑖∕ℎ𝑖.

3. Next, we compute the value of the energy 𝐸𝑖 at 𝑥𝑖 using (25), and thus we can obtain the values of ℎ∗
𝑖

at each point of interest 
calculating the roots of (26) using the local information of the fluid regime according to the Froude number.

4. Once the local steady state is computed in the stencil, the fluctuations concerning that particular local steady state are computed 
and the standard reconstruction operator applied to the fluctuations is defined.

5. Finally the reconstruction operator is defined for each conserved variable ℎ, ℎ𝑢 and ℎ𝑣.

The previous procedure in combination with (13) defines a semi-discrete first or second-order, depending on the reconstruction 
operator, exactly well-balanced finite volume scheme for system (14) for 𝑢 ≠ 0 steady states, where 𝐹𝑖+1∕2 is an arbitrary consistent 
flux for the homogeneous system. Finally, ODE (13) is discretized using 1st or 2nd order RK TVD schemes (see [30]).

Let us now describe the reconstruction procedure for steady states with 𝑢 = 0. In this case, for any arbitrary 𝑣, the water depth is 
given by

ℎ∗(𝑥) = 𝐸
𝑔
− 𝑧+ 𝑓

𝑔
𝑉 ∗ (27)

where 𝑉 ∗ is a continuous primitive of 𝑣.
Note, that in this case, the steady states depend on the functional form of any arbitrary function 𝑣, therefore we cannot expect to 

obtain a numerical scheme that is exactly well-balanced according to the Definition 1.2 for any arbitrary choice of 𝑣. For this reason, 
we propose a simple strategy to define approximate steady states that approximates the exact ones, and how the previous strategy 
could be applied to preserve those.

Let us start with the first-order scheme. The first step is the definition of the approximated steady states. Thus, we consider now 
an approximation of 𝑣 given by some reconstruction operator for the physical variable 𝑣. Here we set that 𝑃 𝑣

𝑖
(𝑥) = 𝑣𝑖 = (ℎ𝑣)𝑖∕ℎ𝑖 and 

we also consider that 𝑣∗
𝑖
(𝑥) = 𝑃 𝑣

𝑖
(𝑥) = 𝑣𝑖. Next 𝑉 ∗

𝑖
(𝑥) is defined by

𝑉 ∗
𝑖 (𝑥) = 𝑣𝑖(𝑥− 𝑥𝑖) +𝐾𝑖 (28)

where 𝐾𝑖 is a constant to be fixed such that

𝑉 ∗
𝑖
(𝑥𝑖−1∕2) = 𝑉 ∗

𝑖−1(𝑥𝑖−1∕2).

Setting 𝐾0 = 0 then

𝐾𝑖 =
𝑣𝑖 + 𝑣𝑖−1

2
Δ𝑥+𝐾𝑖−1, 𝑖 = 1,⋯

Note that 𝑉 ∗(𝑥) defined as 𝑉 ∗(𝑥)|𝐶𝑖 = 𝑉 ∗
𝑖
(𝑥) is a continuous primitive of 𝑣∗(𝑥), where 𝑣∗(𝑥)|𝐶𝑖 = 𝑣∗𝑖 (𝑥) = 𝑣𝑖. Once the potential 𝑉 ∗

𝑖
(𝑥)

is computed, then ℎ∗
𝑖
(𝑥) is defined by

ℎ∗𝑖 (𝑥) =
𝐸𝑖

𝑔
− 𝑧(𝑥) + 𝑓

𝑔
𝑉 ∗
𝑖 (𝑥). (29)

Finally (ℎ𝑢)∗
𝑖
(𝑥) = 0, as 𝑢 = 0. Thus, the approximated steady states are defined by:

ℎ∗(𝑥) = 𝐸
𝑔
− 𝑧(𝑥) + 𝑓

𝑔
𝑉 ∗(𝑥)

𝑢∗ = 0,

such that 𝑉 ∗|𝐶𝑖 (𝑥) = 𝑉 ∗
𝑖
(𝑥) defined in (28) and ℎ∗|𝐶𝑖 (𝑥) = ℎ∗𝑖 (𝑥) defined in (29), and 𝑣∗|𝐶𝑖 (𝑥) = 𝑣𝑖.

With this choice, the reconstruction of the conserved variables are defined by

𝑃ℎ𝑖 (𝑥) = ℎ
∗
𝑖 (𝑥),

𝑃 ℎ𝑢𝑖 (𝑥) = (ℎ𝑢)𝑖,

𝑃 ℎ𝑣𝑖 (𝑥) = ℎ∗𝑖 (𝑥)𝑣
∗
𝑖 (𝑥).

The second-order reconstruction is defined similarly. First, a standard second-order reconstruction for 𝑣𝑖 is considered, that is
8

𝑃 𝑣𝑖 (𝑥) = 𝑣𝑖 + 𝜎𝑣𝑖(𝑥− 𝑥𝑖), (30)
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where

𝜎𝑣𝑖 = minmod
(𝑣𝑖 − 𝑣𝑖−1

Δ𝑥
,
𝑣𝑖+1 − 𝑣𝑖

Δ𝑥

)
.

Next, we define the local steady-state 𝑣∗
𝑖
(𝑥) as the previous reconstruction. That is 𝑣∗

𝑖
(𝑥) is defined on the stencil 𝑖 as (𝑣∗

𝑖
)|𝐶𝑙 (𝑥) =

𝑃 𝑣
𝑙
(𝑥), 𝑙 ∈ {𝑖 − 1, 𝑖, 𝑖 + 1}. Note that, in general, 𝑣∗

𝑖
(𝑥) is not a continuous function on the stencil 𝑖.

We compute 𝑉 ∗(𝑥), a continuous primitive of 𝑣∗(𝑥), where 𝑣∗(𝑥)|𝐶𝑖 = 𝑣∗𝑖 (𝑥). As in the previous case, we define 𝑉 ∗(𝑥) at each cell 
𝐶𝑖 as follows:

𝑉 ∗
𝑖 (𝑥) = 𝑣𝑖(𝑥− 𝑥𝑖) + 𝜎𝑣𝑖

(𝑥− 𝑥𝑖)2

2
+𝐾𝑖, (31)

where 𝐾𝑖 is a constant that it is defined such that 𝑉 ∗
𝑖−1(𝑥𝑖−1∕2) = 𝑉

∗
𝑖
(𝑥𝑖−1∕2). As previously, setting 𝐾0 = 0, we define

𝐾𝑖 =
𝑣𝑖 + 𝑣𝑖−1

2
Δ𝑥− (𝜎𝑣𝑖 − 𝜎𝑣𝑖−1)

Δ𝑥2
8

+𝐾𝑖−1, 𝑖 = 1,… (32)

Again, once 𝑉 ∗
𝑖
(𝑥) is computed, then ℎ∗

𝑖
(𝑥) is defined by (29). Again (ℎ𝑢)∗

𝑖
(𝑥) = 0. As in the first-order case, the approximate steady 

states are defined by:

ℎ∗(𝑥) = 𝐸
𝑔
− 𝑧(𝑥) + 𝑓

𝑔
𝑉 ∗(𝑥),

𝑢∗ = 0,

such that 𝑉 ∗|𝐶𝑖 (𝑥) = 𝑉 ∗
𝑖
(𝑥) defined in (31) and ℎ∗|𝐶𝑖 (𝑥) = ℎ∗𝑖 (𝑥) defined in (29), and 𝑣∗|𝐶𝑖 (𝑥) = 𝑃 𝑣𝑖 (𝑥).

In this case, the reconstruction operators of the conserved variables read as follows:

𝑃ℎ𝑖 (𝑥) = ℎ
∗
𝑖 (𝑥) +𝑄

ℎ
𝑖 (𝑥),

𝑃 ℎ𝑣
𝑖

(𝑥) = ℎ∗
𝑖
(𝑥)𝑣∗

𝑖
(𝑥) +𝑄ℎ𝑣

𝑖
(𝑥),

𝑃 ℎ𝑢𝑖 (𝑥) =𝑄ℎ𝑢𝑖 (𝑥),

where 𝑄ℎ
𝑖
(𝑥) and 𝑄ℎ𝑣

𝑖
(𝑥) are standard 2nd order reconstructions applied to the fluctuations of ℎ and ℎ𝑣 with respect to the local 

steady states ℎ∗
𝑖

and ℎ∗
𝑖
𝑣∗
𝑖
, respectively, and 𝑄ℎ𝑢

𝑖
(𝑥) is a standard reconstruction operator applied to the cell averages ℎ𝑢𝑖 on the 

stencil 𝑖, as ℎ𝑢∗ = 0.

Remark 3.1. Note that in this case, 𝑣∗ is a non-smooth approximation of 𝑣, although ℎ∗ is continuous. Therefore we cannot say that 
the numerical scheme based on this reconstruction procedure is exactly well-balanced for the steady state for 𝑢 = 0 and 𝑣, an arbitrary 
function, but, one could expect that the numerical method exactly preserves the approximate steady states, previously characterised. 
Moreover, as pointed out in Remark 2.2, we cannot expect that the numerical scheme (12) with an arbitrary numerical flux can 
preserve such approximate non-smooth steady states. It can be easily checked that if the HLL (see [32]) Riemann solver is used, those 
are not preserved. Instead, any numerical solver that can preserve contact discontinuities associated with the linear field associated 
with the eigenvalue 𝜆 = 𝑢, then Theorem 2.1 remains true. In particular, we can consider HLLC Riemann solver (see for example 
[35,36,27,1]).

Another possibility that allows the use of any consistent numerical flux is to consider a smooth approximation of the velocity field 
𝑣∗. Thus, for first and second-order numerical methods, we could assume a continuous piece-linear approximation of 𝑣∗ at every 
interval [𝑥𝑖, 𝑥𝑖+1], that is 𝑣∗(𝑥𝑖) = 𝑣𝑖. Note that it is necessary to extend 𝑣∗ at the first and last cells to define 𝑣∗ in the complete 
domain. Now, it is possible to compute a primitive of 𝑣∗ denoted by 𝑉 ∗. Once 𝑉 ∗(𝑥) is obtained, ℎ∗(𝑥) is given by

ℎ∗(𝑥) = 𝐸
𝑔
− 𝑧(𝑥) + 𝑓

𝑔
𝑉 ∗(𝑥).

Finally, the reconstruction operators of the conserved variables are again defined as

𝑃ℎ𝑖 (𝑥) = ℎ
∗
𝑖 (𝑥) +𝑄

ℎ
𝑖 (𝑥),

𝑃 ℎ𝑣𝑖 (𝑥) = ℎ∗𝑖 (𝑥)𝑣
∗
𝑖 (𝑥) +𝑄

ℎ𝑣
𝑖 (𝑥),

𝑃 ℎ𝑢
𝑖
(𝑥) =𝑄ℎ𝑢

𝑖
(𝑥),

where 𝑄ℎ
𝑖
(𝑥) and 𝑄ℎ𝑣

𝑖
(𝑥) are standard second-order reconstruction operators applied to the fluctuations of ℎ and ℎ𝑣 with respect to 

the local steady states ℎ∗ and ℎ∗𝑣∗ at each cell respectively, and 𝑄ℎ𝑢
𝑖
(𝑥) is a standard reconstruction operator applied to the cell 
9

averages ℎ𝑢𝑖 on the stencil 𝑖, as ℎ𝑢∗ = 0. Note that 𝑄 reduces to a constant in the case of a first-order scheme.
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Remark 3.2. Note that the main difference between the case 𝑢 ≠ 0 and 𝑢 = 0 is the definition of 𝑉 ∗(𝑥). Once 𝑉 ∗(𝑥) is defined, the 
computation of ℎ∗ and the reconstruction procedure remains equal. Therefore, from the practical point of view, according to 𝑢, we 
consider the corresponding definition of 𝑉 ∗ and the rest remains the same.

The choice of the functional form of 𝑣∗ and ℎ∗ will also affect the boundary treatment and how the values in the grid might be 
extended to boundaries.

3.2. High-order CWENO reconstruction

In this section, we are going to give a brief description of the general well-balanced reconstruction. For a detailed derivation, we 
refer the reader to Appendix A where an elaborated example for the third-order CWENO is also provided.

The main difficulty in this case is that we cannot obtain a direct value of point values from the cell averages. Therefore 𝐸𝑖 cannot 
be set directly from the cell averages and a non-linear problem that involves equations (19)-(21) and the one corresponding the cell 
average of ℎ∗ at cell 𝐶𝑖 must be solved at each quadrature point.

Let us consider a quadrature formula with 𝑛 points {𝑥𝑝
𝑖
}𝑝=1,⋯𝑛, and their corresponding weights {𝛼𝑝

𝑖
}𝑖=1,⋯𝑝. Taken into account 

that 𝑣0 in (20) is related with the cell average of (ℎ𝑣)𝑖 by

𝑣0 =
(ℎ𝑣)𝑖 + 𝑓

∑𝑛
𝑝=1 𝑓𝛼

𝑝
𝑖
𝑥
𝑝
𝑖
ℎ∗(𝑥𝑝

𝑖
)

ℎ𝑖
. (33)

Now, replacing 𝑉 ∗(𝑥) defined in (21) into (19), the non-linear problems to solve are the following:

𝑔0(ℎ
∗,1
𝑖
,… , ℎ

∗,𝑛
𝑖
,𝐸𝑖) =

𝑛∑
𝑝=1
𝛼𝑝ℎ

∗,𝑝
𝑖

− ℎ𝑖,

𝑔𝑝(ℎ
∗,1
𝑖
,… , ℎ

∗,𝑛
𝑖
,𝐸𝑖) =

(
𝑔𝑧(𝑥𝑝

𝑖
) − 𝑓

(
−𝑓
2
(
𝑥
𝑝
𝑖

)2 +( (ℎ𝑣)𝑖 + 𝑓
∑𝑛
𝑙=1 𝛼𝑝ℎ

∗,𝑙
𝑖
𝑥
𝑝
𝑖

ℎ𝑖

)
𝑥
𝑝
𝑖

)
−𝐸𝑖

)
(ℎ∗,𝑝
𝑖

)2

+ 𝑔(ℎ∗,𝑝
𝑖

)3 +
(ℎ𝑢)𝑖
2
, 𝑝 = 1,… , 𝑛,

where ℎ∗,𝑝
𝑖

= ℎ∗
𝑖
(𝑥𝑝
𝑖
), 𝑝 = 1, ⋯ , 𝑛. Once the non-linear system is solved, then ℎ∗

𝑖
at the quadrature points are computed as well as the 

level of energy 𝐸𝑖. Now the values of the steady states at the intercells and all the other points of interest in the stencil could be 
computed as in the first and second-order scheme.

For the case 𝑢 = 0 we could extend both approaches previously defined, one where 𝑣∗(𝑥) is discontinuous based on the use of 
standard reconstructions of ℎ𝑣 and ℎ to compute the point values approximations of 𝑣 at the cell 𝐶𝑖 and a continuous approximation 
based on a smooth reconstruction of 𝑣 in the complete domain based on the definition of a spline computed on a given set of points,

as in the first approximation.

Nevertheless in this work, we have considered that 𝑣∗ is given by a piecewise linear approximation of 𝑣∗, such that it is constant 
in all quadrature points that are in the same cell, that is 𝑣∗ is constant in [𝑥0

𝑖
, 𝑥𝑝
𝑖
] and linear in [𝑥𝑝

𝑖
, 𝑥0
𝑖+1]. With this choice, 𝑣∗ is only 

second-order accurate for those steady states (𝑢 = 0). In any case, for non-zero steady states, the scheme is exactly well-balanced and 
the scheme is high-order, with the accuracy of the CWENO scheme for arbitrary smooth non-steady states.

Regarding the water height positivity preservation, we can follow [23] to prove this property for the first-order scheme. In the 
case of the high-order scheme, it is much more difficult to prove this property. However, in [42] they propose a procedure that might 
be successful in verifying the water height positivity preservation for a higher-order scheme. This will be used in future work.

4. Numerical experiments

In this section, some numerical experiments to assess the good properties of the developed numerical schemes, are presented. 
We consider 1st, 2nd and 3rd-order WB and non-WB methods. 1st, 2nd and 3rd-order methods are denoted by (1), (2) and (3), 
respectively. MUSCL ([40]) reconstruction is used for the second-order methods, while CWENO ([25]) reconstruction is employed 
for the third-order methods.

As pointed out before, the main difference between the case 𝑢 ≠ 0 and 𝑢 = 0 is the definition of 𝑉 ∗. Once this is determined, 
the same procedure is applied in all cases. To avoid the use of conditionals in the definition of the well-balanced reconstruction, we 
consider a convex combination of 𝑉 ∗

0 and 𝑉 ∗, the first one corresponding to 𝑢 = 0 and the second one for 𝑢 ≠ 0. In particular, we 
define

𝑉 ∗ = (1 − 𝛽(𝑢))𝑉 ∗
0 + 𝛽(𝑢)𝑉 ∗,

where 𝛽(𝑢) is the sigmoid function:

1

10

𝛽(𝑢) =
1 + 𝑒𝑥𝑝

[
−𝐶2
(|𝑢|−𝐶1

)] , (34)



Applied Mathematics and Computation 469 (2024) 128528V. González Tabernero, M.J. Castro and J.A. García-Rodríguez

with 𝐶1 = 5 ⋅ 10−14 and 𝐶2 = 1 ⋅ 1015. With this choice, determined experimentally, 𝛽 = 0 when 𝑢 is close to zero and 𝛽 = 1 in any 
other case. This convex combination is applied in every numerical experiment. In numerical experiments 4 and 5 the value of 𝛽
switches from 0 to 1 as explained in the latter.

For the numerical flux, we consider the HLL (see [32]) and HLLC (see [37,27,1]) Riemann solvers. The stability condition for the 
scheme reads:

Δ𝑡 ≤ 𝐶𝐹𝐿min
𝑖

(
Δ𝑥

max{||𝜆𝑖,𝐿|| , ||𝜆𝑖,𝑅||}
)
,

where 𝐶𝐹𝐿 < 1 and

𝜆𝑖,𝐿 = min
𝑞=ℎ𝑢

⎛⎜⎜⎜⎜⎝
𝑞−
𝑖+1∕2

ℎ−
𝑖+1∕2

−
√
𝑔ℎ−
𝑖+1∕2,

𝑞−
𝑖+1∕2
ℎ−
𝑖+1∕2

√
ℎ−
𝑖+1∕2 +

𝑞+
𝑖+1∕2
ℎ+
𝑖+1∕2

√
ℎ+
𝑖+1∕2√

ℎ−
𝑖+1∕2 +

√
ℎ+
𝑖+1∕2

−
√

0.5𝑔(ℎ+
𝑖+1∕2 + ℎ

−
𝑖+1∕2)

⎞⎟⎟⎟⎟⎠
,

𝜆𝑖,𝑅 =max
𝑞=ℎ𝑢

⎛⎜⎜⎜⎜⎝
𝑞+
𝑖+1∕2

ℎ+
𝑖+1∕2

+
√
𝑔ℎ+
𝑖+1∕2,

𝑞−
𝑖+1∕2
ℎ−
𝑖+1∕2

√
ℎ−
𝑖+1∕2 +

𝑞+
𝑖+1∕2
ℎ+
𝑖+1∕2

√
ℎ+
𝑖+1∕2√

ℎ−
𝑖+1∕2 +

√
ℎ+
𝑖+1∕2

+
√

0.5𝑔(ℎ+
𝑖+1∕2 + ℎ

−
𝑖+1∕2)

⎞⎟⎟⎟⎟⎠
,

are the wave speed estimates at the intercell 𝑖 + 1∕2.

The water regime for the numerical experiments is determined by

𝑅𝑜 =
𝑉

𝑓𝐿
, 𝐵𝑢 =

𝑅2
𝑑

𝐿2 , 𝑅𝑑 =
√
𝑔𝐻

𝑓
,

which are the Rossby number, Burgers number and Rossby formation radius respectively. Also, the time scale is defined by charac-

teristic time which is

𝑇𝐶 =
⎧⎪⎨⎪⎩

𝐿√
𝑔𝐻

𝑢 = 0,
𝐿

𝑉 +
√
𝑔𝐻

𝑢 ≠ 0.

Where 𝑉 is the mean of the horizontal velocity, 𝐿 is the length of the domain and 𝐻 is the mean of water height. This characteristic 
time gives an idea of how long it takes for a perturbation to leave the spatial domain.

4.1. Numerical experiment 1

For this numerical experiment, we consider the moving steady-state proposed in [26]. This is

ℎ∗(𝑥) = 𝑒2𝑥,

𝑢∗(𝑥) = 𝑒
−2𝑥

2
,

𝑣∗(𝑥) = −𝑓𝑥.

𝑧(𝑥) = −𝑓
2

2
𝑥2 − 𝑒2𝑥 − 𝑒

−4𝑥

8
.

The numerical experiment will be initialised under this stationary state. While we consider 𝑓 = 𝑔 = 1, a number 𝐶𝐹𝐿 = 0.8, final 
time 𝑇 = 5 and domain 𝑥 ∈ [0, 1]. We consider Neumann boundary conditions, for all 𝑡 > 0:

• On the left boundary ℎ′(0, 𝑡) = 2, ℎ𝑢′(0, 𝑡) = 0, ℎ𝑣′(0, 𝑡) = −𝑓 .

• On the right boundary ℎ′(1, 𝑡) = 2𝑒2, (ℎ𝑢)′(1, 𝑡) = 0, (ℎ𝑣)′(1, 𝑡) = −3𝑓𝑒2.

For this case we compute 𝑅𝑑 = 1.7873, 𝐵𝑢 = 3.1945 and 𝑅𝑜 = 0.2162. Finally, the characteristic time is 𝑇𝐶 = 0.4991 which means 
that the simulation is carried out for more than a ten times larger time.

Simulating for 𝑁 = 25, 50, 100, 200, 400 and the well-balanced schemes, we show the results of the error for each component in 
the Table 1. The expected behaviour of the results is observed: the errors are of the order of the machine error. For the third-order 
scheme, it is important to notice that the errors are affected by the Newton solver of the non-linear system. It is used to determine 
the stationary solutions every timestep and at every stencil with errors of the order of 10−15. This results in an accumulation of small 
11

errors that will affect the final error. When using a non well-balanced scheme the order of the scheme is recovered.
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Table 1

Errors for the first numerical experiment under the 𝐿1-norm. We show the results for different numbers of cells at time 
𝑇 = 5 for the first, second and third-order schemes and every conserved variable.

Variable Reconstruction ℎ ℎ𝑢 ℎ𝑣

N (1) (2) (3) (1) (2) (3) (1) (2) (3)
25 0e+00 0e+00 5e-14 2e-16 6e-16 1e-14 1e-15 7e-16 5e-14

50 4e-16 0e+00 9e-14 3e-15 3e-16 7e-15 4e-14 6e-16 1e-13

100 1e-15 0e+00 3e-13 6e-15 2e-16 7e-14 9e-14 4e-16 2e-13

200 1e-14 0e+00 8e-13 4e-14 5e-16 2e-13 4e-13 4e-16 5e-13

400 1e-17 1e-17 2e-12 3e-16 3e-16 6e-13 2e-15 4e-16 9e-13

Table 2

Errors under the 𝐿1 norm for each conserved variable at time 𝑇 = 5 for the well-balanced (WB) and 
non-well-balanced (NWB) for (3) schemes.

N h component hu component hv component

WB NWB (NWB) WB NWB (NWB) WB NWB (NWB)

25 1e-15 3e-07 - 2e-16 1e-07 - 2e-16 4e-07 -

50 2e-15 3e-08 3.12 4e-16 1e-08 3.12 4e-16 5e-08 3.07

100 5e-15 4e-09 3.06 8e-16 1e-09 3.06 9e-16 6e-09 3.04

200 8e-15 4e-10 3.03 1e-15 2e-10 3.03 2e-15 7e-10 3.02

400 2e-14 5e-11 3.02 3e-15 2e-11 3.02 3e-15 9e-11 3.01

4.2. Numerical experiment 2

For this numerical experiment, we initialize the problem with a stationary solution of the shallow-water system with Coriolis 
source terms described by:

ℎ∗(𝑥) = 2 + sin𝑥
2 + cos𝑥

,

𝑢∗(𝑥) =
√
𝑔
2 + cos𝑥
2 + sin𝑥

,

𝑣∗(𝑥) = −𝑓𝑥,

𝑧(𝑥) = 1
2𝑔

− 𝑓
2

2𝑔
𝑥2 − 2 + sin𝑥

2 + cos𝑥
− 1

2

(2 + cos𝑥
2 + sin𝑥

)2
.

Where 𝑔 = 1 and 𝑓 = 1 are the gravity and Coriolis constants, respectively. We choose the domain of the problem 𝑥 ∈ [0, 0.5], a final 
time 𝑇 = 5 and the CFL is fixed to 0.7. For the boundary conditions, we have considered Neumann boundary conditions based on the 
derivatives of the stationary solution on the boundaries. For this case 𝑅𝑑 = 0.8714, 𝐵𝑢 = 3.0375 and 𝑅0 = 2.6483. The characteristic 
time is 𝑇𝐶 = 0.2277 which means that 𝑇 >> 𝑇𝐶 .

In Table 2 we show the comparison between the solutions, calculated with the third-order scheme, for this numerical experiment 
and the stationary solutions. In this table, it is shown that the scheme is exactly WB for the chosen stationary solution looking at the 
order of the errors. The accuracy remains the same for the rest of the schemes.

4.3. Numerical experiment 3

For the third numerical experiment, we consider a non-linear combination of two stationary solutions similar to the ones described 
in the first numerical experiment. For the non-linear combination, we consider the sigmoid function:

𝜎(𝑥) = 1
𝑒20(1−𝑥) + 1

Then, we consider the following water depth and horizontal velocity

ℎ1(𝑥) = 𝑒2𝑥, ℎ2(𝑥) = 𝑒1𝑥,

𝑢1(𝑥) = 0.5𝑒−2𝑥, 𝑢2(𝑥) = 0.2𝑒−𝑥.

Then, we build the functions

ℎ0(𝑥) = (1 − 𝜎(𝑥))ℎ1(𝑥) + 𝜎(𝑥)ℎ2(𝑥),

𝑢0(𝑥) = (1 − 𝜎(𝑥))𝑢1(𝑥) + 𝜎(𝑥)𝑢2(𝑥),
12

(ℎ𝑢)0(𝑥) = ℎ0(𝑥)𝑢0(𝑥),
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Table 3

First-order reconstruction errors and convergence rate concerning a reference solution. The results are shown for the conserved 
variables and the well-balanced (WB) and non-well-balanced (NWB) schemes.

Var h hu hv

Rec WB NWB WB NWB WB NWB

N E(N)  E(N)  E(N)  E(N)  E(N)  E(N) 
16 8e-02 0.00 2e+02 0.00 7e-02 0.00 3e+00 0.00 1e-01 0.00 5e+02 0.00

32 4e-02 0.82 4e-01 8.99 5e-02 0.82 3e-01 8.99 5e-02 0.82 9e-01 8.99

64 2e-02 1.03 2e-01 1.06 3e-02 1.03 2e-01 1.06 2e-02 1.03 4e-01 1.06

128 1e-02 0.80 8e-02 1.01 2e-02 0.80 8e-02 1.01 1e-02 0.80 2e-01 1.01

256 7e-03 0.81 4e-02 0.98 1e-02 0.81 4e-02 0.98 7e-03 0.81 1e-01 0.98

512 4e-03 0.82 2e-02 0.98 7e-03 0.82 2e-02 0.98 4e-03 0.82 6e-02 0.98

1024 2e-03 0.85 1e-02 0.98 4e-03 0.85 1e-02 0.98 2e-03 0.85 3e-02 0.98

Table 4

Second-order reconstruction errors and convergence rate concerning a reference solution. The results are shown for the 
conserved variables and the well-balanced (WB) and non-well-balanced (NWB) schemes.

Var h hu hv

Rec WB NWB WB NWB WB NWB

N E(N)  E(N)  E(N)  E(N)  E(N)  E(N) 
16 7e-02 0.00 1e-01 0.00 4e-02 0.00 1e-01 0.00 1e-01 0.00 3e-01 0.00

32 3e-02 1.11 4e-02 1.28 2e-02 1.11 4e-02 1.28 5e-02 1.11 9e-02 1.28

64 1e-02 1.63 1e-02 1.67 1e-02 1.63 1e-02 1.67 1e-02 1.63 3e-02 1.67

128 4e-03 1.51 4e-03 1.60 4e-03 1.51 5e-03 1.60 4e-03 1.51 9e-03 1.60

256 1e-03 1.70 1e-03 1.73 1e-03 1.70 2e-03 1.73 1e-03 1.70 3e-03 1.73

512 3e-04 1.86 3e-04 1.87 4e-04 1.86 4e-04 1.87 3e-04 1.86 7e-04 1.87

1024 9e-05 1.84 9e-05 1.88 1e-04 1.84 1e-04 1.88 9e-05 1.84 2e-04 1.88

Table 5

Third-order reconstruction errors and convergence rate concerning a reference solution. The results are shown for the 
conserved variables and the well-balanced (WB) and non-well-balanced (NWB) schemes.

Var h hu hv

Rec WB NWB WB NWB WB NWB

N E(N)  E(N)  E(N)  E(N)  E(N)  E(N) 
16 3e-02 0.00 5e-02 0.00 6e-02 0.00 2e-01 0.00 3e-02 0.00 2e-01 0.00

32 8e-03 1.87 1e-02 1.80 2e-02 1.87 4e-02 1.80 9e-03 1.87 6e-02 1.80

64 3e-03 1.42 5e-03 1.59 5e-03 1.42 1e-02 1.59 3e-03 1.42 2e-02 1.59

128 9e-04 1.72 1e-03 1.78 1e-03 1.72 3e-03 1.78 7e-04 1.72 4e-03 1.78

256 2e-04 2.19 3e-04 2.09 3e-04 2.19 7e-04 2.09 1e-04 2.19 1e-03 2.09

512 3e-05 2.65 6e-05 2.35 4e-05 2.65 2e-04 2.35 2e-05 2.65 2e-04 2.35

1024 4e-06 2.88 1e-05 2.35 6e-06 2.88 4e-05 2.35 2e-06 2.88 3e-05 2.35

(ℎ𝑣)0(𝑥) = −𝑓𝑥ℎ0(𝑥),

𝑧(𝑥) = −0.5𝑓 2𝑥2 − ℎ0(𝑥) −
1
2𝑔
𝑢20(𝑥).

We initialise the scheme with (ℎ0, ℎ𝑢0, ℎ𝑣0) with 𝑧 as the bottom topography. In this case, we expect the exactly well-balanced 
scheme to be well-balanced in the domain ℝ − {𝑥 ∶∣ 𝑥 − 1 ∣> 𝛿} for a big enough 𝛿 at 𝑡 = 0.

For the experiment setup, we consider 𝑓 = 𝑔 = 1, a domain 𝑥 ∈ [0, 3], a 𝐶𝐹𝐿 number of 0.8, 𝑇 = 0.5 and non-reflective boundary 
conditions. The reference solution is calculated using a very fine mesh consisting of 213 finite volumes, and the third-order non 
well-balanced scheme. The numerical solutions for the 1st, 2nd and 3rd order, WB and non-WB schemes, computed using 𝑁 = 2𝑖
for 𝑖 = 4, 5, 6, 7, 8, 9, 10 cells, are compared against the aforementioned reference solution. For this case 𝑅𝑑 = 2.6212, 𝐵𝑢 = 0.7634, 
𝑅0 = 0.0311 and 𝑇𝐶 = 1.1052. Here it is not relevant that 𝑇 < 𝑇𝐶 because we are testing the convergence rate and not the well-

balanced property.

Tables 3, 4 and 5 show the errors and convergence rate for the first, second and third-order schemes respectively under the 𝐿1
norm. The results show that the rate of convergence is recovered in the well-balanced schemes when the solution is not globally 
stationary. What is more, we observe that the error committed by the well-balanced scheme is, in general, lower than the one 
committed by the non-well-balanced scheme. This behaviour is especially manifested in the ℎ𝑣 variable where the error of the 
13

well-balanced scheme is one order of magnitude more precise than the error for the non-well-balanced scheme.
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Table 6

Errors committed for the (3) scheme under 𝐿1 norm for the 
fourth numerical experiment. Initial data given by the continu-

ous stationary solution (35)-(37).

N h component hu component hv component

WB WB WB

𝐸𝑁 𝑂𝑁 𝐸𝑁 𝑂𝑁 𝐸𝑁 𝑂𝑁

25 2e-01 - 4e-02 - 4e-01 -

50 3e-02 2.43 8e-03 2.35 6e-02 2.66

100 3e-03 3.08 1e-03 3.03 8e-03 3.02

200 4e-04 3.18 1e-04 3.14 9e-04 3.06

400 4e-05 3.10 1e-05 3.10 1e-04 3.01

Fig. 1. Water depth of the discrete stationary solution approximating the continuous stationary solution (35)-(37) with 𝑁 = 20.

4.4. Numerical experiment 4

In this case, we consider the steady-state proposed in [16] with 𝑢 = 0 given by:

ℎ∗(𝑥) = 2
𝑔
− 𝑒−𝑥2 , (35)

𝑢∗(𝑥) = 0, (36)

𝑣∗(𝑥) = 2𝑔
𝑓
𝑥𝑒−𝑥

2
. (37)

We choose 𝑓 = 𝑔 = 1, Ω = [−5, 5], 𝐶𝐹𝐿 = 0.8, null flux across the boundaries and a final time 𝑇 = 10 and it is simulated with the 
(2) and (3) schemes. For this case, we have 𝑅𝑑 = 1.3501, 𝐵𝑢 = 0.0182 and 𝑅0 = 0. The reference time is 𝑇𝐶 = 7.4069.

We first consider as initial conditions, those corresponding to the use of the exact expression of the steady state integrated at each 
cell. In this case, we cannot expect that our numerical scheme exactly preserves this initial steady state and it is what we observe in 
Table 6, but we recover the third-order accuracy. Here the switch (34) starts with a value of 0, which means that 𝑢∗(𝑥) = 0. After the 
first computation, as 𝑣∗(𝑥) is not a well-prepared steady solution, the value of 𝛽 switches to 1 which means that 𝑢∗(𝑥) ≠ 0.

Now, we can consider a discrete steady state that is an approximation of the previous steady state and that is preserved for the 
numerical scheme. Thus, we follow the procedure described previously to compute a well-prepared initial condition whose velocity 
𝑣 is a piece-wise linear approximation of this initial steady state. In Fig. 1 we show the approximation of ℎ∗ for 𝑁 = 20. As expected 
the scheme can exactly preserve this discrete steady state (see Table 7) and errors are of the order of the machine accuracy. Finally, 
we compute the errors of the discrete steady states that are preserved by the second and third-order numerical scheme and as 
expected both are second-order (see Table 8). Note that those results could be improved easily by considering either non-smooth 
reconstructions of 𝑣∗ in combination with the HLLC Riemann solver or a continuous approximation of 𝑣∗ using third-order spline 
approximations for 𝑣∗.

Finally, we could adapt the previous numerical scheme to preserve exactly those steady states by considering a general family of 
steady states with the following functional form:

𝑓 2 2
14

ℎ(𝑥) = 𝐶 −
2𝑔
𝐾𝑒−𝑥 , 𝑢(𝑥) = 0, 𝑣(𝑥) =𝐾𝑥𝑒−𝑥 ,
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Table 7

Errors for the well-balanced (2) and (3) schemes under the 𝐿1
norm. The scheme is initialized with the well-prepared discrete sta-

tionary solution approximating (35)-(37).

ℎ ℎ𝑢 ℎ𝑣

N (2) (3) (2) (3) (2) (3)
20 9e-15 2e-14 1e-14 2e-14 1e-15 3e-15

40 2e-14 1e-13 5e-14 2e-14 8e-15 2e-14

80 5e-14 8e-14 1e-14 2e-14 1e-14 2e-14

160 3e-14 9e-14 1e-14 3e-14 2e-14 4e-14

320 6e-14 4e-13 2e-13 7e-14 5e-14 8e-14

Table 8

Errors and order of convergence for the well-prepared continuous initial 
condition concerning the exact stationary initial condition.

N 20 40 80 160 320

Second-order scheme E 7e-2 2e-2 4e-3 1e-3 3e-4

O - 1.89 2 2 2

Third-order scheme E 7e-2 2e-2 4e-3 1e-3 3e-4

O - 1.95 2.01 2 2

Table 9

Errors committed under the 𝐿1 norm 
for the exactly well-balanced schemes 
for a family of exponential functions. 
The errors are shown for the (3)
scheme.

N ℎ ℎ𝑢 ℎ𝑣

20 3e-14 1e-14 1e-14

40 8e-14 1e-14 5e-14

80 2e-13 2e-14 1e-13

160 4e-13 3e-14 2e-13

320 7e-13 5e-14 5e-13

where 𝐶 and 𝐾 are two constants to be determined. Locally, in the i-th cell, those values are determined by solving the non-linear 
system of equations:

ℎ𝑖 = 𝐶 − 𝑓

2𝑔
𝐾

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑒−𝑥
2
𝑑𝑥,

ℎ𝑣𝑖 = 𝐶𝐾

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑥𝑒−𝑥
2
𝑑𝑥− 𝑓

2𝑔
𝐾2

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑥𝑒−2𝑥
2
𝑑𝑥.

In Table 9 we show the errors for this exactly well-balanced (3) scheme, where all the errors are a result of solving the previous 
non-linear system of equations in every cell and every time step.

Thus, in this case, it is possible to combine the general procedure defined for non-zero steady states with the particular choice of 
this family of steady states for 𝑢 = 0.

4.5. Numerical experiment 5: jet

In this numerical test, we check the ability of the numerical scheme to approximate non-steady states. In particular, we consider 
a jet initial condition (see [9,16]). The initial condition is written as follows:

ℎ(𝑥) =𝐻,

𝑢(𝑥) = 0,

𝑣(𝑥) =𝐻𝑉
(1 + tanh (4𝑥∕𝐿+ 2)) (1 − tanh (4𝑥∕𝐿+ 2))

.

15

(1 + tanh2)2
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Fig. 2. Water depth (top left), tangential momentum (top right) for the jet formation at time 𝑇 = 2𝜋, zoom for the water depth for 𝑥 ∈ [−0.65, −0.35] and 𝑥 ∈
[0.55, 0.85] (bottom left and right respectively). Comparison between a reference solution computed with 𝑁 = 20000 and the well-balanced and not well-balanced 
second-order schemes.

We consider 𝐵𝑢 = 0.25, 𝑅𝑜 = 1, 𝐶𝐹𝐿 = 0.9 as it was set in [16]. With these values, we fix 𝐻 = 𝐿 = 𝑉 = 1, then 𝑔 = 0.25 and 
𝑓 = 1. We consider a domain 𝑥 ∈ [−8, 12] and a final time 𝑇 = 2𝜋∕𝑓 . We also consider 𝑁 = 2000 to satisfy 𝑅𝑑∕Δ𝑥 = 50 as it is 
studied in the literature. In this case, the definition of 𝑉 is set by the problem and not by the mean of the horizontal velocity.

In Fig. 2 we compare a reference solution computed with 𝑁 = 20000 points and the WB and non-WB second-order schemes for 
the ℎ and ℎ𝑣 variables with an HLLC solver. In this figure, we also represent two zooms in regular regions of the jet. Both figures 
show how the well-balanced scheme performs slightly better than the non-well-balanced scheme. In Fig. 3 we plot the time evolution 
of the jet for different times under the same numerical experiment for the well-balanced scheme. We observe how the behaviour 
of our scheme is similar to the one presented in the literature [16]. Finally, in Fig. 4 we plot the balance between the Coriolis and 
Gravity source terms. As we can see, the balance is not reached due to the numerical error committed. In this numerical example, our 
scheme performs equally to the schemes found in the literature. This is because the jet is an extreme case (with shock production) 
far away from the stationary solutions we study in this work.

Data availability

No data was used in this research. Code can be shared within request.
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Appendix A. Determining the local stationary solutions for a 2n-1 CWENO reconstruction

In section 3 we described how to design an exactly well-balanced reconstruction that preserves the solutions of system (15)-(17)

for ℎ𝑢 ≠ 0 the stationary solutions read as:

(ℎ𝑢)∗(𝑥) = 𝐶, (38)

(𝑢∗(𝑥))2

2
+ 𝑔
(
ℎ∗(𝑥) + 𝑧(𝑥) − 𝑓𝑉 (𝑥)

)
=𝐸 (39)

𝑣∗ = −𝑓𝑥+ 𝑣0, (40)

𝑉 (𝑥) = −𝑓
2
𝑥2 + 𝑣0𝑥, (41)

where 𝐶, 𝐸 and 𝑣0 are constants.

In this section, we are providing a general technique to obtain an exactly well-balanced scheme for this stationary well-balanced 
solution using a 2𝑛 − 1 order CWENO reconstruction procedure. In this kind of reconstruction, we have the following ingredients:

1. The highest polynomial degree is 2𝑛 − 2.

2. The stencil must have 2𝑛 − 1 cells.

3. To preserve the order, we need a quadrature formula with 2𝑛 −1 accuracy. The optimal formula can be chosen with the Legendre 
polynomials leading to an exact 2𝑛 − 2 polynomial precision. If the CWENO reconstruction procedure has an error of Δ𝑥2𝑛−1, 
the quadrature formula must be, at least, precise for polynomials of degree 2𝑛 −1, which means that it has 𝑛 or more quadrature 
points. We write this formula as follows:

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑓 (𝑥)𝑑𝑥 ≈
𝑛∑
𝑝=1
𝛼
𝑝
𝑖
𝑓 (𝑥𝑝

𝑖
),
17

where 𝛼𝑝
𝑖

are the linear weights and 𝑥𝑝
𝑖

are the quadrature points.
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Fig. 4. Balance between Coriolis and Gravity source terms for long times under the well-balanced scheme.

To obtain an exactly well-balanced reconstruction, we need to be able to obtain point-wise values of the local stationary solution 
in each stencil 𝑖. In this case, the points of interest can be classified into two families:

1. Point values at the quadrature points {𝑥𝑝
𝑖
}𝑛
𝑝=1 for each cell in the stencil 𝑖 = {𝐶𝑖−(𝑛−1), … , 𝐶𝑖+(𝑛−1)}. These values allow us to 

calculate the averages of the stationary solutions for every cell in the stencil, and the integral of the source term for the centre 
cell 𝐶𝑖.

2. Two point values in the intercells 𝑥𝑖±1∕2 in order to evaluate the fluxes.

This yields a total of (2𝑛 − 1)𝑛 + 2 points of interest in each stencil.

From (38)-(41) we can derive the following system of equations that must be satisfied by the stationary solution in each stencil 
𝑖

ℎ𝑢∗(𝑥𝑘) = (ℎ𝑢)𝑖, (42)

𝑣∗(𝑥𝑘) = −𝑓𝑥𝑘 + 𝑣𝑖, (43)

ℎ∗(𝑥𝑘) is root of

𝑔(ℎ∗)3(𝑥𝑘)+
(
𝑔𝑧(𝑥𝑘) − 𝑓

(
−𝑓
2
𝑥2
𝑘
+
(
𝑣𝑖
)
𝑥𝑘

)
−𝐸𝑖
)
(ℎ∗)2(𝑥𝑘) +

(ℎ𝑢)𝑖
2

= 0. (44)

Where 𝑥𝑘 is any of the points of interest in the stencil and 𝐸𝑖 is the energy of the system which must be constant for the stationary 
18

solution as well as (ℎ𝑢)𝑖 and 𝑣𝑖. In particular, this set of equations must be satisfied for all points in the centre cell 𝐶𝑖. Using the 
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known cell averages at 𝐶𝑖, (42) determines the values of (ℎ𝑢)∗ all over the stencil. From (40) we can compute the value of 𝑣𝑖 knowing 
the cell average (ℎ𝑣)𝑖:

(ℎ𝑣)𝑖 =

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

ℎ∗(𝑥)𝑣∗(𝑥)𝑑𝑥 =

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

ℎ∗(𝑥)(−𝑓𝑥+ 𝑣𝑖)𝑑𝑥 ≈
𝑛∑
𝑝=1
𝛼𝑝
(
ℎ(𝑥𝑝

𝑖
)𝑣𝑖 − 𝑓ℎ(𝑥

𝑝
𝑖
)𝑥𝑝
𝑖

)
,

which means that

𝑣𝑖 =
(ℎ𝑣)𝑖 + 𝑓

∑𝑛
𝑝=1 𝛼𝑝ℎ

∗(𝑥𝑝
𝑖
)𝑥𝑝
𝑖∑𝑛

𝑝=1 𝛼𝑝ℎ
∗(𝑥𝑝

𝑖
)

. (45)

It remains to be computed the values of the stationary water depth ℎ∗(𝑥𝑝
𝑖
). Substituting (45) in (44) we obtain that ℎ∗(𝑥𝑝

𝑖
) must be a 

root of

𝑔𝑝(𝑥1𝑖 ,… , 𝑥𝑛𝑖 ,𝐸𝑖) =

(
𝑔𝑧(𝑥𝑝

𝑖
) − 𝑓

(
−𝑓
2
(
𝑥
𝑝
𝑖

)2 +( (ℎ𝑣)𝑖 + 𝑓
∑𝑛
𝑝=1 𝛼𝑝ℎ

∗(𝑥𝑝
𝑖
)𝑥𝑝
𝑖∑𝑛

𝑝=1 𝛼𝑝ℎ
∗(𝑥𝑝

𝑖
)

)
𝑥
𝑝
𝑖

)
−𝐸𝑖

)
(ℎ∗)2(𝑥𝑝

𝑖
)

+ 𝑔(ℎ∗)3(𝑥𝑝
𝑖
) +

(ℎ𝑢)𝑖
2
.

So, we have a system of non-linear equations 𝑔𝑝 = 0 for 𝑝 = 1, … , 𝑛 with 𝑛 + 1 variables 𝑥1
𝑖
, … , 𝑥𝑝

𝑖
, 𝐸𝑖. To complete the system of 

equations, we have to add the following condition:

𝑔0(𝑥1𝑖 ,… , 𝑥𝑛𝑖 ,𝐸𝑖) =
𝑛∑
𝑝=1
𝛼𝑝ℎ

∗(𝑥𝑝
𝑖
) − ℎ𝑖,

where 𝑔0 = 0 means that the cell average is preserved by ℎ∗(𝑥) at the cell 𝐶𝑖. Then, if we solve this non-linear system of equations, 
we know all point values at the cell 𝐶𝑖 of the stationary water depth ℎ∗(𝑥) and the local energy. With this data, we can now calculate 
𝑣𝑖 with (45) and with this value, we know 𝑣∗(𝑥) in the stencil. Also, as we know the energy 𝐸𝑖 and 𝑣𝑖 in the whole stencil, we can 
calculate ℎ∗(𝑥) in the rest of the points of interest by solving the cubic equation (44).

This procedure, allows us to determine the values of the stationary solutions ℎ∗, ℎ𝑢∗ and ℎ𝑣∗ in all the stencils for a general 
CWENO reconstruction procedure. These values are enough information to obtain an exactly well-balanced scheme for the shallow-

water equations with Coriolis source terms according to the method described in section 2.

A.1. Particular case: third-order CWENO

We are going to give a complete example of this procedure for the third-order CWENO reconstruction. In this particular case, we 
perform the following steps:

1. We know that

𝑣∗(𝑥) = −𝑓𝑥+ 𝑣0,

1|𝐼𝑖|
𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑣∗(𝑥)𝑑𝑥 = 𝑣𝑖.

Since we cannot calculate 𝑣𝑖, we consider computing

(ℎ𝑣)𝑖 =

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

ℎ∗(𝑥)𝑣∗(𝑥)𝑑𝑥 = 0.5𝑣0(ℎ0 + ℎ1) + 0.5(−𝑓𝑥0ℎ0 − 𝑓𝑥1ℎ1),

obtaining

𝑣0 =
2(ℎ𝑣)𝑖 + 𝑓𝑥0ℎ0 + 𝑓𝑥1ℎ1

ℎ0 + ℎ1
,

knowing this expression, we can compute the potential

𝑉 (𝑥) = −0.5𝑓𝑥2 + 𝑥
2(ℎ𝑣)𝑖 + 𝑓𝑥0ℎ0 + 𝑓𝑥1ℎ1

ℎ0 + ℎ1
.

2. Considering the expression of the potential, we can set up a system of three equations
19

𝑔0(ℎ0, ℎ1,𝐸) =0.5(ℎ0 + ℎ1) − ℎ𝑖,
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𝑔1(ℎ0, ℎ1,𝐸) =𝑔ℎ30 +
(
𝑔𝑧(𝑥0) − 𝑓

(
−0.5𝑓𝑥20 + 𝑥0

2(ℎ𝑣)𝑖 + 𝑓𝑥0ℎ0 + 𝑓𝑥1ℎ1
ℎ0 + ℎ1

)
−𝐸𝑖
)
ℎ20

+
(ℎ𝑢)𝑖
2
,

𝑔2(ℎ0, ℎ1,𝐸) =𝑔ℎ31 +
(
𝑔𝑧(𝑥1) − 𝑓

(
−0.5𝑓𝑥21 + 𝑥1

2(ℎ𝑣)𝑖 + 𝑓𝑥0ℎ0 + 𝑓𝑥1ℎ1
ℎ0 + ℎ1

)
−𝐸𝑖
)
ℎ21

+
(ℎ𝑢)𝑖
2
,

where ℎ0 = ℎ∗(𝑥0) and ℎ1 = ℎ∗(𝑥1). With these equations, we again have a system of three equations to be solved using Newton’s 
method. We will initialize the variables with the cell average values.

3. Once the solutions have been calculated using Newton’s method, we will have the values at the quadrature points ℎ∗1, ℎ
∗
2 , the 

constant value ℎ𝑢∗, the energy 𝐸𝑖 and the value 𝑣∗0 with which the solution stationary 𝑣∗ is completely determined as well as 
the potential 𝑉 . In this way, the rest of the point values of the solution are calculated with (42)-(44).
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