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A B S T R A C T

We consider a stationary convection–diffusion–reaction model problem in a two- or three-
dimensional bounded domain. We approximate this model by a non-stationary problem and
propose a numerical method that combines the method of characteristics with an augmented
mixed finite element procedure. We show that this scheme has a unique solution. We also
derive a residual-based a posteriori error indicator and prove it is reliable and locally efficient.
Finally, we provide some numerical experiments that illustrate the performance of the adaptive
algorithm.

1. Introduction

The numerical solution of convection–diffusion–reaction problems poses some difficulties, especially when convection is dom-
nant. Among the different numerical techniques to solve this class of problems, adaptive finite element procedures are gaining
mportance. This kind of method is based on a posteriori error estimates that are usually derived for each particular numerical
cheme.
In 1998, Verfürth [1] introduced reliable and locally efficient a posteriori error estimators for the SUPG method in the energy

orm; those estimates are optimal provided that the local mesh Peclet number is sufficiently small. Later, Verfürth [2] incorporated
nto the usual energy norm a dual norm of the convective derivative and proved that the proposed a posteriori error estimators are
ully robust in the sense that the ratio of the upper and lower bounds is uniformly bounded with respect to the mesh-size, to the
iffusivity and to the size of the convection. Another robust residual-based a posteriori error estimator for the error in the natural
UPG norm is proposed in [3] and a novel dual norm under which the error estimator is robust with respect to the diffusivity
arameter is presented in [4]. Other types of a posteriori error estimators have been proposed in the literature; cf. [5,6].
In this paper, we are interested in the simultaneous approximation of the concentration and the diffusive flux using mixed finite

lement methods. Regarding the a posteriori error analysis of these types of schemes, Vohralík [7] derived residual a posteriori
rror estimates for lowest-order Raviart–Thomas mixed finite element discretizations of convection–diffusion–reaction problems.
im and Park [8] presented a posteriori error estimates for the error in the 𝐿2-norm, and Du [9] derived residual-based a posteriori
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error estimates over the stress and scalar displacement error for the lowest-order Raviart–Thomas mixed finite element. On the
other hand, in the recent paper [10], adaptive augmented mixed finite element methods are presented. The flux is approximated
by Raviart–Thomas or Brezzi–Douglas–Marini elements, and the concentration by continuous piecewise polynomials of any order.
However, numerical experiments showed that the solution is well approximated for values of the diffusivity parameter up to 10−4.
Below this value, it is necessary to combine the proposed augmented scheme with some specific procedure to treat problems where
convection dominates.

In this work, we follow the main idea in [11] and approximate our model by a non-stationary equation. We then apply the
method of characteristics to solve a mixed formulation of the convection–diffusion–reaction problem. Numerical results show that
this strategy gives good results for values of the diffusivity parameter up to 10−6.

The paper is organized as follows. In Section 2 we describe the model problem, introduce a non-stationary mixed problem to
approximate its solution, and propose a numerical scheme based on the application of the method of characteristics and a dual-mixed
finite element method. We discuss the existence and uniqueness of solution, and derive some error estimates. In order to avoid the
discrete inf-sup condition in the analysis, we present an augmented formulation in Section 3. We prove that this problem and its
corresponding discrete counterpart have a unique solution, and establish optimal error estimates in the spatial variable. Then, in
Section 4 we develop a residual-based a posteriori error analysis and derive an a posteriori error indicator that is reliable and locally
efficient. Finally, we present some numerical experiments in Section 5.

In what follows, we use standard notations for Lebesgue and Sobolev spaces and norms. Let 𝛺 be a bounded domain in R𝑑

(𝑑 = 2 or 3), with a Lipschitz-continuous boundary 𝛤 . We denote by 𝐿2(𝛺) the Lebesgue space of measurable square-integrable
functions in 𝛺; 𝐻1(𝛺) denotes the usual Sobolev space which consists of functions in 𝐿2(𝛺) with their first order partial derivatives
(in the distributional sense) in 𝐿2(𝛺), and we denote by 𝐻1∕2(𝛤 ) the space of traces of functions in 𝐻1(𝛺). Moreover, 𝐻(∇⋅, 𝛺) will
denote the space of vector functions in [𝐿2(𝛺)]𝑑 with divergence in 𝐿2(𝛺). We will also use the Lebesgue space 𝐿∞(𝛺) of essentially
bounded functions in 𝛺, and denote by𝑊 1,∞(𝛺) the space of functions in 𝐿∞(𝛺) with first order distributional derivatives in 𝐿∞(𝛺).

2. Model problem

In this section we describe our model problem. We let 𝛺 be a bounded domain in R𝑑 (𝑑 = 2, 3) with a Lipschitz-continuous
boundary 𝛤 , and denote by 𝐧 the outward unit normal vector to 𝛤 . Let 𝜖 > 0 be a small parameter (𝜖 ≪ 1), 𝐛 ∈ [𝑊 1,∞(𝛺)]𝑑

with ∇ ⋅ 𝐛 = 0 in 𝛺 and 𝐛 ⋅ 𝐧 = 0 on 𝛤 , 𝑐 ∈ 𝐿∞(𝛺), 𝑐 ≥ 0 in 𝛺, 𝑓 ∈ 𝐿2(𝛺) and 𝑔 ∈ 𝐻1∕2(𝛤 ) be given. We denote by 𝑐𝚖𝚒𝚗 and
𝑐𝚖𝚊𝚡, respectively, the infimum and supremum of 𝑐 in 𝛺. We then consider the following stationary convection–diffusion–reaction
problem: find 𝑢 ∶ 𝛺 → R such that

{

−𝜖 𝛥𝑢 + 𝐛 ⋅ ∇𝑢 + 𝑐 𝑢 = 𝑓 , in 𝛺 ,
𝑢 = 𝑔 , on 𝛤 ,

(1)

where, for simplicity, we assumed that 𝑢 is prescribed on the boundary 𝛤 . We remark that this problem has a unique solution
𝑢 ∈ 𝐻1(𝛺).

We are interested in the simultaneous approximation of the concentration, 𝑢, and the diffusive flux, 𝝈 = −𝜖∇𝑢. Thus, we introduce
𝝈 as an additional unknown in 𝛺. Then, problem (1) is equivalent to: find 𝑢 ∶ 𝛺 → R and 𝝈 ∶ 𝛺 → R𝑑 such that

⎧

⎪

⎨

⎪

⎩

𝜖−1𝝈 + ∇𝑢 = 0 , in 𝛺 ,
∇ ⋅ 𝝈 + 𝐛 ⋅ ∇𝑢 + 𝑐 𝑢 = 𝑓 , in 𝛺 ,

𝑢 = 𝑔 , on 𝛤 .
(2)

Now, following the ideas in [11], we are going to approximate the stationary problem (2) by a non-stationary problem. With
this purpose, we introduce the functions:

𝑢̃(𝑥, 𝑡) = 𝑢(𝑥) , 𝝈̃(𝑥, 𝑡) = 𝝈(𝑥) ,
𝐛̃(𝑥, 𝑡) = 𝐛(𝑥) , 𝑐(𝑥, 𝑡) = 𝑐(𝑥) , 𝑓 (𝑥, 𝑡) = 𝑓 (𝑥) , 𝑔̃(𝑥, 𝑡) = 𝑔(𝑥) ,

(3)

where the time 𝑡 ∈ (0, 𝑇 ], for some arbitrary but fixed 𝑇 > 0. Then, it is clear that the pair (𝑢̃(𝑥, 𝑡), 𝝈̃(𝑥, 𝑡)) is the unique solution to
the following problem:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜖−1𝝈̃ + ∇𝑢̃ = 0 , in 𝛺 × (0, 𝑇 ] ,
𝜕𝑢̃
𝜕𝑡

+ ∇ ⋅ 𝝈̃ + 𝐛̃ ⋅ ∇𝑢̃ + 𝑐 𝑢̃ = 𝑓 , in 𝛺 × (0, 𝑇 ] ,
𝑢̃ = 𝑔̃ , on 𝛤 × (0, 𝑇 ] ,

𝑢̃(𝑥, 0) = 𝑢(𝑥) , in 𝛺 .

(4)

We now apply the method of characteristics to the non-stationary problem (4). Let 𝑋(𝜏; 𝐱, 𝑡) be the unique solution of the
ollowing Cauchy problem:

{ 𝑑
𝑑𝜏

𝑋(𝜏; 𝐱, 𝑡) = 𝐛(𝑋(𝜏; 𝐱, 𝑡)) , 𝜏 ∈ (0, 𝑇 ] ,
𝑋(𝑡; 𝐱, 𝑡) = 𝐱 ,

(5)

and define 𝑈 (𝐱, 𝜏) = 𝑢̃(𝑋(𝜏; 𝐱, 𝑡), 𝜏). Then,
𝐷𝑈 (𝐱, 𝑡) = 𝑑 𝑢̃(𝑋(𝜏; 𝐱, 𝑡), 𝜏)| = 𝜕𝑢̃ + 𝐛̃ ⋅ ∇𝑢̃ . (6)
2
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Now, we replace 𝜕𝑢̃
𝜕𝑡 + 𝐛̃ ⋅ ∇𝑢̃ with the total derivative, 𝐷𝑈

𝐷𝑡 , so that problem (4) reads: find (𝑢̃(𝑥, 𝑡), 𝝈̃(𝑥, 𝑡)) such that

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜖−1𝝈̃ + ∇𝑢̃ = 0 , in 𝛺 × (0, 𝑇 ] ,
𝐷𝑈
𝐷 𝑡

+ ∇ ⋅ 𝝈̃ + 𝑐 𝑢̃ = 𝑓 , in 𝛺 × (0, 𝑇 ] ,
𝑢̃ = 𝑔̃ , on 𝛤 × (0, 𝑇 ] ,

𝑢̃(𝑥, 0) = 𝑢(𝑥) , in 𝛺 .

(7)

The next step is to discretize in time. We consider a uniform partition of the time interval [0, 𝑇 ] of the form {𝑡𝑛}𝑁𝑛=0, with
= 𝑡0 < ⋯ < 𝑡𝑁 = 𝑇 , and denote the step size by 𝛥𝑡 = 𝑡𝑛+1 − 𝑡𝑛, 𝑛 = 0,… , 𝑁 − 1. Given a function 𝑣(𝐱, 𝑡), we denote by 𝑣𝑛(𝐱) the
pproximate value of 𝑣(𝐱, 𝑡𝑛), for 𝑛 = 1,… , 𝑁 . Then, we may approximate problem (7) by the following semi-discrete problem in
ime: for 𝑛 = 0,… , 𝑁 − 1, given 𝑢̃𝑛, find (𝑢̃𝑛+1, 𝝈̃𝑛+1) such that

⎧

⎪

⎨

⎪

⎩

𝜖−1𝝈̃𝑛+1(𝐱) + ∇𝑢̃𝑛+1(𝐱) = 0 , 𝐱 ∈ 𝛺 ,
𝑢̃𝑛+1(𝐱) − 𝑢̃𝑛(𝑋(𝑡𝑛; 𝐱, 𝑡𝑛+1))

𝛥𝑡
+ ∇ ⋅ 𝝈̃𝑛+1(𝐱) + 𝑐 𝑢̃𝑛+1(𝐱) = 𝑓 (𝐱) , 𝐱 ∈ 𝛺 ,

𝑢̃𝑛+1(𝐱) = 𝑔(𝐱) , 𝐱 ∈ 𝛤 ,

(8)

where 𝑢̃0 = 𝑢 in 𝛺 and 𝑋(𝑡𝑛; 𝐱, 𝑡𝑛+1) can be approximated as follows:

𝑋(𝑡𝑛; 𝐱, 𝑡𝑛+1) ≈ 𝑋𝛥𝑡 ∶= 𝐱 − 𝛥𝑡𝐛(𝐱) . (9)

Unfortunately, we cannot solve problem (8) because we do not know the initial condition. But, since the solution of problem (7)
does not depend on time, following [11], it seems reasonable to modify the scheme (8) as follows: find (𝑢𝛥𝑡,𝝈𝛥𝑡) such that

⎧

⎪

⎨

⎪

⎩

𝜖−1𝝈𝛥𝑡(𝐱) + ∇𝑢𝛥𝑡(𝐱) = 0 , 𝐱 ∈ 𝛺 ,
𝑢𝛥𝑡(𝐱) − 𝑢𝛥𝑡◦𝑋𝛥𝑡

𝛥𝑡
+ ∇ ⋅ 𝝈𝛥𝑡(𝐱) + 𝑐 𝑢𝛥𝑡(𝐱) = 𝑓 (𝐱) , 𝐱 ∈ 𝛺 ,

𝑢𝛥𝑡(𝐱) = 𝑔(𝐱) , 𝐱 ∈ 𝛤 .

(10)

Existence and uniqueness of a solution to problem (10) can be derived from the equivalence between this problem and the
following scheme: find 𝑢𝛥𝑡 ∈ 𝐻1(𝛺) such that

⎧

⎪

⎨

⎪

⎩

𝑢𝛥𝑡(𝐱) − 𝑢𝛥𝑡◦𝑋𝛥𝑡

𝛥𝑡
− 𝜖 𝛥𝑢𝛥𝑡(𝐱) + 𝑐 𝑢𝛥𝑡(𝐱) = 𝑓 (𝐱) , 𝐱 ∈ 𝛺 ,

𝑢𝛥𝑡(𝐱) = 𝑔(𝐱) , 𝐱 ∈ 𝛤 .
(11)

The existence of a unique solution to problem (11) can be proved easily by using the Banach Fixed Point Theorem, using the same
ideas as in [11, Proposition 2.1].

We provide next an error estimate.

Proposition 1. Assume that problem (2) has a unique solution (𝑢,𝝈), and that problem (10) has a unique solution (𝑢𝛥𝑡,𝝈𝛥𝑡). Then, there
exists a positive constant 𝐶, depending on 𝑢, such that if 𝑐𝚖𝚒𝚗 > 0 then

𝑐𝚖𝚒𝚗 ‖𝑢 − 𝑢𝛥𝑡‖𝐿2(𝛺) ≤ 𝐶 𝛥𝑡 , (12)

and

‖𝝈 − 𝝈𝛥𝑡
‖[𝐿2(𝛺)]𝑑 ≤ 𝐶

√

𝜖
𝑐𝚖𝚒𝚗

𝛥𝑡 . (13)

If 𝑐𝚖𝚒𝚗 = 0, then

𝛽2𝜖 ‖𝑢 − 𝑢𝛥𝑡‖𝐿2(𝛺) ≤ 𝐶 𝛥𝑡 , (14)

nd

‖𝝈 − 𝝈𝛥𝑡
‖[𝐿2(𝛺)]𝑑 ≤ 𝐶

𝛽
𝛥𝑡 , (15)

where 𝛽 is a positive constant satisfying the continuous inf-sup condition

sup
𝝉∈𝐻(∇⋅;𝛺)

∫𝛺 𝑣∇ ⋅ 𝝉
‖𝝉‖𝐻(∇⋅;𝛺)

≥ 𝛽 ‖𝑣‖𝐿2(𝛺) , ∀ 𝑣 ∈ 𝐿2(𝛺).

roof. First, from the second equation in (2), we have that

∇ ⋅ 𝝈 + 𝐛 ⋅ ∇𝑢 + 𝑐 𝑢 = 𝑓 , in 𝛺.

n the other hand, doing a Taylor expansion,

𝑢(𝑋𝛥𝑡(𝐱)) = 𝑢(𝐱) − 𝛥𝑡∇𝑢(𝐱) ⋅ 𝐛(𝐱) + (𝛥𝑡2).
3
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Then,

∇𝑢(𝐱) ⋅ 𝐛(𝐱) = 𝑢(𝐱) − 𝑢(𝑋𝛥𝑡(𝐱))
𝛥𝑡

+ (𝛥𝑡).

Therefore,
𝑢(𝐱) − 𝑢(𝑋𝛥𝑡(𝐱))

𝛥𝑡
+ ∇ ⋅ 𝝈 + 𝑐 𝑢 = 𝑓 + (𝛥𝑡) , in 𝛺.

Subtracting the second equation in (10) from the previous identity, we have

(𝑢 − 𝑢𝛥𝑡) − (𝑢 − 𝑢𝛥𝑡)◦𝑋𝛥𝑡

𝛥𝑡
+ ∇ ⋅ (𝝈 − 𝝈𝛥𝑡) + 𝑐 (𝑢 − 𝑢𝛥𝑡) = (𝛥𝑡) , in 𝛺 . (16)

On the other hand, subtracting the first equation in (10) from that in (2), we obtain

𝜖−1(𝝈 − 𝝈𝛥𝑡) + ∇(𝑢 − 𝑢𝛥𝑡) = 0 , in 𝛺 , (17)

where 𝑢 − 𝑢𝛥𝑡 = 0 on 𝛤 .
Now, testing Eq. (17) with 𝝉 = 𝝈 − 𝝈𝛥𝑡 and integrating by parts, we arrive at:

𝜖−1‖𝝈 − 𝝈𝛥𝑡
‖

2
[𝐿2(𝛺)]𝑑

= (𝑢 − 𝑢𝛥𝑡,∇ ⋅ (𝝈 − 𝝈𝛥𝑡))𝐿2(𝛺).

Then, testing Eq. (16) with 𝑣 = 𝑢 − 𝑢𝛥𝑡, we obtain
1
𝛥𝑡

‖𝑢 − 𝑢𝛥𝑡‖2
𝐿2(𝛺)

+ 𝜖−1‖𝝈 − 𝝈𝛥𝑡
‖

2
[𝐿2(𝛺)]𝑑

+ (𝑐(𝑢 − 𝑢𝛥𝑡), 𝑢 − 𝑢𝛥𝑡)𝐿2(𝛺)

= 1
𝛥𝑡

((𝑢 − 𝑢𝛥𝑡)◦𝑋𝛥𝑡, 𝑢 − 𝑢𝛥𝑡)𝐿2(𝛺) + 𝛥𝑡(𝐸(𝑢), 𝑢 − 𝑢𝛥𝑡)𝐿2(𝛺) .
(18)

herefore,

𝜖−1‖𝝈 − 𝝈𝛥𝑡
‖

2
[𝐿2(𝛺)]𝑑

+ 𝑐𝚖𝚒𝚗 ‖𝑢 − 𝑢𝛥𝑡‖2
𝐿2(𝛺)

≤ 𝛥𝑡 ‖𝐸(𝑢)‖ ‖𝑢 − 𝑢𝛥𝑡‖𝐿2(𝛺) , (19)

from which we deduce (12) and (13), assuming 𝑐𝚖𝚒𝚗 > 0. If 𝑐𝚖𝚒𝚗 = 0, we use the inf-sup condition to deduce

‖𝑢 − 𝑢𝛥𝑡‖𝐿2(𝛺) ≤ 𝛽−1 sup
𝝉∈𝐻(∇⋅;𝛺)

∫𝛺(𝑢 − 𝑢𝛥𝑡)∇ ⋅ 𝝉
‖𝝉‖𝐻(∇⋅;𝛺)

= 𝛽−1 sup
𝝉∈𝐻(∇⋅;𝛺)

𝜖−1 ∫𝛺(𝝈 − 𝝈𝛥𝑡) ⋅ 𝝉
‖𝝉‖𝐻(∇⋅;𝛺)

≤ (𝛽𝜖)−1‖𝝈 − 𝝈𝛥𝑡
‖[𝐿2(𝛺)]𝑑 .

Therefore, if 𝑐𝚖𝚒𝚗 = 0, we have that

‖𝑢 − 𝑢𝛥𝑡‖2
𝐿2(𝛺)

≤ 𝛽−2𝜖−1𝛥𝑡 ‖𝐸(𝑢)‖ ‖𝑢 − 𝑢𝛥𝑡‖𝐿2(𝛺),

and we derive (14). Inequality (15) follows from (14) and inequality (19). □

3. Augmented mixed finite element method

In this section, we follow [10] and pose an augmented variational formulation of problem (10). The variational problem reads
as follows: find (𝑢𝛥𝑡,𝝈𝛥𝑡) ∈ 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺) such that

𝐴((𝑢𝛥𝑡,𝝈𝛥𝑡), (𝑣, 𝝉)) = 𝐹 (𝑣, 𝝉) , ∀ (𝑣, 𝝉) ∈ 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺) , (20)

where

𝐴((𝑢,𝝈), (𝑣, 𝝉)) = 𝛥𝑡 ∫𝛺
𝜖−1𝝈 ⋅ 𝝉 − 𝛥𝑡 ∫𝛺

𝑢∇ ⋅ 𝝉 + 𝛥𝑡 ∫𝛺
𝑣∇ ⋅ 𝝈

+ ∫𝛺
(1 + 𝛥𝑡 𝑐)𝑢𝑣 − ∫𝛺

𝑢◦𝑋𝛥𝑡𝑣

+ 𝜅1 𝛥𝑡 ∫𝛺
(𝜖−1𝝈 + ∇𝑢) ⋅ (∇𝑣 − 𝜖−1𝝉)

+ 𝜅2 ∫𝛺
(𝛥𝑡∇ ⋅ 𝝈 + (1 + 𝛥𝑡 𝑐)𝑢 − 𝑢◦𝑋𝛥𝑡)∇ ⋅ 𝝉 ,

and

𝐹 (𝑣, 𝝉) = 𝛥𝑡
(

∫𝛺
𝑓 𝑣 − ∫𝛤

𝑔 𝝉 ⋅ 𝐧 + 𝜅2 ∫𝛺
𝑓 ∇ ⋅ 𝝉

)

.

Proposition 2. Assume that 𝑐𝚖𝚒𝚗 > 0 and the stabilization parameters are taken as follows:

0 < 𝜅1 < 𝜖 , 0 < 𝜅2 <
2𝛥𝑡2 𝑐𝚖𝚒𝚗

(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2
. (21)

Then, the bilinear form 𝐴(⋅, ⋅) is elliptic in 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺).
4
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Proof. Let (𝑣, 𝝉) ∈ 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺) be arbitrary, but fixed. Then,

𝐴((𝑣, 𝝉), (𝑣, 𝝉)) = 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑
+ ∫𝛺

(1 + 𝛥𝑡 𝑐)𝑣2

− ∫𝛺
(𝑣◦𝑋𝛥𝑡) 𝑣 + 𝜅1 𝛥𝑡 ‖∇𝑣‖2[𝐿2(𝛺)]𝑑

+ 𝜅2 𝛥𝑡 ‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

+ 𝜅2 ∫𝛺
((1 + 𝛥𝑡 𝑐)𝑣 − 𝑣◦𝑋𝛥𝑡)∇ ⋅ 𝝉 .

Now, we observe that

∫𝛺
(1 + 𝛥𝑡 𝑐)𝑣2 ≥ (1 + 𝛥𝑡 𝑐𝚖𝚒𝚗) ‖𝑣‖2𝐿2(𝛺)

,

and

∫𝛺
(𝑣◦𝑋𝛥𝑡) 𝑣 ≤ ‖𝑣‖2

𝐿2(𝛺)
,

o that

∫𝛺
(1 + 𝛥𝑡 𝑐)𝑣2 − ∫𝛺

(𝑣◦𝑋𝛥𝑡) 𝑣 ≥ 𝛥𝑡 𝑐𝚖𝚒𝚗 ‖𝑣‖
2
𝐿2(𝛺)

.

n the other hand, using Young’s inequality,

|∫𝛺
((1 + 𝛥𝑡 𝑐)𝑣 − 𝑣◦𝑋𝛥𝑡)∇ ⋅ 𝝉| ≤ (2 + 𝛥𝑡 𝑐𝚖𝚊𝚡) ‖𝑣‖𝐿2(𝛺)‖∇ ⋅ 𝝉‖[𝐿2(𝛺)]𝑑

≤ (2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)
(𝛼
2
‖𝑣‖2

𝐿2(𝛺)
+ 1

2𝛼
‖∇ ⋅ 𝝉‖2

[𝐿2(𝛺)]𝑑

)

,

here 𝛼 is any positive number.
Therefore,

𝐴((𝑣, 𝝉), (𝑣, 𝝉)) ≥ 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑

+ (𝛥𝑡 𝑐𝚖𝚒𝚗 − 𝜅2 (2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)
𝛼
2
) ‖𝑣‖2

𝐿2(𝛺)

+ 𝜅1 𝛥𝑡 ‖∇𝑣‖2[𝐿2(𝛺)]𝑑

+ 𝜅2
(

𝛥𝑡 −
2 + 𝛥𝑡 𝑐𝚖𝚊𝚡

2𝛼

)

‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

.

If we take, for example, 𝛼 = 2+𝛥𝑡 𝑐𝚖𝚊𝚡
𝛥𝑡 , we obtain

𝐴((𝑣, 𝝉), (𝑣, 𝝉)) ≥ 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑

+ (𝛥𝑡 𝑐𝚖𝚒𝚗 − 𝜅2
(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2

2𝛥𝑡
) ‖𝑣‖2

𝐿2(𝛺)

+ 𝜅1 𝛥𝑡 ‖∇𝑣‖2[𝐿2(𝛺)]𝑑
+ 𝜅2

𝛥𝑡
2

‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

,

and the ellipticity follows for values of the stabilization parameters satisfying (21). □

emark 3.1. In the case 𝑐𝚖𝚒𝚗 > 0, the ellipticity constant, 𝐶𝐴,𝚎𝚕𝚕, is given by

𝐶𝐴,𝚎𝚕𝚕 ∶= 𝛥𝑡 min(𝜖−1 (1 −
𝜅1
𝜖
), 𝑐𝚖𝚒𝚗 − 𝜅2

(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2

2(𝛥𝑡)2
, 𝜅1,

𝜅2
2
).

f we take the feasible values

𝜅1 =
𝜖
2
, 𝜅2 =

𝛥𝑡2 𝑐𝚖𝚒𝚗
(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2

, (22)

then it is easy to check that 𝐶𝐴,𝚎𝚕𝚕 = 𝛥𝑡 min( 𝜖2 ,
𝑐𝚖𝚒𝚗
2 , 𝛥𝑡2 𝑐𝚖𝚒𝚗

(2+𝛥𝑡 𝑐𝚖𝚊𝚡)2
).

In case 𝑐𝚖𝚒𝚗 = 0, we add a third stabilization term to the formulation (20):

𝜅3 ∫𝛤
𝑢 𝑣 = 𝜅3 ∫𝛤

𝑔 𝑣,

here 𝜅3 is a positive parameter. We then define the augmented bilinear form

𝐴̃((𝑢,𝝈), (𝑣, 𝝉)) = 𝐴((𝑢,𝝈), (𝑣, 𝝉)) + 𝜅3 ∫𝛤
𝑢 𝑣,

nd the linear functional

𝐹 (𝑣, 𝝉) = 𝐹 (𝑣, 𝝉) + 𝜅3 𝑔 𝑣,
5

∫𝛤
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and consider the augmented variational formulation:

𝐴̃((𝑢𝛥𝑡,𝝈𝛥𝑡), (𝑣, 𝝉)) = 𝐹 (𝑣, 𝝉) , ∀ (𝑣, 𝝉) ∈ 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺) . (23)

In this case, we have the following result.

roposition 3. Assume 𝑐𝚖𝚒𝚗 = 0 and that the stabilization parameters are such that

0 < 𝜅1 < 𝜖 , 0 < 𝜅2 <
𝛥𝑡 min(𝜅1𝛥𝑡, 𝜅3)𝐶𝑃

(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2
, 𝜅3 > 0 , (24)

where 𝐶𝑃 > 0 is a constant depending on the domain 𝛺, such that

‖∇𝑣‖2
[𝐿2(𝛺)]𝑑

+ ‖𝑣‖2
𝐿2(𝛤 )

≥ 𝐶𝑃 ‖𝑣‖
2
𝐻1(𝛺)

. (25)

Then, the bilinear form 𝐴̃(⋅, ⋅) is elliptic in 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺).

Proof. Let (𝑣, 𝝉) ∈ 𝐻1(𝛺) ×𝐻(∇⋅, 𝛺) be arbitrary, but fixed. Then,

𝐴̃((𝑣, 𝝉), (𝑣, 𝝉)) ≥ 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑

− 𝜅2 (2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)
𝛼
2
‖𝑣‖2

𝐿2(𝛺)

+ 𝜅1 𝛥𝑡 ‖∇𝑣‖2[𝐿2(𝛺)]𝑑

+ 𝜅2
(

𝛥𝑡 −
2 + 𝛥𝑡 𝑐𝚖𝚊𝚡

2𝛼

)

‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

+ 𝜅3 ‖𝑣‖
2
𝐿2(𝛤 )

.

Using the Poincaré-type inequality (25), we have

𝐴̃((𝑣, 𝝉), (𝑣, 𝝉)) ≥ 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑

− 𝜅2 (2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)
𝛼
2
‖𝑣‖2

𝐿2(𝛺)

+ min(𝜅1 𝛥𝑡, 𝜅3)𝐶𝑃 ‖𝑣‖2
𝐻1(𝛺)

+ 𝜅2
(

𝛥𝑡 −
2 + 𝛥𝑡 𝑐𝚖𝚊𝚡

2𝛼

)

‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

.

Now, taking 𝛼 = 2+𝛥𝑡 𝑐𝚖𝚊𝚡
𝛥𝑡 , we obtain

𝐴̃((𝑣, 𝝉), (𝑣, 𝝉)) ≥ 𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1) ‖𝝉‖2

[𝐿2(𝛺)]𝑑
+ 𝜅2

𝛥𝑡
2

‖∇ ⋅ 𝝉‖2
𝐿2(𝛺)

+
𝐶𝑃
2

min(𝜅1 𝛥𝑡, 𝜅3) ‖𝑣‖2𝐻1(𝛺)

+
(𝐶𝑃

2
min(𝜅1 𝛥𝑡, 𝜅3) − 𝜅2

(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2

2𝛥𝑡

)

‖𝑣‖2
𝐿2(𝛺)

,

and the ellipticity of 𝐴̃(⋅, ⋅) follows for the values of the stabilization parameters satisfying (24). □

emark 3.2. In the case 𝑐𝚖𝚒𝚗 = 0, the ellipticity constant is given by

𝐶𝐴̃,𝚎𝚕𝚕 ∶= min
(

𝛥𝑡 𝜖−1 (1 − 𝜅1 𝜖
−1), 𝜅2

𝛥𝑡
2
,
𝐶𝑃
2

min(𝜅1 𝛥𝑡, 𝜅3),
𝐶𝑃
2

min(𝜅1 𝛥𝑡, 𝜅3) − 𝜅2
(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2

2𝛥𝑡

)

.

Taking the feasible values

𝜅1 =
𝜖
2
, 𝜅2 =

𝛥𝑡 min(𝜅1𝛥𝑡, 𝜅3)𝐶𝑃

2(2 + 𝛥𝑡 𝑐𝚖𝚊𝚡)2
, 𝜅3 ≥ 𝜅1𝛥𝑡 , (26)

then 𝐶𝐴̃,𝚎𝚕𝚕 = 𝛥𝑡 min( 1
2𝜖 ,

𝜖 (𝛥𝑡)2

4(2+𝛥𝑡 𝑐𝚖𝚊𝚡)2
, 𝐶𝑃 𝜖

8 ).

In what follows, we denote by 𝐇 ∶= 𝐻1(𝛺) ×𝐻(∇⋅;𝛺) and by ‖(⋅, ⋅)‖𝐇 the natural norm of this space. In the next Theorem, we
stablish the well-posedness of problems (20) and (23).

heorem 1. Problems (20) and (23) have a unique solution provided that the stabilization parameters satisfy conditions (21) and (24),
espectively.

roof. From Propositions 2 and 3, we know that the bilinear forms 𝐴(⋅, ⋅) and 𝐴̃(⋅, ⋅) are elliptic in 𝐇. Moreover, these bilinear forms
re both bounded in 𝐇. Indeed, by applying the Cauchy–Schwarz inequality, we have that

|𝐵((𝑢,𝝈), (𝑣, 𝝉))| ≤ 𝑀𝐵 ‖(𝑢,𝝈)‖𝐇‖(𝑣, 𝝉)‖𝐇,

here 𝐵 = 𝐴 if 𝑐𝚖𝚒𝚗 > 0 and 𝐵 = 𝐴̃ if 𝑐𝚖𝚒𝚗 = 0,
−1 −1 −2
6

𝑀𝐴 ∶= 2 + 2𝜅2 + 𝛥𝑡 (2 + 𝜅1 + 𝜅2 + 𝜖 + 2𝜅1𝜖 + 𝜅1𝜖 + (1 + 𝜅2) 𝑐𝚖𝚊𝚡) ,
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and

𝑀𝐴̃ ∶= 𝑀𝐴 + 𝜅3.

Then, the result is a consequence of the Lax–Milgram Lemma. □

Remark 3.3. For the feasible values (22),

𝑀𝐴 = 2 + 𝛥𝑡
(

3 + 𝑐𝚖𝚊𝚡 +
𝜖
2
+ 3

2
𝜖−1 +

2𝛥𝑡𝑐𝚖𝚒𝚗
2 + 𝛥𝑡𝑐𝚖𝚊𝚡

(

1 + 𝛥𝑡
2 + 𝛥𝑡𝑐𝚖𝚊𝚡

)

)

.

On the other hand, for the feasible values (26), taking 𝜅3 = 𝜅1𝛥𝑡, we have

𝑀𝐴̃ = 2 + 𝛥𝑡
(

3 + 𝑐𝚖𝚊𝚡 + 𝜖 + 3
2𝜖

)

.

Let {ℎ}ℎ>0 be a family of shape-regular meshes of 𝛺 made up of triangles (𝑑 = 2) or tetrahedra (𝑑 = 3). We denote by ℎ𝑇 the
diameter of a given element 𝑇 ∈ ℎ and by ℎ ∶= max𝑇∈ℎ ℎ𝑇 the mesh size. We consider finite element spaces 𝑉ℎ ⊂ 𝐻1(𝛺) and
𝐻ℎ ⊂ 𝐻(∇⋅;𝛺). Then, we pose the following augmented discrete problem: find (𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡

ℎ ) ∈ 𝑉ℎ ×𝐻ℎ such that

𝐵((𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡
ℎ ), (𝑣ℎ, 𝝉ℎ)) = 𝐿(𝑣ℎ, 𝝉ℎ) , ∀ (𝑣ℎ, 𝝉𝐻 ) ∈ 𝑉ℎ ×𝐻ℎ , (27)

where if 𝑐𝚖𝚒𝚗 > 0, 𝐵 = 𝐴 and 𝐿 = 𝐹 , and for 𝑐min = 0, 𝐵 = 𝐴̃ and 𝐿 = 𝐹 . Under the hypotheses of Theorem 1, both discrete problems
(27) have a unique solution, denoted (𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡

ℎ ), that satisfies the following Céa-type estimate:

‖(𝑢𝛥𝑡,𝝈𝛥𝑡) − (𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡
ℎ )‖𝐇 ≤ 𝐶𝙲𝚎𝚊 inf

(𝑣ℎ ,𝝉ℎ)∈𝑉ℎ×𝐻ℎ
‖(𝑢𝛥𝑡,𝝈𝛥𝑡) − (𝑣ℎ, 𝝉ℎ)‖𝐇 , (28)

where 𝐶𝙲𝚎𝚊 ∶= 𝐶−1
𝐵,𝚎𝚕𝚕𝑀𝐵 is a positive constant independent of ℎ.

Now, we proceed in the usual way and define specific finite element subspaces, 𝑉ℎ and 𝐻ℎ. Let 𝑘 ≥ 1 be an integer and 𝑇 ∈ ℎ.
We denote by 𝑘(𝑇 ) the space of polynomials of degree less than or equal to 𝑘 defined on 𝑇 , and define the finite element subspace

𝑉ℎ ∶=
{

𝑣ℎ ∈ (𝛺) ∶ 𝑣ℎ
|

|

|𝑇
∈ 𝑘(𝑇 ), ∀ 𝑇 ∈ ℎ

}

.

Given an integer 𝑟 ≥ 0 and any element 𝑇 ∈ ℎ, we also consider the local Raviart–Thomas finite element space of order 𝑟,

 𝑟(𝑇 ) ∶= [𝑟(𝑇 )]𝑑 ⊕ [𝐱]𝑟(𝑇 ),

where 𝐱 denotes a generic vector of R𝑑 . Then, we define (see [12,13])

𝐻ℎ ∶=  𝑟 =
{

𝜏ℎ ∈ 𝐻(∇⋅;𝛺) ∶ 𝜏ℎ
|

|

|𝑇
∈  𝑟(𝑇 ), ∀ 𝑇 ∈ ℎ

}

.

The corresponding rate of convergence result is given in the next Theorem.

Theorem 2. Assume 𝑢𝛥𝑡 ∈ 𝐻𝑠+1(𝛺), 𝝈𝛥𝑡 ∈ [𝐻𝑠(𝛺)]𝑑 , and ∇ ⋅ 𝝈𝛥𝑡 ∈ 𝐻𝑠(𝛺). Then, under the assumptions of Theorem 1, there exists
𝐶𝚎𝚛𝚛 > 0, independent of ℎ, such that

‖(𝑢𝛥𝑡 − 𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡 − 𝝈𝛥𝑡
ℎ )‖𝐇 ≤

≤ 𝐶𝚎𝚛𝚛 ℎmin{𝑠,𝑘,𝑟+1}
(

‖𝑢𝛥𝑡‖𝐻𝑠+1(𝛺) + ‖𝝈𝛥𝑡
‖[𝐻𝑠(𝛺)]𝑑 + ‖∇ ⋅ 𝝈𝛥𝑡

‖𝐻𝑠(𝛺)

)

.

Proof. It follows straightforwardly from inequality (28) and the approximation properties of the corresponding finite element
ubspaces. □

. A posteriori error analysis

In this section we develop an a posteriori error analysis of residual type for the augmented discrete scheme (27) in case 𝑐𝚖𝚒𝚗 = 0.
he corresponding results for the case 𝑐𝚖𝚒𝚗 > 0 can be derived easily from the present analysis. In what follows, we assume that 𝑓
nd 𝑔 are piecewise polynomials, fix 𝑑 = 2 and denote by 𝐸𝛤 the set of edges in ℎ that are contained in 𝛤 . Given a triangle 𝑇 ∈ ℎ,
e denote by 𝐸(𝑇 ) the set of edges of 𝑇 , and for any edge 𝑒 of ℎ, we denote by ℎ𝑒 its length and by 𝐭𝑒 the tangent vector to edge
. We then define, for each 𝑇 ∈ ℎ,

• the residual in the equilibrium equation:

𝜃𝑒 ∶= ‖𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡
ℎ − (1 + 𝛥𝑡 𝑐) 𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡

‖𝐿2(𝑇 ) , (29)

• the residual in the flux:
𝜃𝑓 ∶= ‖𝜖−1𝝈𝛥𝑡

ℎ + ∇𝑢𝛥𝑡ℎ ‖[𝐿2(𝑇 )]2 , (30)

• the residual in the Dirichlet boundary condition:
𝜃 ∶= ‖𝑔 − 𝑢𝛥𝑡‖ , (31)
7

𝑏 ℎ 𝐿2(𝑒)
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• and the residual in the tangential component in the boundary:
𝜃𝑏𝑡 ∶= ‖

𝜕
𝜕𝐭𝑒

(𝑔 − 𝑢𝛥𝑡ℎ )‖𝐿2(𝑒) . (32)

We then define the local a posteriori error indicator 𝜃𝑇 as follows:

𝜃2𝑇 ∶= 𝐶2
𝐴̃,𝚎𝚕𝚕

(

(ℎ2𝑇 + 𝜅2
2 ) 𝜃

2
𝑒 + 𝛥𝑡2

(

𝜅2
1 + (1 + ℎ2𝑇 )(1 −

𝜅1
𝜖
)2
)

𝜃2𝑓
+

∑

𝑒∈𝐸(𝑇 )∩𝐸𝛤

ℎ𝑒
(

(𝜅2
3 + 𝛥𝑡2) 𝜃2𝑏 + 𝛥𝑡2 𝜃2𝑏𝑡

)

)

. (33)

In the next two subsections, we analyze the reliability and efficiency of the a posteriori error indicator 𝜃 ∶=
(

∑

𝑇∈ℎ 𝜃
2
𝑇

)1∕2
. We

ssume that 𝑉ℎ contains all continuous piecewise affine functions on ℎ.

.1. Reliability

From the ellipticity of the bilinear form 𝐴̃(⋅, ⋅), we deduce

‖(𝑢𝛥𝑡,𝝈𝛥𝑡) − (𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡
ℎ )‖𝐇 ≤ 𝐶𝐴̃,𝚎𝚕𝚕 sup

(𝑣,𝝉)∈𝐇

𝑅̃ℎ(𝑣, 𝝉)
‖(𝑣, 𝝉)‖𝐇

, (34)

where 𝑅̃ℎ denotes the residual:

𝑅̃ℎ(𝑣, 𝝉) = 𝐹 (𝑣, 𝝉) − 𝐴̃((𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡
ℎ ), (𝑣, 𝝉)) , ∀ (𝑣, 𝝉) ∈ 𝐇 . (35)

Using the definitions of 𝐹 and 𝐴̃(⋅, ⋅), and integrating by parts, we can write

𝑅̃ℎ(𝑣, 𝝉) = ∫𝛺
(𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡

ℎ − (1 + 𝛥𝑡 𝑐)𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡) 𝑣

+ 𝜅2 ∫𝛺
(𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡

ℎ − (1 + 𝛥𝑡 𝑐)𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡) ∇ ⋅ 𝝉

− 𝛥𝑡∫𝛺
(𝜖−1𝝈𝛥𝑡

ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ 𝝉 − 𝛥𝑡∫𝛤
(𝑔 − 𝑢𝛥𝑡ℎ )𝝉 ⋅ 𝐧

− 𝜅1𝛥𝑡∫𝛺
(𝜖−1𝝈𝛥𝑡

ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ (∇𝑣 − 𝜖−1𝝉)

+ 𝜅3 ∫𝛤
(𝑔 − 𝑢𝛥𝑡ℎ )𝑣 .

(36)

In fact,

𝑅̃ℎ(𝑣, 𝝉) = 𝑅1(𝑣) + 𝑅2(𝝉) , (37)

where

𝑅1(𝑣) = ∫𝛺
(𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡

ℎ − (1 + 𝛥𝑡 𝑐)𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡) 𝑣

− 𝜅1𝛥𝑡∫𝛺
(𝜖−1𝝈𝛥𝑡

ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ ∇𝑣

+ 𝜅3 ∫𝛤
(𝑔 − 𝑢𝛥𝑡ℎ )𝑣 ,

(38)

and

𝑅2(𝝉) = 𝜅2 ∫𝛺
(𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡

ℎ − (1 + 𝛥𝑡 𝑐)𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡) ∇ ⋅ 𝝉

− 𝛥𝑡 (1 −
𝜅1
𝜖
) ∫𝛺

(𝜖−1𝝈𝛥𝑡
ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ 𝝉 + 𝛥𝑡∫𝛤

(𝑢𝛥𝑡ℎ − 𝑔)𝝉 ⋅ 𝐧 .
(39)

In what follows, we derive upper bounds for the residual components 𝑅1(𝑣) and 𝑅2(𝝉). We first remark that

𝑅1(𝑣) = 𝑅1(𝑣 − 𝑣ℎ) , ∀ 𝑣ℎ ∈ 𝑉ℎ.

Then, we take 𝑣ℎ = 𝐼ℎ(𝑣) ∈ 𝑉ℎ, where 𝐼ℎ denotes the Clément interpolation operator [14]. Using the Cauchy–Schwarz inequality,

|𝑅1(𝑣)| ≤
∑

𝑇∈ℎ

(

𝜃𝑒‖𝑣 − 𝐼ℎ(𝑣)‖𝐿2(𝑇 ) + 𝜅1𝛥𝑡 𝜃𝑓‖∇(𝑣 − 𝐼ℎ(𝑣))‖[𝐿2(𝑇 )]𝑑
)

+ 𝜅3
∑

𝑒∈𝐸𝛤

𝜃𝑏‖𝑣 − 𝐼ℎ(𝑣)‖𝐿2(𝑒).

Taking into account the approximation properties of the Clément interpolation operator [14], the Cauchy–Schwarz inequality for
sums and the shape-regularity of the mesh:

|𝑅1(𝑣)| ≤ 𝐶
(

∑

(

ℎ2𝑇 𝜃
2
𝑒 + 𝜅2

1 (𝛥𝑡)
2 𝜃2𝑓

)

+ 𝜅2
3

∑

ℎ𝑒 𝜃
2
𝑏

)1∕2
‖𝑣‖𝐻1(𝛺) . (40)
8

𝑇∈ℎ 𝑒∈𝐸𝛤



Finite Elements in Analysis & Design 227 (2023) 104045M.C. Antony Oliver and M. González

d

a

a

T

P

On the other hand, in order to derive an upper bound for the residual component 𝑅2(𝝉), we make use of a quasi-Helmholtz
ecomposition [15]. We recall that there exists 𝜒 ∈ 𝐻1(𝛺) and 𝝓 ∈ [𝐻1(𝛺)]2 such that

𝝉 = 𝐜𝐮𝐫𝐥(𝜒) + 𝝓 ,
‖𝜒‖𝐻1(𝛺) + ‖𝝓‖[𝐻1(𝛺)]2 ≤ 𝐶 ‖𝝉‖𝐻(∇⋅;𝛺) .

(41)

We then define 𝜒ℎ = 𝐼ℎ(𝜒) and

𝝉ℎ ∶= 𝐜𝐮𝐫𝐥(𝜒ℎ) +𝛱𝑟
ℎ𝝓 ∈ 𝐻ℎ,

where 𝛱𝑟
ℎ denotes the Raviart–Thomas interpolation operator of order 𝑟 [13]. Then,

𝑅2(𝝉) = 𝑅2(𝝉 − 𝝉ℎ) = 𝑅̂2(𝝓) + 𝑅̄2(𝜒) + 𝑅̃2(𝝉) , (42)

where

𝑅̂2(𝝓) = −𝛥𝑡 (1 −
𝜅1
𝜖
) ∫𝛺

( 1
𝜖
𝝈𝛥𝑡
ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ (𝑖𝑑 −𝛱𝑟

ℎ)𝝓 + 𝛥𝑡∫𝛤
(𝑢𝛥𝑡ℎ − 𝑔)(𝑖𝑑 −𝛱𝑟

ℎ)𝝓 ⋅ 𝐧,

𝑅̄2(𝜒) = −𝛥𝑡 (1 −
𝜅1
𝜖
) ∫𝛺

( 1
𝜖
𝝈𝛥𝑡
ℎ + ∇𝑢𝛥𝑡ℎ ) ⋅ 𝐜𝐮𝐫𝐥(𝜒 − 𝜒ℎ) + 𝛥𝑡∫𝛤

(𝑢𝛥𝑡ℎ − 𝑔)𝐜𝐮𝐫𝐥(𝜒 − 𝜒ℎ) ⋅ 𝐧,

nd

𝑅̃2(𝝉) = 𝜅2 ∫𝛺
(𝛥𝑡 𝑓 − 𝛥𝑡∇ ⋅ 𝝈𝛥𝑡

ℎ − (1 + 𝛥𝑡 𝑐)𝑢𝛥𝑡ℎ + 𝑢𝛥𝑡ℎ ◦𝑋𝛥𝑡) ∇ ⋅ 𝝉 .

Proceeding as in Lemma 4 in [10], we can bound:

|𝑅̂2(𝝓)| ≤ 𝐶
(

𝛥𝑡 (1 −
𝜅1
𝜖
)
(
∑

𝑇∈ℎ

ℎ2𝑇 𝜃
2
𝑓
)1∕2 + 𝛥𝑡

(
∑

𝑒∈𝐸𝛤

ℎ𝑒𝜃
2
𝑏
)1∕2

)

‖𝝉‖𝐻(∇⋅;𝛺) , (43)

|𝑅̄2(𝜒)| ≤ 𝐶
(

𝛥𝑡 (1 −
𝜅1
𝜖
)
(
∑

𝑇∈ℎ

𝜃2𝑓
)1∕2 + 𝛥𝑡

(
∑

𝑒∈𝐸𝛤

ℎ𝑒𝜃
2
𝑏𝑡
)1∕2

)

‖𝝉‖𝐻(∇⋅;𝛺) , (44)

nd

|𝑅̃2(𝝉)| ≤ 𝜅2
(

∑

𝑇∈ℎ

𝜃2𝑒
)1∕2

‖∇ ⋅ 𝝉‖𝐿2(𝛺) . (45)

We then can prove the following reliability result.

heorem 3. There exists a positive constant, 𝐶𝚛𝚎𝚕, independent of ℎ, 𝛥𝑡 and the problem parameters, such that

‖(𝑢𝛥𝑡,𝝈𝛥𝑡) − (𝑢𝛥𝑡ℎ ,𝝈𝛥𝑡
ℎ )‖𝐇 ≤ 𝐶𝚛𝚎𝚕 𝜃.

roof. It follows from inequality (34), the decompositions (37) and (42) and bounds (40), (43), (44) and (45). □

4.2. Efficiency

In this section, we derive a local lower bound for the error in terms of the a posteriori error indicator 𝜃𝑇 . Using the first equation
in (10) and the triangle inequality,

𝜃𝑓 ≤ 𝜖−1‖𝝈𝛥𝑡
ℎ − 𝝈𝛥𝑡

‖[𝐿2(𝑇 )]2 + ‖∇𝑢𝛥𝑡ℎ − ∇𝑢𝛥𝑡‖[𝐿2(𝑇 )]2 . (46)

From the second equation,

𝜃𝑒 ≤ (1 + 𝛥𝑡 𝑐𝚖𝚊𝚡)‖𝑢𝛥𝑡 − 𝑢𝛥𝑡ℎ ‖𝐿2(𝑇 ) + 𝛥𝑡 ‖∇ ⋅ (𝝈𝛥𝑡 − 𝝈𝛥𝑡
ℎ )‖𝐿2(𝑇 ) + ‖(𝑢𝛥𝑡 − 𝑢𝛥𝑡ℎ )◦𝑋𝛥𝑡

‖𝐿2(𝑇 ) . (47)

Finally, according to Lemma 6 and Lemma 8 in [10], there exists a positive constant 𝐶, independent of ℎ, such that for each 𝑒 ∈ 𝐸𝛤 ,

ℎ𝑒 𝜃
2
𝑏 ≤ 𝐶

(

‖𝑢𝛥𝑡 − 𝑢𝛥𝑡ℎ ‖

2
𝐿2(𝑇𝑒)

+ ℎ2𝑇𝑒 |𝑢
𝛥𝑡 − 𝑢𝛥𝑡ℎ |

2
𝐻1(𝑇𝑒)

)

, (48)

ℎ𝑒 𝜃
2
𝑏𝑡 ≤ 𝐶 |𝑢𝛥𝑡 − 𝑢𝛥𝑡ℎ |

2
𝐻1(𝑇𝑒)

, (49)

where 𝑇𝑒 ∈ ℎ is the triangle having 𝑒 as edge.
Then, we can conclude the following efficiency result. In what follows, 𝛼 ∶= 1 + 𝜅2

2 and 𝛽 ∶= 𝜅2
1 + 2(1 − 𝜅1∕𝜖)2.

Theorem 4. There exists a positive constant 𝐶𝚎𝚏𝚏 such that for each 𝑇 ∈ ℎ, there holds:

𝜃 ≤ 𝐶
(

‖𝑢𝛥𝑡 − 𝑢𝛥𝑡‖ + ‖𝝈𝛥𝑡 − 𝝈𝛥𝑡
‖

)

. (50)
9
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The efficiency constant 𝐶𝚎𝚏𝚏 can be taken as follows:

𝐶𝚎𝚏𝚏 ∶= 𝐶𝐴̃,𝚎𝚕𝚕 max(𝛼 max(𝛥𝑡2, 𝑐1 (1 + 𝛥𝑡𝑐𝚖𝚊𝚡)2), 2
𝛥𝑡2

𝜖2
𝛽),

if 𝑇 is an interior element, and

𝐶𝚎𝚏𝚏 ∶= 𝐶𝐴̃,𝚎𝚕𝚕 max(𝛼 𝑐1(1 + 𝛥𝑡𝑐𝚖𝚊𝚡)2 + 𝑐1(𝛥𝑡2 + 𝜅2
3 ), 𝛥𝑡

2 (2𝛽 + 𝑐1) + 𝑐1𝜅
2
3 , 2

𝛥𝑡2

𝜖2
𝛽, 𝛥𝑡2 𝛼),

if 𝑇 has one side on the boundary, where the constant 𝑐1 is independent of ℎ, 𝛥𝑡 and all the problem parameters.

roof. The result follows from inequalities (46)–(49). □

. Numerical experiments

In this section, we test the robustness of the augmented scheme (27) with respect to the stabilization parameters, and the
erformance of an adaptive algorithm based on the a posteriori error indicator 𝜃 derived in Section 4. These numerical experiments
ere performed with the help of the software FreeFem++ [16]. The numerical results are illustrated for the finite element pairs
1, 0) and (2, 1) in R2.
We consider the following algorithm to approximate the solution of (27):

1. Start with an initial approximation of 𝑢, named 𝑢0ℎ.
2. For 𝑛 = 0, 1,…, given 𝑢𝑛ℎ, compute (𝑢𝑛+1ℎ ,𝝈𝑛+1

ℎ ) ∈ 𝑉ℎ ×𝐻ℎ solution of

𝛥𝑡 ∫𝛺
𝜖−1𝝈𝑛+1

ℎ ⋅ 𝝉ℎ − 𝛥𝑡 ∫𝛺
𝑢𝑛+1ℎ ∇ ⋅ 𝝉ℎ + 𝛥𝑡 ∫𝛺

𝑣ℎ∇ ⋅ 𝝈𝑛+1
ℎ

+∫𝛺
(1 + 𝛥𝑡 𝑐)𝑢𝑛+1ℎ 𝑣ℎ + 𝜅1 𝛥𝑡 ∫𝛺

(𝜖−1𝝈𝑛+1
ℎ + ∇𝑢𝑛+1ℎ ) ⋅ (∇𝑣ℎ − 𝜖−1𝝉ℎ)

+𝜅2 ∫𝛺
(𝛥𝑡∇ ⋅ 𝝈𝑛+1

ℎ + (1 + 𝛥𝑡 𝑐)𝑢𝑛+1ℎ )∇ ⋅ 𝝉ℎ ,

= 𝐹 (𝑣ℎ, 𝝉ℎ) + ∫𝛺
𝑢𝑛ℎ◦𝑋

𝛥𝑡(𝑣ℎ + 𝜅2 ∇ ⋅ 𝝉ℎ) , ∀(𝑣ℎ, 𝝉ℎ) ∈ 𝑉ℎ ×𝐻ℎ .

We implemented the previous algorithm in FreeFem++ using a stopping criterion based on the total error

𝐞 =
(

‖𝑢 − 𝑢ℎ‖
2
𝐻1(𝛺)

+ ‖𝝈 − 𝝈ℎ‖
2
𝐻(∇⋅;𝛺)

)1∕2
.

e denote by 𝑟𝑢𝑛𝑖𝑓 and 𝑟𝑎𝑑𝑎𝑝𝑡 the experimental convergence rates for the uniform and adaptive refinements, respectively:

𝑟𝑢𝑛𝑖𝑓 =
log( 𝐞1𝐞2

)

log( ℎ1ℎ2
)
, 𝑟𝑎𝑑𝑎𝑝𝑡 =

log( 𝐞1𝐞2
)

log( 𝑑𝑜𝑓1𝑑𝑜𝑓2
)
,

where 𝐞1 and 𝐞2 are the total errors associated with two consecutive refined meshes of sizes ℎ1 and ℎ2, respectively, and 𝑑𝑜𝑓1 and
𝑑𝑜𝑓2 stand for the two consecutive number of degrees of freedom (unknowns) of the discrete scheme (27).

We provide five examples to test our methodology. The aim of the first one is to test the robustness of the augmented scheme
(27) with respect to the stabilization parameters. In the second example, we test on a solution with a singularity close to a boundary
point. Examples 3 and 4 are taken from [17] and example 5 is inspired by [6]. The four latter examples allow us to test the efficiency
of an adaptive algorithm based on the a posteriori error indicator 𝜃. In the adaptive algorithm, we start with a coarse mesh. Then,
in every adaptive step, we rebuild the mesh, controlling its shape-regularity by bounding the gradient of the mesh size function;
cf. [18]. Finally, we denote by  the efficiency index, which is defined as the ratio of the indicator 𝜃 to the total error 𝐞.

Example 1. We consider

𝛺 = (0, 1) × (0, 1) , 𝜖 = 10−6 , 𝐛(𝑥, 𝑦) =
(

cos 𝑥 sin 𝑦
− sin 𝑥 cos 𝑦

)

, 𝑐 = 0,

and choose 𝑓 and 𝑔 such that the exact solution is 𝑢(𝑥, 𝑦) = cos(𝑥 + 𝑦). In order to test the robustness of the scheme (27), we fix
the value of two stabilization parameters and vary the third one. The decay of total errors with the degrees of freedom (DOF) for
the finite element pair (1, 0) can be observed in Fig. 1, while the corresponding results for the finite element pair (2, 1)
are shown in Fig. 2. From these Figures, we conclude that the corresponding augmented discrete schemes are robust with respect
to the stabilization parameters since the optimal rates of convergence are attained in all cases.

In what follows, we fix the values of the stabilization parameters to 𝜅1 = 0.5 × 10−6, 𝜅2 = 10−12 and 𝜅3 = 1. In Table 1 we show
the results obtained for 𝜖 = 10−6 with an error tolerance of 10−4 and 𝛥𝑡 = 0.05 for the finite element pair (1, 0). We observe
that for a sufficiently small mesh size, the optimal convergence rate is obtained. Here and in what follows, 𝑛 denotes the number
of iterations made by the algorithm. In Table 2 we show the results obtained for 𝜖 = 10−6 with an error tolerance of 10−6 and
𝛥𝑡 = 0.05 for the finite element pair (2, 1). In this case, the experimental convergence rates are close to 2. Finally, in Fig. 3 we
can appreciate the concentration and flux obtained with the different finite element pairs.
10
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Fig. 1. Decay of total error vs DOF for (1 , 0) for different values of 𝜅1, 𝜅2, 𝜅3.

Fig. 2. Decay of total error vs DOF for (2 , 1) for different values of 𝜅1, 𝜅2, 𝜅3.

Table 1
Example 1: Total error, rates of convergence and number of iterations for 𝜖 = 10−6 and 𝛥𝑡 = 0.05 for scheme (27)
with (1 , 0).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓 𝑛

7.07E−02 7960 6.60E−02 0.16 2
4.71E−02 11441 6.39E−02 0.12 2
3.54E−02 17801 6.20E−02 0.14 3
2.83E−02 25561 5.62E−02 0.54 3
2.36E−02 34721 4.75E−02 1.09 3
2.02E−02 45281 4.16E−02 0.99 3
1.77E−02 57241 3.68E−02 1.06 4

Table 2
Example 1: Total error and rates of convergence for 𝜖 = 10−6 and 𝛥𝑡 = 0.05 for scheme (27) with (2 , 1).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓 𝑛

7.07E−02 9840 1.21E−03 1.85 3
4.71E−02 22000 5.65E−04 1.89 4
3.54E−02 38900 3.36E−04 1.81 5
2.83E−02 60600 2.09E−04 2.12 5
2.36E−02 87100 1.59E−04 1.49 6
2.02E−02 118000 1.20E−04 1.87 6
1.77E−02 155000 9.18E−05 1.99 6

Example 2. We now test the performance of an adaptive scheme based on the a posteriori error indicator 𝜃 derived in Section 4.
We consider

𝛺 = (0, 1) × (0, 1) , 𝜖 = 10−6 , 𝐛(𝑥, 𝑦) =
(

1
0

)

, 𝑐 = 0,

and choose 𝑓 and 𝑔 such that the exact solution is 𝑢(𝑥, 𝑦) = (2.1 − 𝑥 − 𝑦)−1∕3, which has a singularity close to the right corner (1, 1).
We solve the problem using again the finite element pairs (1, 0) and (2, 2) for both the uniform and adaptive refinements,
taking an error tolerance of 10−4 and 𝛥𝑡 = 10−6. In this example, we consider 𝜅1 = 𝜖∕2, 𝜅2 =

√

2𝜅1(𝛥𝑡)2

16𝜋 and 𝜅3 = 1.

In Tables 3 and 4, we can observe the number of DOF, the total error, the experimental convergence rates, and the efficiency
ndices for the uniform and adaptive refinements, respectively, using the finite element pair (1, 0). Tables 5 and 6 gather the
same results for the finite element pair ( , ).
11
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Fig. 3. Example 1: Concentration (above) and flux (below) for (1 , 0) (left) and (2 , 1) (right).

Table 3
Example 2: Total error and rates of convergence for 𝜖 = 10−5 and 𝛥𝑡 = 10−6 for uniform refinement with
(1 , 0).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 3721 1.42E+00 6.93E−01 6.43E−01 1
3.54E−02 6561 1.16E+00 7.06E−01 7.64E−01 1
2.83E−02 10201 8.83E−01 1.22E+00 8.94E−01 1
2.36E−02 14641 8.07E−01 4.97E−01 9.63E−01 1
2.02E−02 19881 7.45E−01 5.10E−01 9.94E−01 1
1.77E−02 25921 6.65E−01 8.66E−01 1.00E+00 1
1.57E−02 32761 5.87E−01 1.03E+00 1.04E+00 1

Table 4
Example 2: Total error and rates of convergence for 𝜖 = 10−5 and 𝛥𝑡 = 10−6 for adaptive refinement with
(1 , 0).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 6481 6.18E−01 1.13E+00 1.08E+00 1
3.54E−02 11441 4.44E−01 1.16E+00 1.12E+00 1
2.83E−02 17801 3.51E−01 1.06E+00 1.14E+00 1
2.36E−02 25561 2.83E−01 1.19E+00 1.16E+00 1
2.02E−02 34721 2.41E−01 1.06E+00 1.13E+00 1
1.77E−02 45281 2.06E−01 1.19E+00 1.14E+00 1
1.57E−02 57241 1.82E−01 1.06E+00 1.11E+00 1

In Fig. 4, we display the decay of the total error with the number of DOF for the two finite element pairs implemented. From these
raphs, we observe that the adaptive algorithm performs better than the uniform refinement scheme. In Fig. 4-right we can observe
that the values of the efficiency indices tend to stabilize around 1. In Figs. 5 and 6, we display respectively the final concentration
nd flux obtained for the different finite element pairs using the adaptive algorithm. Finally, in Figs. 7 and 8, we display some
dapted meshes obtained with the adaptive algorithm. We observe that the algorithm detects the singularity of the solution since
he meshes are highly refined around the upper-right corner.

xample 3. We consider

𝛺 = (0, 1) × (0, 1) , 𝜖 = 10−3 , 𝐛(𝑥, 𝑦) =
(

1
)

, 𝑐 = 0,
12
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Table 5
Example 2: Total error and rates of convergence for 𝜖 = 10−5 and 𝛥𝑡 = 10−6 for uniform refinement with
(2 , 1).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 12841 8.16E−01 1.65E+00 2.78E−01 1
3.54E−02 22721 5.44E−01 1.42E+00 3.44E−01 1
2.83E−02 35401 3.7E−01 1.72E+00 3.99E−01 1
2.36E−02 50881 2.59E−01 1.97E+00 4.40E−01 1
2.02E−02 69161 2.2E−01 1.03E+00 4.90E−01 1
1.77E−02 90241 1.38E−01 3.53E+00 5.53E−01 1
1.57E−02 114121 1.09E−01 2.00E+00 7.31E−01 1

Table 6
Example 2: Total error and rates of convergence for 𝜖 = 10−5 and 𝛥𝑡 = 10−6 for adaptive refinement with
(2 , 1).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 21961 9.2E−02 1.21E+00 8.92E−01 1
3.54E−02 38881 5.82E−03 1.60E+00 1.17E+00 1
2.83E−02 60601 3.56E−03 2.22E+00 1.16E+00 1
2.36E−02 87121 2.20E−03 2.65E+00 1.19E+00 1
2.02E−02 118441 1.42E−02 2.85E+00 1.02E+00 1
1.77E−02 154561 1.00E−02 2.63E+00 1.28E+00 1
1.57E−02 195481 7.50E−03 2.45E+00 1.21E+00 1

Fig. 4. Example 2: Decay of total errors vs. number of degrees of freedom (DOF) using (1 , 0) and (2 , 1) alongside the efficiency indices for both the
uniform and adaptive schemes.

Fig. 5. Example 2: Exact concentration, final concentration for (1 , 0) and final concentration for (2 , 1) using the adaptive algorithm.

and choose 𝑓 and 𝑔 such that the exact solution is 𝑢(𝑥, 𝑦) = 2
𝜋2𝜖

(𝑥− 1
𝜋2𝜖

) cos(𝜋𝑦). We solve the problem using again the finite element
pairs (1, 0) and (2, 2) for both the uniform and adaptive refinements, taking an error tolerance of 10−4 and 𝛥𝑡 = 10−5. The
values for the stabilization parameters are 𝜅1 = 𝜖∕2, 𝜅2 =

√

2𝜅1(𝛥𝑡)2∕(8𝜋) and 𝜅3 = 1.

In Tables 7–10 we can observe the number of DOF, the total error, the experimental convergence rates, and the efficiency indices
or the uniform and adaptive refinements using the finite element pairs (1, 0) and (2, 1). In Fig. 9, we plot the decay of the
otal error for the uniform and adaptive refinements for the two pairs of finite elements. We conclude that in all cases the adaptive
lgorithm is more competitive than the uniform procedure.
In Fig. 9-right, we plot the efficiency indices for the different finite elements. We remark that the efficiency indices tend to

tabilize around 1.3 for the finite element pair (1, 0), whereas for (2, 1), it tends to 1.5. Figs. 10 and 11 display the final
lux and concentration relative to the baseline exact solution for both pairs of finite elements.
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Fig. 6. Example 2: Exact flux, final flux for (1 , 0) and final flux for (2 , 1) using the adaptive algorithm.

Fig. 7. Example 2: Initial mesh, mesh computed after 2 iterations (11 441 DOF) and mesh computed after 6 iterations (45 281 DOF) for element (1 , 0).

Fig. 8. Example 2: Initial mesh, mesh computed after 3 iterations (60 601 DOF) and mesh computed after 7 iterations (195 481 DOF) for element (2 , 1).

Fig. 9. Example 3: Decay of total errors vs. number of degrees of freedom using (1 , 0) and (2 , 1) alongside the efficiency indices for both the uniform
and adaptive schemes.
14



Finite Elements in Analysis & Design 227 (2023) 104045M.C. Antony Oliver and M. González
Table 7
Example 3: Total error and rates of convergence for 𝜖 = 10−3 and 𝛥𝑡 = 10−5 for uniform refinement with
(1 , 0).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 3721 6.52E+03 6.35E−01 8.74E−01 13
3.54E−02 6561 5.26E+03 7.51E−01 8.46E−01 13
2.83E−02 10201 4.30E+03 8.99E−01 8.46E−01 13
2.36E−02 14641 3.41E+03 1.28E+00 8.81E−01 12
2.02E−02 19881 3.03E+03 7.62E−01 9.60E−01 12
1.77E−02 25921 2.62E+03 1.11E+00 9.72E−01 12
1.57E−02 32761 2.30E+03 1.09E+00 9.66E−01 10

Table 8
Example 3: Total error and rates of convergence for 𝜖 = 10−3 and 𝛥𝑡 = 10−5 for adaptive refinement with
(1 , 0).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 6481 2.18E+03 1.31E+00 1.24E+00 15
3.54E−02 11441 1.49E+03 1.34E+00 1.188E+00 13
2.83E−02 17801 1.20E+03 9.79E−01 1.122E+00 10
2.36E−02 25561 9.82E+02 1.11E+00 1.234E+00 10
2.02E−02 34721 8.16E+02 1.21E+00 1.27E+00 10
1.77E−02 45281 7.04E+02 1.11E+00 1.29E+00 10
1.57E−02 57241 6.15E+02 1.15E+00 1.27E+00 10

Table 9
Example 3: Total error and rates of convergence for 𝜖 = 10−3 and 𝛥𝑡 = 10−5 for uniform refinement with
(2 , 1).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 9841 7.67E+03 8.50E−01 7.27E−01 15
3.54E−02 22721 4.74E+03 1.69E+00 7.32E−01 14
2.83E−02 35401 4.12E+03 6.22E+00 8.74E−01 13
2.36E−02 50881 2.34E+03 3.11E+00 9.04E−01 12
2.02E−02 69161 1.90E+03 1.36E+00 9.09E−01 12
1.77E−02 90241 1.45E+03 2.01E+00 9.04E−01 12
1.57E−02 114121 1.21E+03 1.52E+00 9.07E−01 12

Table 10
Example 3: Total error and rates of convergence for 𝜖 = 10−3 and 𝛥𝑡 = 10−5 for adaptive refinement with
(2 , 1).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 9841 5.53E+03 2.27E+00 1.20E+00 13
3.54E−02 22961 3.38E+03 1.56E+00 1.24E+00 12
2.83E−02 60601 7.46E+02 3.11E+00 1.45E+00 12
2.36E−02 87121 5.49E+02 1.69E+00 1.49E+00 11
2.02E−02 118441 4.09E+02 1.92E+00 1.50E+00 11
1.77E−02 154561 3.09E+02 2.11E+00 1.50E+00 11
1.57E−02 195481 2.29E+02 2.55E+00 1.48E+00 11

Fig. 10. Example 3: Exact concentration, final concentration for (1 , 0) and final concentration for (2 , 1) using the adaptive algorithm.
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Fig. 11. Example 3: Exact flux, final flux for (1 , 0) and final flux for (2 , 1) using the adaptive algorithm.

Table 11
Example 4: Total error and rates of convergence for 𝜖 = 10−6 and 𝛥𝑡 = 10−5 for uniform refinement with
(1 , 0).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 3721 5.76E−01 7.50E−01 4.98E−01 2
3.54E−02 6561 5.20E−01 3.83E−01 5.54E−01 1
2.83E−02 10201 4.51E−01 6.35E−01 6.28E−01 1
2.36E−02 14641 4.17E−01 4.36E−01 6.42E−01 1
2.02E−02 19881 3.75E−01 6.80E−01 7.09E−01 1
1.77E−02 25921 3.24E−01 1.11E+00 7.56E−01 1
1.57E−02 32761 2.85E−01 1.06E+00 7.97E−01 1

Table 12
Example 4: Total error and rates of convergence for 𝜖 = 10−6 and 𝛥𝑡 = 10−5 for adaptive refinement with
(1 , 0).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 6481 5.19E−01 1.31E+00 1.01E+00 3
3.54E−02 11441 3.75E−01 1.15E+00 1.10E+00 2
2.83E−02 17801 2.93E−01 1.11E+00 8.54E−01 2
2.36E−02 25561 2.51E−01 8.53E−01 1.01E+00 1
2.02E−02 34721 2.09E−01 1.19E+00 1.23E+00 1
1.77E−02 45281 1.71E−01 1.58E+00 1.20E+00 1
1.57E−02 57241 1.49E−01 1.11E+00 1.08E+00 1

Table 13
Example 4: Total error and rates of convergence for 𝜖 = 10−6 and 𝛥𝑡 = 10−5 for uniform refinement with
(2 , 1).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 9841 1.13E−01 1.14E+00 5.75E−01 2
3.54E−02 22721 6.30E−02 2.05E+00 7.52E−01 2
2.83E−02 35401 4.10E−02 1.92E+00 1.17E+00 2
2.36E−02 50881 3.20E−02 1.36E+00 1.18E+00 1
2.02E−02 69161 2.10E−02 2.71E+00 1.13E+00 1
1.77E−02 90241 1.50E−02 2.55E+00 1.02E+00 1
1.57E−02 114121 1.20E−02 1.86E+00 9.58E−01 1

Example 4. We consider

𝛺 = (0, 1) × (0, 1) , 𝜖 = 10−6 , 𝐛(𝑥, 𝑦) =
(

1
0

)

, 𝑐 = 0,

and choose 𝑓 and 𝑔 such that the exact solution is 𝑢(𝑥, 𝑦) = (𝛼 cos(𝜋𝑥) + 𝛽 sin(𝜋𝑥)) sin(𝜋𝑦), with 𝛼 = − 2𝜖𝜋
(1−4𝜖2𝜋2) and 𝛽 = 1

1−4𝜖2𝜋2 .
We solve the problem using again the finite element pairs (1, 0) and (2, 2) for both the uniform and adaptive refinements,
taking an error tolerance of 10−4 and 𝛥𝑡 = 10−5.

Fig. 12 presents the comparison between the total error and DOFs for both uniform and adaptive refinements, as detailed in
Tables 11–14. Based on this graph, we infer that the adaptive algorithm outperforms the uniform procedure, demonstrating its
superior competitiveness. Fig. 12-right displays the efficiency indices for the two finite element pairs tested. As in the previous
example, ( , ) the values of  tend to 1.2, whereas for the pair ( , ),  tends to 1.3.
16
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t

Fig. 12. Example 4: Decay of total errors vs. number of degrees of freedom using (1 , 0) and (2 , 1) alongside the efficiency indices for both the uniform
and adaptive schemes.

Fig. 13. Example 5: Decay of total errors vs. number of degrees of freedom using (1 , 0) and (2 , 1) alongside the efficiency indices for both the uniform
and adaptive schemes.

Table 14
Example 4: Total error and rates of convergence for 𝜖 = 10−6 and 𝛥𝑡 = 10−5 for adaptive refinement with
(2 , 1).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 9841 1.04E−01 1.31E+00 1.20E+00 3
3.54E−02 22961 4.42E−02 1.96E+00 1.30E+00 3
2.83E−02 60601 9.93E−03 3.08E+00 1.26E+00 3
2.36E−02 87121 7.27E−03 1.72E+00 1.29E+00 2
2.02E−02 118441 5.22E−03 2.15E+00 1.18E+00 1
1.77E−02 154561 3.35E−03 3.33E+00 1.36E+00 1
1.57E−02 195481 2.28E−03 3.28E+00 1.29E+00 1

Table 15
Example 5: Total error and rates of convergence for 𝜖 = 10−2 and 𝛥𝑡 = 10−6 for uniform refinment with
(1 , 0).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 3721 1.84E+00 6.93E−01 8.43E−01 1
3.54E−02 6561 1.49E+00 7.35E−01 8.64E−01 1
2.83E−02 10201 1.16E+00 9.38E−01 8.84E−01 1
2.36E−02 14641 1.11E+00 1.38E+00 9.53E−01 1
2.02E−02 19881 8.96E−01 2.98E−01 9.94E−01 1
1.77E−02 25921 7.81E−01 1.62E+00 1.00E+00 1
1.57E−02 32761 6.94E−01 1.14E+00 1.04E+00 1

Example 5. We consider

𝛺 = (0, 1) × (0, 1) , 𝜖 = 10−2 , 𝐛(𝑥, 𝑦) =
(

1
1

)

, 𝑐 = 1,

and choose 𝑓 and 𝑔 such that the exact solution is 𝑢(𝑥, 𝑦) = 𝑦(1 − 𝑦)(𝑥 − 𝑒−
(1−𝑥)
𝜖 −𝑒−

1
𝜖

1−𝑒−
1
𝜖

), which has a strong boundary layer. We solve

the problem using again the finite element pairs (1, 0) and (2, 2) for both the uniform and adaptive refinements. We take
an error tolerance of 10−4 and 𝛥𝑡 = 10−6.

In Tables 15–18 we show the number of DOFs, the total error, the experimental rates of convergence, the efficiency indices, and
he number of iterations made by the algorithm. The findings, as depicted in Fig. 13, demonstrate the correct decay of the total
17
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Table 16
Example 5: Total error and rates of convergence for 𝜖 = 10−2 and 𝛥𝑡 = 10−6 for adaptive refinement with
(1 , 0).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 6481 7.18E−01 1.31E+00 1.07E+00 2
3.54E−02 11441 5.44E−01 9.75E−01 1.18E+00 2
2.83E−02 17801 4.51E−01 8.45E−01 1.14E+00 2
2.36E−02 25561 3.83E−01 9.02E−01 1.18E+00 1
2.02E−02 34721 3.20E−01 1.18E+00 1.13E+00 1
1.77E−02 45281 2.70E−01 1.28E+00 1.14E+00 1
1.57E−02 57241 2.37E−01 1.11E+00 1.17E+00 1

Table 17
Example 5: Total error and rates of convergence for 𝜖 = 10−2 and 𝛥𝑡 = 10−6 for uniform refinement with
(2 , 1).
ℎ DOF e 𝑟𝑢𝑛𝑖𝑓  𝑛

4.71E−02 12841 2.30E−02 1.855E+00 3.78E−01 1
3.54E−02 22721 1.87E−02 7.25E−01 4.54E−01 1
2.83E−02 35401 1.32E−02 1.56E+00 5.99E−01 1
2.36E−02 50881 9.89E−03 1.59E+00 6.40E−01 1
2.02E−02 69161 7.3E−03 1.95E+00 7.90E−01 1
1.77E−02 90241 5.51E−03 2.13E+00 8.44E−01 1
1.57E−02 114121 4.29E−03 2.09E+00 7.51E−01 1

Table 18
Example 5: Total error and rates of convergence for 𝜖 = 10−2 and 𝛥𝑡 = 10−6 for adaptive refinement with
(2 , 1).
ℎ DOF e 𝑟𝑎𝑑𝑎𝑝𝑡  𝑛

4.71E−02 21961 2.13E−02 1.31E+00 8.92E−01 2
3.54E−02 38881 1.25E−02 1.86E+00 1.17E+00 2
2.83E−02 60601 6.14E−03 3.22E+00 1.16E+00 2
2.36E−02 87121 3.42E−03 3.22E+00 1.19E+00 1
2.02E−02 118441 2.12E−03 3.11E+00 1.02E+00 1
1.77E−02 154561 1.42E−03 3.01E+00 1.28E+00 1
1.57E−02 195481 1.00E−03 2.98E+00 1.21E+00 1

Fig. 14. Example 5: Initial mesh, mesh computed after 2 iterations (22 700 DOF) and mesh computed after 6 iterations (90 200 DOF) for element (1 , 0).

errors. Moreover, we observe the same trend in previous examples, where the adaptive algorithm performs better than the uniform
refinement. In Fig. 13-right, we display the efficiency indices with respect to the DOFs for the two finite element pairs tested and
observe they remain close to 1.2.

Furthermore, Figs. 14 and 15 showcase the initial mesh and some adapted meshes, revealing that the algorithm using the a
posteriori error indicator 𝜃 successfully identifies and refines the mesh around the boundary layers.

Finally, Figs. 16 and 17 illustrate the final concentration and final flux relative to the exact concentration and flux obtained for
both pairs of finite elements using the adaptive procedure.
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Fig. 15. Example 5: Initial mesh, mesh computed after 3 iterations (60 601 DOF) and mesh computed after 7 iterations (195 481 DOF) for element (2 , 1).

Fig. 16. Example 5: Exact concentration, final concentration for (1 , 0) and final concentration for (2 , 1) using the adaptive algorithm.

Fig. 17. Example 5: Exact flux, final Flux for (1 , 0) and final flux for (2 , 1) using the adaptive algorithm.
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