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Abstract

Human-in-the-Loop Machine Learning (HITL-ML) is a set of techniques that attempt to actively involve experts into the learning
loop of machine learning (ML) models. One of these techniques is Machine Teaching (MT) which tries to apply techniques that
come from the world of didactics within machine learning (ML), such as sorting the dataset according to its difficulty and presenting
the cases to the model in incremental levels of complexity. In this work we propose a new twist to MT: since its foundation is to
bring didactic techniques to ML, why not use this technique as a didactic method itself? In this case we propose the creation of an
ML model for the identification of diphthongs and hiatuses in the Spanish language. The first step is to develop a deep learning
model to identify diphthongs and hiatuses using Curriculum Learning (CL) and a sorted dataset that identifies simple and complex
cases. The accuracy of this model identifies the upper limit of efficiency that we can obtain by training the model. The next step
is to reset the weights of the model but retain its architecture and offer the model to the students for its training. The idea is that
students use MT techniques to make the model learn again, but the ultimate goal is that students learn by teaching in an informal
and gamified learning environment. The results show how a HITL strategy can make a model learn iteratively to identify diphthongs
and hiatuses and a workflow is proposed to include this technique in the classroom.
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1. Introduction

1.1. Human-in-the-loop Machine Learning

Humans are needed at various points in the loop of the Machine Learning (ML) process, but the classical approach
to this human-computer collaboration has a static structure: humans label and preprocess the data, decide the model
to use, adjust its hyperparameters and the learning process is launched without any human intervention other than
repeating the same process in a loop if the results are not the desired ones.

Conversely, Human-in-the-loop Machine Learning (HITL-ML) [8] has been proposed as a more interactive way
to introduce humans into the ML model training process. The reasons for initiating a HITL-ML process are several,
among which we can cite: to allow scaling models in the future with the appearance of new data, to introduce more
easily expert knowledge into the model to improve its accuracy [11], to make the learning processes faster and less
resource-consuming [13], to improve the explanatory capabilities of the models [4], to face data bottleneck problems
[9], etc.

1.2. Machine Teaching

Depending on who is in control of the learning process, we can identify different approaches to HITL-ML [6][8]:

• Active Learning (AL) [12], in which the system remains in control treats humans as oracles to annotate unla-
beled data.

• Interactive Machine Learning (IML) [1], in which there is a closer interaction between users and models,
with people interactively supplying information in a focused, frequent, and incremental way.

• Machine Teaching (MT) [11], where human domain experts have control and delimit the knowledge that they
intend to transfer to the ML model.

MT techniques can be separated in two groups, machines teaching machines [14][7] and humans teaching machines
[11]. The main usefulness of the latter is to take advantage of the inherent abilities of humans for teaching, in order to
allow people without a ML background to transfer knowledge to a computer system similarly to how they would teach
another human. This would make machine learning methods accessible to subject-matter experts and would allow the
creation of semantic and debuggable ML models.

1.3. Curriculum Learning

Curriculum Learning (CL) [2], is a technique that imposes some structure on the training set (sorting the dataset
by the degrees of difficulty of the different cases) to accelerate and improve the learning.

There are two concepts to take into account in a CL process [5]:

• Scoring function: determines the difficulty of the examples and allow to classify the examples as easy or hard.
• Pacing function: determines how the data is presented to the network.

We can see that CL and MT are related, both has been inspired by didactics and by the way human beings learn.
The ML model is the student that wants to learn, and CL and MT are the teachers organizing their curriculum in
increasing levels of complexity to facilitate student learning.

The difference between CL and MT is that CL is not interactive, the curriculum is prepared prior the learning
process, (automatically or by domain experts) and then the learning is started controlled by a pacing function. On the
other hand, MT uses also an ordered curriculum, but in an interactive way in which the teacher (normally a human)
responds to the results of the student (the model) by trying to reinforce the identified weak points of the student’s
learning.
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1.4. Contribution of the paper

Since HITL techniques come primarily from the didactics we propose in this work a new twist to MT: to use
HITL techniques as a didactic method itself. We propose to use MT as a “learning by teaching” approach [3].
Learning by teaching is a method in which students are the ones who teach and transmit knowledge to other people.
This type of knowledge benefits very positively their learning and communication skills, since students learn concepts
unconsciously, without realizing that they are facing a new lesson or receiving knowledge.

We will use CL to train the model previously to the MT experiment, with two ideas in mind: First, to decide the
best architecture for the ML model and to prove that the model can learn following a curriculum strategy. Second, to
provide the students a semi-trained model to avoid cold starts in the MT experiment with the learning progressing too
slowly, which can lead to boredom and disinterest on the part of the student.

The paper is structured as follows: we describe the problem that we have chosen to test our idea in section 2, the
ML model built for that purpose and the learning process followed using CL is described in section 3. The machine
teaching experiment carried out is shown in section 4 and, finally, we end up with the conclusions and future work in
section 5.

2. Problem description and dataset

In phonology, hiatus describes the occurrence of two separate vowel sounds in adjacent syllables with no inter-
vening consonant. On the other hand, when two vowel sounds occur together as part of a single syllable, the result is
called a diphthong.

Diphthongs and hiatuses are key elements of Spanish orthography since their understanding is necessary to separate
a word into syllables correctly and, consequently, to be able to correctly apply accentuation rules.

Therefore, we propose the creation of an ML model for the identification of diphthongs and hiatuses in the Spanish
language. This ML model will be, initially, fully-trained to identify the upper limit of efficiency that we can obtain
by training the model. Because languages have multiple exceptions and inconsistencies one cannot expect that an ML
model can generalize all the rules of a language that allow to distinguish diphthongs from hiatus.

2.1. Dataset description

We use a dataset with a total of 700 cases divided into three classes: diphthongs, hiatuses and none. For the first
two classes, every word has been tagged with its estimated difficulty to learn (low, medium and high). Also included
in the dataset is the type of diphthong/hiatus based on Spanish orthographic rules. In the case of the third class, the
one with a set of words that do not contain any diphthong or hiatus, the estimated difficulty has been set to the lowest
one, as these words do not present any further complexity that might confuse our model.

One problem with the datasets is that, since there are only 14 different diphthongs in Spanish, all other combination
of vowels are hiatuses. For that reason the datasets are unevenly distributed, with more hiatuses (300) and other words
(300) than diphthongs (100).

Furthermore, the amount of words for each difficulty level is also quite far apart, with around a 50% of words
estimated to be of intermediate difficulty, that tried to be representative of what is actually happening in general with
the Spanish language, but which will obviously have an impact on the performance of the CL algorithm.

2.2. Dataset encoding

It is known that ML models do not work with words or letters, but with numbers, so it is necessary to encode our
dataset in a format understandable by the MLmodel. To encode the dataset, as the main indicator of a diphthong/hiatus
appearance is two or more consecutive vowels in a word, we aim to give the most weight to these specific cases.

Our first approach was to encode our data on a character level, meaning each word is split in letters, and each
of those is encoded using the tf-idf (term frequency–inverse document frequency) index [10]. This index allows
most frequent letters in our dictionary to have a higher value, and the least frequent ones to be close to 0. This is
very convenient, as accentuated vowels will most likely be the least frequent letters, and vowels, would be the most
frequent ones, making big oscillations in case of a probable hiatus, and minor ones in case of a diphthong.
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Fig. 1. Tokenization strategy for vowels.

But this approach, although it was able to obtain good results during training, could not learn any further because
it was still taking into account consonants and wasn’t measuring properly the weight that each vowel has and the
variances between whether the vowel is accentuated or not.

With this in mind, we took a new approach simplifying the encoding part to a system where every consonant is set
to weight 0, and vowels take a different weight, according to Spanish language diphthongs and hiatus rules (see Fig.
1).

The higher the weight of a vowel, the more it makes the machine believe it is processing a diphthong. The lower
the weight, the more the tendency switches to hiatus. This encoding also makes it easier to tag the “none” group, as
there will have no consecutive vowels thus no consecutive weights differing from zero. In addition to that, since this
encoding is based on Spanish language rules, it can also estimate whether a made up word would be a diphthong or a
hiatus.

3. Machine learning model and training

3.1. Model architecture

Our initial ML model was a simple artificial neural network model (ANN) composed by dense connected layers,
but it tended quickly to overfit and has difficulties to generalize from the dataset. For this reason, we reduced the
amount of dense layers and replaced the first ones by convolutional one dimensional layers, that try to establish
relations from the input data to achieve a successful classification. Convolutional layers are interspersed with pooling
layers to induce spatial-filter hierarchies by making successive convolution layers look at increasingly large windows
(in terms of the fraction of the original input they cover).

We added also batch normalization layers (for normalizing the layers’ inputs by re-centering and re-scaling),
dropout layers (used to control overfitting by dropping a percentage of neurons randomly, at the cost of making the
training process less accurate and more dependent on which neurons are dropped). The transition between the feature
learning part and the classification part is done by a flatten layer that transforms the data into a one-dimensional array.
Finally the classification part is a dense layer with a dropout layer and with a final layer that is a dense layer with
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Fig. 2. Model architecture defined as a deep neural network.

three units, one for each class we aim to classify the data in, and a softmax activation function that assigns a given
probability to each class. An schematic representation of the final model architecture can be seen in Fig. 2

3.2. Model training with Curriculum Learning

To train the model we used Curriculum Learning (CL), training from easier cases to harder cases. In a CL training
we have to implement two elements: a scoring function and a pacing function.

In our case, the scoring function was a teacher with experience in teaching Spanish orthography, who labeled each
of the cases with three levels of difficulty, so it would be considered a heuristic approach. The pacing function chosen
was Baby-Step, that makes use of an incremental exposure to examples, segmenting them into groups by difficulty.
That allowed us to track the learning process of the model while gradually incrementing the difficulty of samples.

The training results can be seen in Fig. 3, showing adequate training and validation behavior. The accuracy of the
test data was 0.84 for a fully trained AI without using CL and of 0.89 using CL, which proves that a curriculum
strategy is adequate for this dataset.

4. Machine Teaching experiment

The accuracy of the model developed identifies the upper limit of efficiency that we would expect to obtain in an
MT experiment. The next phase is to reset the weights of the model but retain its architecture and offer the model to
the students for its training. May be, to avoid a cold start, we can train the model with some cases so as not to make
the training process so long.
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Fig. 3. Training and validation results of the fully-trained model.

The final phase and what, in our view, is the most novel aspect of this work, is that students now have to use MT
techniques to make the model learn again, but the ultimate goal is that students learn by teaching in an informal and
gamified learning environment. The workflow of this MT experiment is the following (see Figure 4):

1. Initial training: The teacher selects a small dataset with labeled examples that is used as the initial training of
the ML model.

2. Teacher teach examples: The teacher uses the same small dataset of labeled examples to explain the linguistic
criteria that define a diphthong and a hiatus and teach the students how to identify the easy ones.

3. Teacher provides examples: The teacher will provide to the students a large set of unlabeled words with diph-
thongs, hiatuses and words that are neither one nor the other.

4. Students label the dataset: The students are organized in groups and each group should label the unlabeled
dataset words as hiatus or diphthongs (or neither) and identify their difficulty. It is not necessary to label the
whole dataset at once, it can be done iteratively by identifying at least at the beginning some words in the three
possible categories (diphthong, hiatus, none) and in the three levels of difficulty (easy, medium, hard).

5. Students train the model: This is the first step of an interactive MT process. The students will have to train the
ML model supplying cases to them. Here, following the instructions of the teacher they should choose manually
some pacing strategies (start with the easy cases, have a mixture of cases of each type, etc.).

6. Feedback: After the training of the ML model the students will receive feedback on how well it performs in the
different categories. This information will serve to select the new cases for the next training cycle trying to solve
the weaknesses of the model (they would act as a human teacher teaching his students).

7. Rate model: After several cycles of MT, the final model is obtained and the teacher rates each ML model using
a test dataset with cases not present neither in the small labeled dataset nor in the larga unlabeled dataset.

Before testing the approach in a real classroom, in this work we have simulated the MT experiment, preparing
the system to learn in different iterations and with the authors playing the role of children, feeding the system with
different cases in incremental levels of difficulty and following various pacing strategies.

It could be seen that after each iteration the system improved its accuracy, which is important to motivate students
to keep feeding their model with more cases so that it learns more. It was also possible to verify that, after the last
iteration, the model showed an accuracy of 0.88, very similar to that obtained during the learning process using CL. It
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is important that the final result is a high value, so that the model does not make too many errors. However, as already
mentioned, due to the exceptions and inconsistencies of human languages, some kind of error in the classification is
always to be expected.

5. Conclusions and future work

As a conclusion of this work we believe that, given that HITL techniques such as CL and MT were inspired by
didactics, we can also use these techniques as didactic resource themselves. A simpler result could be obtained with a
system that simulates learning, but we believe that its functioning would be more predictable and less realistic. Using
our approach the model is actually learning, so the results will be more in line with the actions taken by the students
(in this case acting as teachers of the model). If students mislabel cases, choose the wrong case difficulty, do not follow
a consistent strategy for feeding cases to the model, and do not react correctly to their mistakes, the model will not
learn.

As future work, we plan to test the model in a real learning environment, installing it in an app and using it with
real children, control groups, etc. In addition, the HITL experiment could be completed with an Active Learning (AL)
experiment in which not only the children feed the system, but the system can ask for help with new words obtained
from a pool of unlabeled words. The system would choose a new word to be labeled following an exploration or
exploitation strategy and the children would have to give the appropriate label to that word. We are also considering
applying it to other types of problems where the ML model may be able to learn faster and more efficiently (image
recognition, for example).
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mentioned, due to the exceptions and inconsistencies of human languages, some kind of error in the classification is
always to be expected.
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As a conclusion of this work we believe that, given that HITL techniques such as CL and MT were inspired by
didactics, we can also use these techniques as didactic resource themselves. A simpler result could be obtained with a
system that simulates learning, but we believe that its functioning would be more predictable and less realistic. Using
our approach the model is actually learning, so the results will be more in line with the actions taken by the students
(in this case acting as teachers of the model). If students mislabel cases, choose the wrong case difficulty, do not follow
a consistent strategy for feeding cases to the model, and do not react correctly to their mistakes, the model will not
learn.

As future work, we plan to test the model in a real learning environment, installing it in an app and using it with
real children, control groups, etc. In addition, the HITL experiment could be completed with an Active Learning (AL)
experiment in which not only the children feed the system, but the system can ask for help with new words obtained
from a pool of unlabeled words. The system would choose a new word to be labeled following an exploration or
exploitation strategy and the children would have to give the appropriate label to that word. We are also considering
applying it to other types of problems where the ML model may be able to learn faster and more efficiently (image
recognition, for example).
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