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Aberrations introduced by the atmospheric turbulence in large telescopes are compensated using adaptive optics systems, where
the use of deformable mirrors and multiple sensors relies on complex control systems. Recently, the development of larger scales of
telescopes as the E-ELT or TMT has created a computational challenge due to the increasing complexity of the new adaptive optics
systems. The Complex Atmospheric Reconstructor based on Machine Learning (CARMEN) is an algorithm based on artificial
neural networks, designed to compensate the atmospheric turbulence. During recent years, the use of GPUs has been proved
to be a great solution to speed up the learning process of neural networks, and different frameworks have been created to ease
their development. The implementation of CARMEN in different Multi-GPU frameworks is presented in this paper, along with
its development in a language originally developed for GPU, like CUDA. This implementation offers the best response for all the
presented cases, although its advantage of using more than one GPU occurs only in large networks.

1. Introduction

Development of large telescopes is one of the biggest chal-
lenges in nowadays astronomy and astrophysics. Future
construction of the Thirty-Meter Telescope (TMT) [1] and
the European Extremely Large Telescope (E-ELT) [2], the
two largest telescopes in the world, have originated enormous
challenges for engineers and researchers [3]. One of the
key elements of these telescopes is the development of the
adaptive optics (AO) [4] system that helps to improve the
quality of the received image.

There are several tomographic techniques employed in
the image reconstruction for AO systems, like Single Con-
jugate Adaptive Optics (SCAO), Multiconjugate Adaptive
Optics (MCAO), or Multiobject Adaptive Optics (MOAO)
[5] to be used in the future E-ELT [3]. MOAO uses several
reference guide stars to obtain information to reconstruct
the atmosphere turbulence profile [6]. To combine this

information, it is necessary to use tomographic reconstruc-
tion algorithms. Some of the most popular are based on a
matrix vector multiplication, with the control matrix being
defined by either least squares (LS) [7, 8] or minimum
variance techniques [9]. However, during recent years most
complex solutions have been developed, like Learn andApply
(L&A) [10], or the intelligent system known as Complex
Atmospheric Reconstructor based on Machine Learning
(CARMEN) [11, 12]. Due to the increasing complexity and
amount of data used by these algorithms [13], some of pre-
vious algorithms have been implemented in Graphics Pro-
cessing Units (GPUs) [14, 15], speeding up substantially their
execution and development [16, 17].

CARMEN is a tomographic reconstructor for MOAO
systems created at the University of Oviedo. It was initially
developed using nonparametric estimation techniques [18]
and Multivariate Adaptive Regression Splines (MARS) [19],
but its development using Artificial Neural Networks (ANN)
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achieves great results at on-sky testing [20, 21]. ANNanddeep
learning have become very popular in recent years [22], and
several frameworks have been developed to help researchers
in their projects [23]. Most of these frameworks provide
GPU acceleration, and some of them have shown good
results speeding up CARMEN training and execution [24–
26]. However, only one GPU has been used in previous tests,
while there are already some Multi-GPU implementations
both for convolutional neural networks [27, 28] and for L&A
[29].

The purpose of this paper is to detail the implementation
of CARMEN in different Multi-GPU environments and
compare their training and execution times. The implemen-
tations include some of the most popular neural network
frameworks, with their different Multi-GPU proposals and
the development of a code in a native GPU language such as
CUDA.

In Section 2, a most detailed explanation of CARMEN
an AO will be provided. In Section 3, different approaches
to Multi-GPU systems will be given, while Section 4 talks
about how the selected frameworks implement this Multi-
GPU approach. Section 5 describes the proposed experiment,
and Section 6 shows obtained results with its analysis. Finally,
conclusions are provided along with future lines in the search
for improvements.

2. CARMEN

CARMEN is a tomographic reconstructor based on artificial
neural networks. In Section 2.1 details about the adaptive
optics system are explained, and Section 2.2 is a small
summary about the neural network architecture.

2.1. Adaptive Optics. MOAO systems use several guide stars
inside the field of view of the astronomical object as a
reference. These stars provide information about the wave-
front aberrations produced by the atmosphere. There are
several techniques to combine this information in order to
reconstruct the incoming wave-front.

To characterize the incoming wave-front received in large
telescopes, it is common to use the Shack-Hartman Wave-
front Sensor (SH-WFS) [30]. This sensor is composed by
several lenses (called lenslets) with the same focal length
and are focused on different photon sensors. As it can be
observed in Figure 1, the incident wave-front can be split in
a matrix of tilts, and the deviation from the focal spot can be
calculated. Both the 𝑥 and 𝑦 deviations are computed, using
a centroiding algorithm. This matrix of centroids is used as
input to the system and allows characterizing the aberrations
introduced by the atmosphere, combining the information of
several reference stars.

CANARY [31, 32] is an (AO) on-sky demonstrator, prin-
cipally intended for developing and testing AO concepts for
the future 39m E-ELT. It is operated on a Nasmyth platform
of the 4.2m William Herschel Telescope, one of the Isaac
Newton Group of Telescopes (ING) of the Observatorio del
Roque de los Muchachos (ORM), La Palma, Canary Islands,
Spain. CANARY has operated in several configurations to
demonstrate different AO techniques on-sky. Different sizes

and improved SH-WFS have been used through the years,
which provides a wide range of configurations. Two config-
urations that have already been tested on-sky between 2013
and 2015 [13] will be discussed in this paper.

(i) CANARY Phase B1 is designed to perform observa-
tions with one Rayleigh Laser Guide Star (LGS) and
up to four Natural Guide Stars (NGSs). It has a SH-
WFS with 7 × 7 subapertures, although only 36 of
them are activated due to the circular telescope pupil
and secondary obscuration.

(ii) CANARY Phase C2 is designed for the study of Laser
Tomography AO (LTAO) MOAO. There are four
Rayleigh Laser Guide Stars, and the corresponding
WFS have 14 × 14 subapertures (144 active).

Results in DRAGON [33], the successor of CANARY, will
also be presented, although it is still under development at
Durham University. Since it has not been fully finished and
has never been tested on-sky, DRAGON have been simulated
in Durham AO Simulation Platform (DASP) [34].

(i) DRAGON provides a single channel MOAO system
with a woofer-tweeter DM configuration, four NGSs,
and four LGSs each with 30 × 30 subapertures, where
only 704 of them are operative.

2.2. Architecture. CARMEN is a multilayer perceptron,
which contains a single hidden layer. This means that it has
two fully connected layers, where every neuron is connected
to all the neurons in the previous layer. The output of each
neuron is computed following (1), where 𝑤 is the weight of
each connection, 𝑥 is the value of the neurons in the previous
layer, 𝑏 is a constant value called bias, and 𝑓 is an activation
function.

𝑌 = 𝑓( 𝑛∑
𝑖=0

(𝑤
𝑖
⋅ 𝑥
𝑖
) + 𝑏) . (1)

The number and size of the hidden layers have been the
purpose of previous studies [35, 36], so the architecture of
the neural network will not be analyzed in this paper, and
it will follow the patterns previously defined. In the input
layer, the number of neurons depends on the numbers of
guide stars and the size of SH-WFS. The number of input
neurons will be the numbers of subapertures of the SH-WFS,
multiplied by 2 (the 𝑥 and 𝑦 coordinates of the centroid), also
multiplied by the amount of reference stars. Following the
architecture of the previous studies, the number of neurons
in the hidden layer is equal to the number of input neurons.
Finally, the output of the ANN is the expected wave-front
slopemeasurements as seen by the on-axis wave-front sensor,
so the number of output neurons will be the number of
subapertures of the SH-WFS multiplied by two. The neural
network architecture is shown in Figure 2.

3. Multi-GPU Implementation

There are different approaches about how to parallelize an
artificial neural network. Although using multiple CPUs has
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Figure 2: CARMEN architecture.

been proven as a good solution [37], in this paperwe are going
to focus on parallelizing the network by using GPUs, since
it has been one of the common trends during the last years
[25, 38]. However, splitting the work across different GPUs
has been one of the biggest challenges that researchers have
had to deal with. Two different solutions have been used to
solve this problem, data parallelism and model parallelism,
which will be detailed beneath.There are also new proposals,
which can combine both data and model parallelism [28] or
take advantage from asynchronous synchronization to train
the neural networks [39, 40].

3.1. Data Parallelism. The idea behind data parallelism is to
split the input data of each iteration in different GPUs. By
using the stochastic gradient descent based on minibatches,
it is easy to divide each minibatch, into smaller pieces, and
use them as a smaller input to the network. Each GPU holds
a copy of the complete model of the neural network and take
the forward pass with the respective chunk of the minibatch.
Once the output is obtained, gradients are calculated in the
backward pass for each chunk.The last step is to collect all the

gradients, update themodel values, and send the newweights
back to each GPU.

In Figure 3 it is possible to observe how data flows
through the system and the theoretical speeds of exchanging
information between graphics cards. Although there is no
need of sending data between GPUs in the forward pass,
one of the biggest problems of this kind of parallelism is
exchanging the gradients in the backward pass. If the number
of parameters of the different layers is too high, sending the
information through the PCI-Express could consume too
much time. Also, it is necessary to wait until the end of the
gradient exchange and the weight matrix update, to start the
next iteration of the training process, which could be a huge
bottleneck.

3.2. Model Parallelism. In this scenario, the neural network
model is split across the GPUs. This can be done in two
different ways. One easy approach is to put each layer in a
separate graphics card and send the outputs of each layer to
the next GPU. However, this approach is strongly limited by
the number of layers and their size. The other solution is to
split the model “horizontally,” so each GPU has a portion of
the weights matrices from every layer.

As it can be observed in Figure 4, the outputs of each layer
have to be shared between GPUs during the forward pass.
This requires that each GPU needs to wait for the rest of them
to be finished, so it is necessary to start all the computations
almost at the same time, so all GPUs end their calculations
simultaneously. During the backward pass, the error needs
to be exchanged between cards also, so each matrix could be
updated.

Although this method seems to exchange much more
information between GPUs than the Data Parallelism idea,
this is strongly dependent on the network architecture. For
networks that contain large layers, it could be faster to share
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Figure 3: Data parallelism reproduced from [41].
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Figure 4: Model parallelism reproduced from [41].

only the output and the errors than to send the whole matrix
to all the GPUs. Also splitting the matrices across the GPUs
allows the use of bigger layers that could not fit in thememory
of a single GPU.

4. Neural Network Frameworks Overview

With the recent success of Deep Learning in university and
industry, dozens of neural networks frameworks have been
developed [23]. For these analysis, only three of the most
popular [42–44] have been selected. Although it was used in
our previous papers [24, 26], Theano has been left out of the
comparative due to the recent announcement of their creators
not to continue its development [45].

4.1. Caffe. Caffe is a deep learning framework developed by
the Berkeley Vision and Learning Center and is released

under the BSD 2-Clause license [46]. It is mainly written
in C/C++ and uses CUDA to speed up the execution on
the GPU, with support for Nvidia cuDNN. It provides an
interface that supports data parallelism out of the box, just
selecting which GPUs of the system are going to be used.
However, it does not have an implementation for executing
one single input across multiple-GPUs.

4.2. Torch. Torch is a scientific computing framework with
wide support for machine learning algorithms. It is written in
Lua and C/CUDA to provide fast execution and includes the
possibility of importing modules to complete and accelerate
the system.

For themulti-GPU implementation, it provides theData-
ParallelTablemodule, which allows parallelizing the training
with the implementation of data parallelism model. By using
this module, it is possible to replicate the model across
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Figure 5: Data parallelism in TensorFlow.

different GPUs and split the minibatch in smaller chunks,
sending each piece to a separate graphics card. Once the
inputs are split, the framework automatically shares gradients
between GPUs and updates the model after each iteration. As
it happens with Caffe, a Multi-GPU implementation of the
execution process is not possible without big changes in the
source code.

4.3. TensorFlow. TensorFlow is an open source software
library for numerical computation. It was originally devel-
oped by the Google Brain Team. It is written in C++ and
CUDA and provides a Python API for an easy implementa-
tion.

Unlike the rest of the cases, two different implemen-
tations will be used. In the case of using only one GPU,
all computations will take place in it. However, the multi-
GPU implementation is a little more complex. A replica of
the model is created on every GPU, as it is suggested in
[47]. Then, each one of them computes the forward and
backward pass and sends the gradients back to the CPU. The
main processor calculates themeans of the gradients, updates
the model, and sends the information back to each GPU.
Figure 5 is a schematic representation of how data parallelism
is implemented in TensorFlow.

4.4. CUDA. CUDA is a programming language developed by
Nvidia, which allows parallelizing different computations by
using GPUs. It provides libraries such as CUBLAS, cuFFT, or
cuDNN to facilitate the work of developers. Their use in all
the previous presented frameworks and some of the tools and
libraries provided,makingCUDAamost suitable choice than
other GPGPU languages like OpenCL.

In this case, the code has been developed to use model
parallelism instead of data parallelism. Each weight matrix
is divided among the GPUs, and all graphics cards received
a full copy of the minibatch. After computing the outputs of

each layer, by usingCUBLAS and cuDNN libraries, the results
are shared between GPUs. In order to avoid overloading
the PCI, the sharing process is asynchronous, and it starts
once one of the GPUs has finished the computation of the
information. However, it is not possible to compute the next
layer until all the GPUs have all the outputs.

The backward process is very similar. Each GPU com-
putes the gradients of their portion of the matrix. After that,
errors are shared and every GPU updates the corresponding
weights. Since it is possible to control when the data are
copied fromRAM, the nextminibatch is copied to everyGPU
while updating the matrices, so it is possible to speed up even
more the training process.

5. Experiment Description

In the present paper, two different measurements will be
assessed. First of all, training times will be compared, evaluat-
ing changes in the time needed by the different frameworks,
when the number of GPUs is changed. The second measure-
ment is the performance of the CUDA code for execution.
The other three frameworks are left out of this comparison,
because data parallelism is not suitable for executing only one
input, since it is not possible to split that input among several
GPUs.

5.1. Training. The training benchmark is the same method
used in [24–26] andwill be summarized. In this case, not only
learning rate, momentum, and backpropagation algorithm,
Stochastic Gradient Descent (SGD) [48], are fixed, but also
the minibatch size will always be 256. A comparison will be
made by changing the number of GPUs used for training,
from 1 to 4. Size of the dataset will increase according to the
size of the neural network, although it is not relevant since
increasing the size of the dataset will increase training times
linearly.

To measure training times, a timer is started once the
whole dataset is copied to RAM and all weights matrixes are
initialized and copied to VRAM (VRAM: GPU Video RAM,
RAM: CPU RAM). Timer is stopped when the whole dataset
is executed and backpropagated, which is denominated as an
epoch. The operation is repeated 20 times and averaged, to
ensure more reliable results, which allows checking that there
is no substantial difference between each epoch, less than 1%.

5.2. Execution. In execution, there will be two different
measurements for CUDA code. One of them will analyze the
ideal scenario, where the input is already copied into RAM
and a second where the system must load the input from
SSD. This differentiation is needed because it is not possible
to ensure how the future integration of the reconstructor with
a real telescope will be.

For this benchmark, data is in separated h5 files [49],
and the output was written to a separate file. System is fed
with 10,000 inputs one at a time and averaged, which allows
measuring execution time. All weight matrixes are copied to
VRAM before execution and they remain constant during
all iterations. In one case, the copy from SSD to RAM and
vice versa is considered for the time measurement. However,

 8503, 2018, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1155/2018/5348265 by U

niversidade D
e La C

oruña, W
iley O

nline Library on [25/06/2024]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License
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1 GPU 2 GPUs 3 GPUs 4 GPUs
CUDA 0.3689 0.6802 0.9601 1.3599
Torch 4.7358 11.2706 15.2536 16.2466
TensorFlow 1.2436 1.7672 1.9744 2.0892
Caffe 5.5428 3.2423 2.5021 2.1019
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Figure 6: Training times per epoch for CANARY-B1.

in the other scenario, the timer is only started when data is
copied to RAM.

5.3. Benchmark Equipment. The experiments were per-
formed on a computer running on Ubuntu LTS 14.04.3, with
an Intel Xeon CPU E5-1650 v3 @ 3.50GHz, 128Gb DDR4
memory, 4 Nvidia GeForce GTX TitanX, with 12Gb DDR5
VRAM, and 1 Tb SSD hard drive.

6. Results

In this section, results obtainedwith the different frameworks
and varying the number of GPUs will be presented. Also,
an analysis of the results will be provided, explaining the
behavior of the different frameworks.

6.1. CANARY-B1. CANARY-B1 is the smallest system ana-
lyzed. In Figure 6, it is possible to observe some interesting
behavior. For instance, Torch is the slowest framework by
far, and increasing the number of GPUs only provokes worst
training times. Something similar could be monitored for
CUDA and TensorFlow. Although both are the faster options
with only one GPU, increasing the number of cards harms
their performance. In this scenario Caffe, despite having good
performance results with several GPUs, has the worst results
with a single GPU. This behavior contrasts with the per-
formance of the other frameworks considered. In particular
when the number of GPUs increases, it is able to reduce time
until matching times with TensorFlow with 4 GPUs.

In the execution with CUDA, similar results can be
observed in Figure 7. Increasing the number of GPUs not
only does not provide any benefit but also increases execution
times substantially. For RAM execution has almost a linear
relation, where doubling or tripling the number of GPUs has
the same impact in times. Also, as it was analyzed in previous
works [24, 25], loading data fromSSD instead of directly from
RAM has an important impact on performance, although in
this case it could be observed how this difference is almost
fixed (about 0.3 milliseconds) for every number of GPUs.

6.2. CANARY-C2. In CANARY-C2 results from Figure 8 are
quite similar to those of the previous system. Torch is the

SSD RAM
1 GPU 0.071 0.376
2 GPUs 0.126 0.437
3 GPUs 0.211 0.521
4 GPUs 0.323 0.642

0.000
0.100
0.200
0.300
0.400
0.500
0.600
0.700

CANARY-B1 (milliseconds)

Figure 7: Execution times for CANARY-B1.

1 GPU 2 GPUs 3 GPUs 4 GPUs
CUDA 5.547 9.288 14.169 19.009
Torch 29.017 66.563 76.311 85.750
TensorFlow 15.524 41.215 45.307 52.676
Caffe 28.152 20.129 19.141 18.398

0
10
20
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40
50
60
70
80
90

100

CANARY-C2, 1152-1152-288 ANN
1,500,000 dataset, seconds per epoch

Figure 8: Training times per epoch for CANARY-C2.

slowest framework again and increasing the number of GPUs
is very harmful for training times. In this case, TensorFlow
has a similar behavior, having a huge increase in their times
when escalating the number of GPUs. Again, CUDA is the
fastest solution but is not able to take advantage of the increas-
ing number of GPUs to speed up training. At last, Caffe has
similar training times than torch for single GPU. However,
with 4GPUs it is able not only to decrease their training times,
but also to improve the results obtained by CUDA.

As it happens in training times, CANARY-C2 shows
almost the same results (Figure 9) as CANARY-B1. It is
interesting to notice that even having a neural network with
about 28x more weights, the increment in execution times is
low, especially in the case of 4 GPUs.

6.3. DRAGON. DRAGON is the biggest network employed
in this paper and has about 100x more connections than
CANARY-C2. In this scenario there is a shift in some trends
observed in previous networks. In Figure 10, TensorFlow is
the slowest framework for every number of GPUs. Torch
is the second worst option, although training times do not
increase as much as in the other cases. For a network of this
size, Caffe has better results than the other two frameworks,
but, unlike the previous cases, it is not able to reduce training
times when increasing the number of GPUs. At last, CUDA
is again the fastest solution. However, in this case when the
number of GPUs is increased, training times are reduced.
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SSD RAM
1 GPU 0.122 0.422
2 GPUs 0.179 0.488
3 GPUs 0.247 0.567
4 GPUs 0.370 0.681
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Figure 9: Execution times for CANARY-C2.

1 GPU 2 GPUs 3 GPUs 4 GPUs
CUDA 1479 905 881 836
Torch 2647 4629 5782 5603
TensorFlow 5213 12700 14205 16214
Caffe 1935 2719 3704 4083

0
2000
4000
6000
8000

10000
12000
14000
16000
18000

DRAGON, 11264-11264-1408 ANN
8,000,000 dataset, seconds per epoch

Figure 10: Training times per epoch for DRAGON.

A similar situation can be observed for the execution
times. As it can be observed in Figure 11, increasing the
number ofGPUs can decrease execution times.Thedifference
between using one and two GPUs is especially significant,
although even in the case of four, execution times keep
improving.

6.4. Discussion. There are lots of ideas that could be extracted
from the previous results. One of them is that data parallelism
implementations of Torch and TensorFlow are not suitable
solutions for the present problem. Keeping this in mind, it is
interesting to notice how the “full-GPU” backpropagation in
Torch is quite slow for smaller systems but improves when the
neural network size increases. However, for the hybrid CPU-
GPU solution (Figure 5) used in TensorFlow, better results
are obtained when the size is smaller. This behavior could be
explained by how backpropagation in a small network cannot
take advantage of the high level of parallelism provided by
a GPU and consequently is better performed in a CPU. On
the opposite side, when the neural network grows, not only
this parallelism is better used, but also the time consumed by
sending all the weightmatrixes fromRAM toVRAM is a high
time-consuming operation.

Regarding Caffe, some differences are observed with
respect to the other solutions. For small networks it is able to

SSD RAM
1 GPU 2.816 3.157
2 GPUs 1.573 1.915
3 GPUs 1.375 1.717
4 GPUs 1.170 1.517

0.000
0.500
1.000
1.500
2.000
2.500
3.000
3.500

DRAGON (milliseconds)

Figure 11: Execution times for DRAGON.

reduce training times when increasing the number of GPUs.
However, this is not enough to improve results provided by
the CUDA code. Since the multi-GPU mode is a built-in
solution, it is not possible to explain why these results take
place.

At last, the model parallelism solution implemented in
CUDA provides the best results for all cases. However, the
inability to improve training and execution times for smaller
networks, whenmoreGPUs are available, should be analyzed.
For CANARY systems, the workload is too low even for
one GPU, and increasing the number only provokes time
overload because of the movement of data between cards.
However, when the size of the network increases, and the
GPUs are fully loaded, both training and execution times start
to reduce. AlthoughDRAGON is currently the largest system
available, it will keep growing in the next years [13], and bigger
systems will take much more advantages of this multi-GPU
implementation.

In the case of execution, an interesting behavior can be
observed. Including data transfer between SSD and RAM in
the experiment triggers a huge overload for all cases. There is
a 0.3 milliseconds difference for every case, independently of
the size of the data transfer. However, it is expected that, in a
real telescope, it will not be necessary to read and copy data to
the SSD, because of a better integration with the system. Also,
as it happens with training, increasing the size of the network
takes advantages of the number of GPUs. As it wasmentioned
before, the smaller networks do not provide enoughworkload
to fill a GPU, but due to the increasing size of the sensors, it
will not be a problem in the near future.

7. Conclusions and Future Lines

In this paper, some of the most popular neural network
frameworks [42] and a code directly developed in CUDA
have been analyzed. It is possible to extract from the exposed
results that both TensorFlow and Torch are not suitable for
Multi-GPU execution when the neural network used is a
multilayer perceptron. In the case of Caffe, it has shown that
increasing the number of GPUs in smaller networks offers
some benefits, although it is not able to keep those benefits
when the size increases. For the three SH configurations
presented, the best solution is the code directly developed
in CUDA, which has also the potential of taking better
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advantages of the number of GPUs, when the size of the
network increases.

However, developing these solutions in different frame-
works can provide some advantages in the future. Convo-
lutional neural networks (CNN) are very popular for image
processing [50, 51], and their use could be an interesting
upgrade for CARMEN architecture. Previous studies show
that model parallelism could be a better solution for CNN
than data parallelism [27, 28], so any of the frameworks
could be faster for CNN than the CUDA solution. Also,
Recurrent Neural Networks (RNN) [52, 53] should be easier
to implement by using a neural network framework, since
they are much more prepared for that use [42].

One last idea is the use of online learning, which means
that CARMEN could be constantly training when the recon-
structor is executed on-sky. Recent works show that this tech-
nique could provide an interesting boost in the performance
of the reconstructor [54, 55]. By using more than one GPU, it
will be possible to adapt the neural network towork faster and
be much more precise correcting what is happening on sky.
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L. C. Rolle, N. R. Gutiérrez, and F. J. de Cos Juez, “Using GPUS
to speed up a tomographic reconstructor based on machine
learning,” Advances in Intelligent Systems and Computing, vol.
527, pp. 279–289, 2017.
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