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ABSTRACT Systems with voice control are an attractive option for increasing technological integration, not
only for people with little knowledge on technology or constrained Internet access, but also for people with
certain disabilities. In addition, devices based on Alexa or Google Home provide an interesting alternative
for interacting with Internet of Things (IoT) devices, but they usually rely on an Internet connection to a
cloud server for their full operation. Furthermore, many voice-recognition systems are only available in a
limited number of languages, which tend to be those with the highest number of speakers, thus excluding
minority-language speakers. To address the previouslymentioned issues, this article presents a solution based
on Edge Computing and voice commands that carries out offline voice processing and that is able to interact
with IoT-based systems. The proposed system performs local speech inference, providing a communication
interface with IoT devices in a Bluetooth mesh, all in a fast way and without the need for an Internet
connection. In addition, the proposed solution can be adapted easily for voice recognition of languages
with few resources. Such a feature is demonstrated with the Galician language, which is spoken by less
than 3 million people worldwide. In particular, different Automatic Speech Recognition (ASR) models
based on three of the most popular ASR development frameworks (wav2vec2, DistilHubert, Whisper) were
developed to transcribe short speech and to translate it into IoT commands that perform specific home-
automation actions. Such models were fine-tuned for Galician with a corpus of approximately 20 hours and
were evaluated in static and mobile opportunistic scenarios in terms of accuracy, energy consumption and
latency on an embedded platform (that acts as an edge device) and on a cloud server. The obtained results
show that inference is performed in less than 2 seconds on a Raspberry Pi 4 for the two smallest models
and in less than 500ms on a high-end Android smartphone when processing all data locally with CPU-only
inference (i.e., without hardware acceleration or external processing). The results of the transcriptions are
accurate enough to be able to use simple text distance algorithms to detect keywords in the speech and
perform commands on IoT devices. In particular, a maximum success rate of 92%was achieved for detecting
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the indicated commands when using models optimized for being executed on embedded devices. For selected home
scenarios, command actions were sent via Bluetooth with average response times of up to 113ms.

INDEX TERMS ASR, machine learning, IoT, voice-assistant, edge AI, edge computing, home automation,
opportunistic communications.

I. INTRODUCTION
With the emergence of the Internet of Things (IoT), more
aspects of everyday life are becoming interconnected and dig-
italized, providing people more comfort and greater control
over their daily activities. However, most of such technologi-
cal progress is only available for specific groups of society
with some technological background. A large part of the
population in developing countries, as well as the elderly, are
usually not able to use traditional computing devices such
as computers, smartphones or tablets. In this regard, voice
recognition based systems are a good enabler for providing
access to IoT technologies to a high percentage of the society.

The mentioned technological adoption, especially in the
case of the elderly, is also beneficial for thewhole society. The
current trend indicates that, on average, people live longer [1],
and, for people with partial loss of autonomy or at risk of
losing it, the access to IoT technologies is able to improve
their independence and to provide a better quality of life,
avoiding premature admission to residential care homes with
the associated healthcare costs. However, nowadays, unfor-
tunately, many IoT solutions provide complex user interfaces
to manage them. In this regard, voice-based interfaces are an
intuitive and an accessible option that allows for a convenient
and simple way to interact with IoT embedded systems.

The implementation of voice-recognition systems still
presents certain challenges [2], [3]. In the last years Auto-
matic Speech Recognition (ASR) systems have increased
their presence in IoT-based Home Automation (HA) systems
[4]. Systems such as Alexa or Google Home, although
they are a reference in the HA market, depend on a con-
stant Internet connection for their full operation. However,
it is common for certain population groups like the elderly
to have reduced or no Internet connection. In addition,
many voice-recognition systems are always listening and the
speech is sent without encryption, which represents a privacy
risk [5], [6].

The main reason to process voice in a remote cloud
is that audio transcription mechanisms are computationally
expensive [7]. However, with the improvement in compu-
tational efficiency of embedded devices, and by reducing
the transcription domain and using short voice commands,
it is possible to obtain good results by doing the processing
locally even though the achieved accuracy is lower than in a
cloud [8].

Another problem is language availability in ASR sys-
tems. Traditionally, such systems need thousands of hours of
labelled audio to train a model that delivers good transcrip-
tion results [9]. Moreover, people usually do not memorize
specific commands and tend to use small variations that are

more natural to them instead of memorizing specific
phrases [10].

There are several approaches to overcome the previously
mentioned two drawbacks. On the one hand, in 2020 a frame-
work for ASR was developed to allow transcription results
to be obtained with near-human precision with much less
transcription hours than the previous systems: wav2vec2 [11].
Keeping in mind that nearly 7,000 languages exist and that
the vast majority of them has few labelled data or any of
them available [12], wav2vec2 approach allows for expand-
ing voice-recognition technology and thus making it more
accessible. On the other hand, in order to overcome the
limitation of imposing a specific grammar for communicating
with a voice assistant, it is necessary to define a language
grammar, since a literal transcription of the voice is actually
not relevant (i.e., what is important is actually the meaning
of the command, not the fact of saying specific words in a
specific order). Thus, sets of keywords can be defined to build
a grammar around them. In addition, it should be considered
that a local or edge implementation requires reducing the
language domain, which involves creating a model with a
lower precision than the one that would be used in a cloud
server.

This article presents a system that considers all the pre-
viously mentioned issues and tackles them by implementing
a voice recognition system developed for the Galician lan-
guage. The proposed system can be run without relying on
an Internet connection and is able to execute specific com-
mands on IoT devices. Galician has been chosen because it
currently has few voice-recognition resources but it is used
as a vehicular language by a high percentage of the elderly
that live in Galicia (northwest of Spain), specifically in rural
areas, where there is a clear lack of access to new technolo-
gies and where poor communications still prevail. Moreover,
Galician population is immersed in an aging process that
affects all Europe [13]. The average age continues to increase
every year, with a total population of less than 2.7 million
inhabitants, currently standing at 47.74 years [14]. The demo-
graphic situation in Galicia also presents a significant gap
between a more urban and dynamic region and a more rural
one where the aging process is even more aggravated and
seems to lead to a depopulation also partly caused by the lack
of economic incentives and services in these areas [15].

The following are the main contributions of this article:
• It describes a novel home IoT system based on low-cost
embedded devices that makes use of Edge Comput-
ing and an optimized speech-recognition system for
low-resource languages. Moreover, since IoT device
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communications are carried out through a Bluetooth
mesh, it is not necessary to deploy any home infrastruc-
ture connected to the Internet.

• It includes a thorough analysis of the main Machine
Learning (ML)models in the field of ASR to be executed
on edge devices.

• It proposes different optimization techniques to run ML
models on embedded devices.

• It presents a detailed evaluation of the developed IoT
system in terms of response time, accuracy and energy
consumption.

The remainder of this article is structured as follows.
Section II reviews the state of the art of voice assistants
for HAs and healthcare, and continues with an analysis of
the improvements provided by Natural Language Processing
(NLP) in such domains. Moreover, Section II analyzes the
suitability of using ML in Edge Computing devices, as well
as the use of distributed communications for Edge Comput-
ing and the benefits they bring over traditional client/server
architectures. Section III details the design and implemen-
tation of the proposed voice-assisted IoT system. In such a
Section, an exhaustive analysis of the main HA technologies
is carried out by focusing on the proposed use case, as well
as on the main speech recognition development frameworks.
Next, Section IV presents the results for a set of experiments
performed for the two main subsystems (i.e., for the voice
processing and the communications subsystem). Finally,
Sections V and VI summarize the key findings and the most
relevant conclusions.

II. STATE OF THE ART
A. VOICE-BASED SOLUTIONS FOR HAs
There are numerous papers and proposed solutions on the
subject of voice interfaces focused on HA environments [16],
[17], [18]. Many of such papers address the problem of
running voice-based solutions on a server [16], others offer
an edge or offline solution that provides faster response times
and privacy [16], [18], while others include ML strategies for
processing voice-related tasks [16], [17], [18].

The most accurate speech recognition models usually use
billions of input parameters [19], which makes them com-
putationally expensive and not suitable for IoT devices with
power and processing constraints. However, a literal tran-
scription is not necessary for the case of voice assistant
systems [16], [17], [18]. For instance, a solution could consist
in reducing the domain of the language and thus only detect
certain keywords [16], [17], [18]. In this way, the end user
can make use of a more natural language instead of learning
exactly a specific set of commands, thus detecting specific
keywords and building a grammar around these words. For
instance, the SparkFun Edge [20] is a real-time audio anal-
ysis device that runs ML inference to detect keywords and
responds accordingly, constituting a good example of voice
recognition at the edge.

The deployment of ML models on all IoT end-devices
is not adequate, since many of them are specific-task and

low-power oriented. For such a case, an effective alterna-
tive would consist in placing additional computing devices
at the edge of the network with enough computation to be
Artificial Intelligence (AI) capable [21]. Such a strategy is
known as Edge Intelligence (EI) or Edge Artificial Intelli-
gence (Edge AI) [22]. The communication with such devices
is much more immediate than making requests to a cloud,
it considerably reduces Internet traffic, and, if the network
is secured, there are no privacy issues when communicating
within a private network.

B. VOICE-BASED SOLUTIONS FOR HEALTHCARE AND FOR
THE ELDERLY
Advances in technology in recent years have enabled an
improvement in healthcare towards a more specialized model
focused on individual patient management. Moreover, the
COVID-19 pandemic has forced the adoption of certain
aspects of telemedicine [23]. However, accessing and using
such novel technologies is often not straightforward for the
elderly or for people with certain disabilities: it is chal-
lenging for them to adopt, to learn, and to interact with
such tools that can normally only be accessed through mod-
ern Graphical User Interfaces (GUIs). Fortunately, current
voice-based assistants allow users to interact with digital
systems in a more natural way, which is especially useful
for the elderly [17], [24], [25]. Some studies on the use
of voice-based assistant solutions among elder population
resulted on a preference to use voice-based interfaces rather
than GUI-based touch screen inputs or keyboards [26]. Like-
wise, most of the tasks performed by the elderly are related
to health or medical questions [26].

Voice-based assistants, when used in combination with
the latest advances in technology, provide an improvement
in the quality of healthcare services, especially in rural or
remote areas where services are minimal [27]. This kind
of applications normally rely on Edge Computing to deal
with the critical response time of medical devices and data
privacy [28].

In terms of voice-based applications, the healthcare sector
is one with the fastest growing rate [29]. The development
of voice-based healthcare applications is emerging together
with telemedicine and advances in voice processing systems
to provide high quality monitoring care and avoid exces-
sive readmission rates [30]. Combined with IoT devices,
voice-based applications provide smart systems with speed-
up diagnosis, offer more accurate treatment and anticipate
potential symptoms through data collection and processing
thanks to the application of ML techniques for diagnostic
monitoring [31], all leading to a better quality of life.

C. NATURAL LANGUAGE PROCESSING FOR VOICE-BASED
SYSTEMS
When talking about voice assistants interfaces, another
important issue to address is the reply offered by the system
in terms of language semantic. For such a purpose, most
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virtual assistants are built to automatically answer questions
performed by humans in a natural language, which are trans-
formed into an internal representation. Then, the system
extracts the essential information and delivers a response that
considers the context.

Chatbots are an example of systems usually created with
this kind of NLP technologies, which enable users to com-
municate in a natural and easy way [27], [32]. Most advanced
speech-processing applications, instead of treating speech or
text just as a sequence of symbols or by just looking for
keywords inside the user question, they use pre-programmed
or acquired knowledge to decode meaning from factors such
as sentence structure, context or idioms [33], [34], [35].

There are also voice assistants that use speech recognition
and synthesis in addition to text-processing strategies based
on NLP. Thus, if an embedded ASR model is used, the
limitation of loss of transcription accuracy can be overcome,
as this is not a determining factor for NLP mechanisms. The
current state of the art for task-oriented semantic models
use Bidirectional Encoder Representations from Transform-
ers (BERT) [36] or Robustly Optimized BERT Pretraining
Approach (RoBERTa) [37] as a pre-trained input. However,
such models make use of huge memory footprints and are not
suitable for embedded devices.

Luckily, there is a reduced version of Bert called DistilBert
[38]. Bert based models store knowledge into models
with millions of parameters. DistilBert uses a smaller
general-purpose language representation pre-trained model
that is later fine-tuned, which reduces the size of a BERT
model by 40%, while retaining 97% of its language under-
standing capabilities and being 60% faster. For the fine-tuned
part, there are numerous tasks with which a Bert-based model
can be trained (e.g., question-answering, sentiment analy-
sis) with the help of a training corpus. For instance, Fluent
Speech Commands [39] is a dataset of people that interact
with a smart home system in English spoken language. Such
a dataset is adequate for developing voice-based assistants
and, together with the use of BERT models as a transformer
language model, it is possible to distil knowledge to build an
acoustic model for intent classification [40].

All of the above is particularly interesting for edge devices.
For instance, Lanyu Xu et al. [18] provide an ASR and a
DistilBert model that operate on the edge. By employ-
ing a cache that reduces connections to the cloud and
by pruning a pre-trained language model for using it in
resource-constrained edge devices, latency and accuracy
demands for efficient resource utilization are fulfilled. There
are a fewmodels based on Bert multilingual and monolingual
to finetune a model for downstream grammar tasks with
Galician (e.g., bert-base-multilingual-cased [36], bert-base-
gl-cased [41], bertinho [42]). However, none of them are
finetuned for detecting relevant tasks for the proposed system,
such as question-answering, HA commands or spelling check
(i.e., for the proposed system, the lack of a task-oriented
corpus is a concern that needs to be addressed).

Also wav2vec2 has been ported and tested to be executed
on the edge [8], [43]. In such a scenario the accuracy of the
quantized model is worse than the one of the original model,
but the used memory can be reduced considerably at the cost
of a small increase in error. This type of model is best suited
for systems that have to translate small segments of speech
to commands where even small errors in the transcription
do not impact significantly the performance of the system.
It is worth noting that long transcriptions are not suitable for
the embedded model due to the requirement of using large
amounts of memory.

D. EDGE INTELLIGENCE AND GREEN IoT
The combination of Edge Computing with Machine Learn-
ing allows for collecting data from IoT-based devices and
process them locally while making use of AI techniques,
providing what is known as Edge Intelligence. Thus, Edge
Intelligence enables to deliver an initial data analysis that
avoids network-related problems that are usually present in
cloud-based architectures [44]. In particular, edge processing
allows for providing fast responses off the system, which is
essential for voice-recognition based solutions, since users
tend to quit if they do not receive an immediate response (due
to the time required for processing the sent audio streams, the
response of the cloud may not be immediate, especially in
cases when the Internet connection is not reliable).

Regarding embedded architectures, they have experienced
a major progress in the last years, considerably increasing
their computational power, becoming more economical and
improving their energy efficiency [45], [46]. Such embedded
architectures are widely used in edge devices that perform
tasks that were formerly performed exclusively by the cloud
and which now can alleviate the workload of the growing IoT
device ecosystem [47].

This trend of progressive replacement of cloud server-
performed tasks by Edge Computing devices is also aligned
with the objectives of the Green IoT (G-IoT) paradigm [48].
However, the use of ML in this kind of devices can con-
sume a significant amount of energy [49].While architectures
like BERT or Generative Pretrained Transformer (GPT) [50]
involve a significant consumption footprint, in recent years
similar architectures have risen but with a much lower
resource consumption [51], [52]. Also, the paradigm of AI
acceleration through application-specific integrated circuits
(ASICs) is emerging, providing much better performance
for specific tasks than standard Graphical Processing Units
(GPUs) [53]. For instance, Google has an ASIC-specific
version for TensorFlow (Tensor Processing Unit (TPU)
[54]). Moreover, Google provides TPU hardware specifically
designed to run on the Edge (Coral-AI [55]).

Although ML inference, when performed on embedded
devices, tends to be more efficient, the training of models
remains computationally intensive [56]. Many frameworks
provide several pre-trained models that can be fine-tuned to
perform specific tasks, which need much less computational
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power but that remain being a heavy task [57]. There are
also training frameworks that provide distributed training,
but data movement between devices needs to be properly
managed, or may otherwise become a performance bottle-
neck [58]. Thus, a properly defined parallelism strategy is
needed in order to schedule computational tasks on inter-
connected devices, thus minimizing communications cost,
maximizing the use of computational and memory resources,
and optimizing the computation-communication overlap for
Large-Scale Training [59].

E. VOICE-BASED EDGE COMPUTING SYSTEMS
The Edge Computing paradigm can enable distributed com-
munications, which has certain benefits for an IoT system,
since it establishes a distributed topology that is ideal for
environments with communications difficulties [60]. Such
difficulties do not only include the fact of having a limited
Internet access, but also the issues related to the imple-
mentation of star topologies, whose use is not efficient in
environments where, to establish a direct connection of all
the nodes with the central node, it is necessary to deploy
numerous access points. In contrast, distributed topologies
are able to overcome this limitation by allowing the dif-
ferent nodes of the network to forward the exchanged
information.

Within a distributed network there may be different roles
for the nodes. Some of them are oriented towards low-power
consumption (mainly sensors and actuators), rely on batteries
and perform specific actions periodically and then go into
sleep or power-down mode. Other nodes operate as relays,
thus forwarding data traffic among them and to the different
low-power nodes of the network. In this latter case, relay
nodes usually need a constant supply of energy to not only
forward information, but to be also able to perform in a
distributed way other tasks that would be performed by the
central node in a star architecture.

This distributed strategy is not the typical approach fol-
lowed by most voice-based assistants, which generally make
use of a centralized star architecture deployed in a cloud or in
a local central device that manages communications and that
relays Internet-related tasks (in the case of locally deployed
devices). This kind of solutions commonly rely on several
smart speakers placed throughout a home or a building [24].
However, this approach implies a higher infrastructure cost,
among other problems [61]. Moreover, even if the task of
sending the audio to the central device is performed on a smart
speaker that is placed in the room where the user is located,
all the speakers are always active and listening, which is not
energy efficient. A more efficient approach would consist in
having only one device listening and always accompanying
the user. For instance, smartphones are usually already carried
by many people, but there are other portable devices with a
minimum of computing capabilities, such as smart watches,
smart bands or other types of wearable devices that are
becoming smarter thanks to the progress made on embedded
hardware and AI.

Finally, it is worth mentioning that some of the most
popular IoT technologies for HA (e.g., Bluetooth, ZigBee,
Thread, Ant+) already make use of a distributed mesh topol-
ogy that includes Low-Power Nodes (LPN) that are asleep
most of the time and relay nodes (among others roles). These
intermediate relay nodes can manage a cache for LPN nodes
with information to be sent to specific nodes when they wake
up [62]. The problem is that this behaviour is intended for
static nodes: if an LPN node wakes up and is in range with
another relay node, the cache that was stored by the first relay
node will be lost.

III. DESIGN AND IMPLEMENTATION
A. MAIN COMPONENTS OF THE PROPOSED SYSTEM
When it comes to designing a voice-based HA system, it is
important to distinguish two parts:

• Voice-processing. It involves the initial preprocessing of
the audio, thus generating the inference related to the
ML model and detecting the specific commands from
the speech. In the system described in this article, all
voice processing will be performed exclusively by the
Voice Assistant Device (VAD). Such a device has the
following characteristics:
– It operates on the edge without needing to connect

to a server.
– It is portable, since it is carried continuously by

every user.
– It is able to interact with the different deployed IoT

devices by using voice commands.
– It can also perform other types of general tasks

that require connectivity (i.e., to search for specific
information on the Internet, to retrieve news or the
weather forecast, or to make phone calls).

• System communications. This part is in charge of man-
aging the information exchanged between the deployed
IoT sensors and the VAD.

Figure 1 shows the general architecture of the proposed
system. Specifically, the different layers of the developed
system are depicted:

• The IoT device layer includes the different sensors/
actuators nodes of the system. It is worth noting that
the layer includes nodes with constant energy sup-
ply that need fast response times while others do not
have critical time-response requirements or have power
supply restrictions (thus prioritizing energy saving
over response time, becoming Low Power-consumption
Nodes (LPN)).

• The gateway layer includes the different intermediate
relay nodes, which provide the desired communications
coverage to a house or building.

• The VAD layer essentially includes the voice assistant
node. Since such a node runs on batteries, it is considered
as an LPN node. The VAD will interact with the nodes
of the gateway and IoT device layers to perform voice-
induced actions. If necessary, it can also perform actions
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FIGURE 1. Main architecture.

that involve using an Internet connection (e.g., check the
weather, receive news, collect the user e-mail) or making
calls through a cellular network, but, nonetheless, it must
be noted that the presented architecture has been con-
ceived and designed to be deployed in a house without
any infrastructure with Internet access.

B. COMMUNICATIONS TECHNOLOGY SELECTION
Among the different wireless technologies that can be used
for the proposed system, the main options on the market
were analyzed in terms of standardization body, operating
frequency, maximum range, maximum data rate, modulation
scheme, encryption, topology, latency, battery lifetime and
cost. Table 1 analyzes such characteristics with the objective
of allowing them to be compared among the main communi-
cations technologies.

1) STANDARDIZATION BODY
This feature is ideal for maintaining compatibility among
different manufacturers. Most communications technologies
are regulated by standards, companies or alliances that per-
form certification tests to ensure that they satisfy their
requirements.

Some standards are proprietary while others are open,
or even shared between various technologies such as

IEEE 802.15.4. In this respect, open standards used in various
technologies will lead to a higher level of interoperability,
while using proprietary standards can sometimes lead to
problems of compatibility as is the case of Insteon: with the
closure of its services in April 2022, it left all its products out
of operation [63].

2) OPERATING FREQUENCY
This factor has a direct impact on several aspects of
wireless communications such as transmission times, band-
width, range and propagation. Most Wireless Personal Area
Network (WPAN) technologies employ frequencies in the
2.4GHz ISM band. This band do not have as much range
as sub-GHz bands like those used in Low-Power Wide-Area
Networks (LPWANs), but their data transmission rate is much
higher than the latter, enabling its use in fast transmissions
applications (moreover, since HA environments do not need
to cover large communications distances, it is not advanta-
geous to use LPWAN technologies).

Since the 2.4GHz band is widely used, it can present sat-
uration problems, especially in urban environments. In addi-
tion, its propagation through objects is worse than the one
achieved with other technologies that operate in sub-GHz
bands, such as ZigBee, Z-Wave or EnOcean, which usually
provide an easy full coverage of a house. Other technologies
such as WiFi or WiFi 6 can operate at frequencies above
2.4GHz, offering a much wider bandwidth but with a shorter
range and higher energy consumption. Nonetheless, for the
proposed system, only short messages are involved, so a high
bandwidth is not necessary.

3) MAXIMUM RANGE
Range may vary considerably from a few metres (with
short-range networks like BLE) to several kilometres (as
with LPWAN technologies). Short-range networks allow data
streams to be transmitted in real time with reduced energy
consumption, while long-range networks are designed for
punctual short-size transmissions, as the time on air of the
messages is much higher. For instance, BLE is widely used
in wearables or sensors for monitoring body constants due to
its efficiency in short-range transmission streams.

For the system proposed in this article, the transmission of
constant data streams is not required, but neither is it neces-
sary to have a very large range that would considerably reduce
data transmission. As a consequence, an intermediate range is
enough. Luckily, most WPAN technologies are characterized
as medium-range wireless technologies.

4) MODULATION SCHEME
Communications reliability depends mainly on the modu-
lation together with coding rates that allow the creation of
extra error checking bits. By creating a group of modula-
tion and corresponding coding schemes (which is known as
Modulation and Coding Scheme (MCS)), it is possible to
adjust both parameters in order to cover larger distances. The
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TABLE 1. Most relevant characteristics of the latest protocols and communications technologies for IoT in the HA market.

more reliable options also have the slower transmissions (e.g.,
Binary Phase Shift Keying (BPSK) transmits only one bit per
burst, which makes it an extremely slow but highly reliable
modulation).

For instance, in Bluetooth 5 it is possible to use a Long
Range modulation with two different coding schemes (S2
and S8) that allow the creation of extra bits for error correc-
tion. With respect to the legacy modulation, S2 can decode
a message at twice the distance, while with S8 four times
the distance can be reached. This is achieved at the cost of
lowering the bit rate to 500 and 125Kbps, respectively, for
each coding scheme. Apart from the range, this improves the
link quality and gives a higher sensitivity to the RF module,
which is especially interesting to provide coverage in large
buildings or with considerable shielding.

5) ENCRYPTION
Most of the analyzed technologies provide some sort of
encryption mechanisms, but it is important to mention

that most devices that implement such technologies are
resource constrained while traditional encryption mech-
anisms are computationally expensive [64]. One of the
most used encryption mechanisms is Advanced Encryp-
tion Standard (AES), which is a symmetric algorithm that
provides different key lengths. According to the National
Institute of Standards and Technology (NIST), 128 bit is
still secure for use until 2030 [65]. However, the progress of
quantum computers might significantly reduce the strength
of algorithms not specifically hardened against quantum
computing [65], [66], [67].

6) TOPOLOGY
This parameter primarily affects network architecture and
deployment. For example, the use of a star topology like in
NB-IoT (or in others based on 3GPP) implies that all nodes
must be in direct communication with a central server. Con-
sidering that the system proposed in this article is intended
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to be used in rural areas with poor coverage, a centralized
topology is not adequate.

Although it is possible to use centralized gateways that
work on Edge or Fog Computing networks [68], [69], [70],
this makes the product more expensive. In this respect, the
best option is to deploy a distributed system with a mesh
topology that allows to broadcast communications among
nodes, thus overcoming range limitations. Most WPAN tech-
nologies enable this type of topology. However, distributed
architectures need certain considerations in their communi-
cations algorithms, since by nature they are more complex
than traditional client-server communications. In this regard,
technologies such as Thread, ZigBee or Ant+ are widely
used in the HA market and make use of algorithms with
routing tables. Thread even implements IPv6 connectivity in
its upper layer, which is really interesting for IoT, specially
in massively interconnected networks.

On the contrary, BLE is able to implement a mesh topology
known as BLE Mesh that does not use routing tables but
makes use of a controlled flooding algorithm that broadcasts
messages throughout the network. This algorithm is simple
and very efficient, especially in the case of one-to-many or
many-to-many communication. Nonetheless, to avoid satura-
tion problems, the deployed BLE Mesh networks must have
minimal hops and deliver very short messages.

Since the system proposed in this article looks for con-
trolling IoT actuators with basic commands (e.g., on/off
commands) and for receiving information from sensors (in
general, numerical values) in networks with a limited number
of nodes, it is not necessary to make use of routing table
algorithms.

Finally, it is worth noting that, in the same way that Thread
provides support for IPv6, BLE can also be used through
6loWPAN, but since the environments contemplated in this
article have limited connectivity, it has not been considered
as a relevant factor in the design (moreover, IPv6 is still not
widely implemented nowadays [71]).

7) LATENCY
Similarly to range or data rate, the technologies that allow
for covering the longest distances with reduced transmissions
also present the largest latencies. In this aspect, most of the
WPAN technologies enable to develop applications with low
latencies, even in real time. For the scenarios proposed in this
article, it is important to note that latency is relevant, since
there are cases in which an immediate response is essential
(for example, lighting controls are expected to have a quick
response).

8) BATTERY LIFETIME
There are numerous factors that directly impact energy con-
sumption, such as transmission power, data rate, modulation
(more time on air implies more consumption) or topology
(in multi-hop or mesh networks, consumption is higher when
data forwarding is required), so it is necessary to consider all

these factors to obtain a good balance between consumption
and performance.

Although certain devices can be powered through the elec-
trical grid, in the case of HA it is common to use devices with
batteries for a simple deployment of the hardware involved.
Since sensors and actuators usually have reduced dimensions,
so is the battery that they incorporate.

Some technologies like EnOcean make use of energy har-
vesting mechanisms, while in other cases these mechanisms
are not enough for the operation of the node, so it is important
to minimize as much as possible the consumption of those
that operate with batteries to maximize the lifespan and min-
imize charging times.

Battery-powered devices are normally used for tasks that
do not require much data updating and consumption can be
minimized by putting the modules in a deep sleep state. This
feature is commonly used in commercial hardware, but it is
also important to consider the consumption of the transmis-
sions. For example,WiFi has a high consumption related to its
transmissions and therefore it is not usual to make use of such
a technology in low-power devices that operate with batteries.

9) COST
It is necessary to consider different types of costs. First, the
cost associatedwith the hardware. For instance, BLEmodules
are widely present in the market and their cost is low. Second,
the cost of the data transmissions, since certain technologies
like NB-IoT involve monthly fees. Third, it is also important
to consider the cost of the required infrastructure (e.g., tech-
nologies like ZigBee make use of relatively cheap transceiver
modules, but its gateways have moderate prices).

10) FINAL CHOICE
Considering all the aspects analyzed in the previous subsec-
tions, it was decided to use Bluetooth 5. The main reason
was the fact that this new version of the standard has better
range, latency, bandwidth and coexistence than its prede-
cessor, despite that it is not yet as widespread. Moreover,
Bluetooth 5 is backward compatible, allowing the coexistence
with other Bluetooth versions. Furthermore, the Bluetooth
standard is open andwidely documented, which enablesmore
accurate and specific developments. In addition, the use of a
mesh topology with BLE suits the proposed system (which
requires a reduced network with simple messages without
many hops), is energetically efficient and provides adequate
response times.

C. BLE MESH COMMUNICATIONS
Internal communications are performed with BLE Mesh.
Such communications are based on topics: performing an
action means publishing a certain value in a specific topic,
and consulting the status of a device means subscribing to
a specific topic. There are nodes connected to a continuous
power supply that require a fast response (such as lights),
where there are also LPN nodes that operate with batteries
or limited power supplies that need to be in periodic sleep
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cycles (the information addressed to these nodes is stored in
intermediate nodes).

The BLE Mesh standard includes a feature called ‘‘friend
node’’ that allows for storing information for the LPN nodes.
However, friend nodes do not act as a distributed cache: when
an LPN node loses its connection to the associated friend
node, its cache is lost. This is not a problem for most LPNs,
since they are static. Occasionally, in very specific cases, they
may lose the connection to their friend node, in which case
they will look for another one that is in range to store the
cache.

However, the VAD node, which is not an LPN node in the
strict sense of the term, as it is always listening for commands:
from the point of view of the Bluetooth subsystem, it works
as an LPN node, sleeping most of the time and waking up
occasionally to consult the cache or when a voice command
is provided. To overcome this limitation, in the developed
system, when a LPN node needs to send a message to the
VAD node, it sends it to all the friend nodes. Thus, when
the VAD connects to any node, it will read the message and
the rest of the duplicate messages will be discarded.

D. COMMUNICATIONS SUBSYSTEM OPTIMIZATION
The main responsibility of the communications subsystem
is to provide communications to the end device (i.e, to the
device or devices involved in the voice command recogni-
tion process) to perform the operations indicated via voice
commands.

Equation 1 indicates the factors involved in the calculation
of the total latency of the system. As it can be observed,
it is calculated as the processing time of the ASR model to
generate the transcript plus the time to perform the action.
Equation 2 shows the different partial times involved in the
calculation of the time to perform an action, which is com-
posed by the time that is needed to detect the particular
command once the transcript is generated plus the time
required to send it through the communications subsystem
and the time consumed by the destination node to receive it
and to execute the action.

ttotal = ttranscription + taction (1)

taction = tdetection_comm + tsending + texecution (2)

To minimize taction it is necessary to consider that BLE
Mesh communications were provided by Nordic boards
based on a nrf52xxx System-on-Chip (SoC) [72]. BLE is
widely supported by many IoT devices on the market and
is especially efficient for those devices present in HA envi-
ronments [73]. Nordic’s SoC not only supports BLE, but
also ZigBee, Ant+ and Thread, which are some of the most
widely used technologies for HA. Moreover, Nordic’s boards
support diverse Bluetooth 5 modulations and extended adver-
tisements that, although they are not officially supported by
BLE Mesh, they can be used to obtain certain benefits over
the Bluetooth legacy version (part of such benefits have been
previously described in [74] and [75]).

In this article, generic BLE Mesh models were used to
communicate with sensors and actuators [76]. In particular,
the generic On/Off and generic sensor models were used
to represent actuators and sensors, respectively. Such BLE
Mesh standard models are optimized to carry out commu-
nications with minimum overhead: the forwarded frames
have a reduced size and the forwarding algorithm is a con-
trolled flooding without routing algorithms, thus being very
efficient especially for many-to-many and one-to-many com-
munications [77]. However, to avoid system performance
degradation, the following considerations need to be taken
into account:

• The length of the system messages has to be reduced: if
such messages are longer than 15 bytes, the frame would
need to be segmented, which implies that each segment
needs an ACK response and then all the segments need
to be reassembled. Such a segmentation degrades the
performance considerably. Luckily, the frames used for
the selected models are very small (they transmit either
an ‘on/off’ code or a specific numerical value).

• The network topology has to be simple: if there are too
many nodes and hops, the controlled flooding algorithm
is no longer efficient and the network can become
saturated [78]. The only control mechanism that the
algorithm contemplates is the use of a Time To Live
(TTL) value to discard network packets. For the use
case analyzed later in Section IV-B, a domestic network
scenario was selected, where the number of nodes is
usually small and with a few hops, so no issues should
arise in relation to the network topology.

As it was previously described, the behaviour of the VAD
node differs from the way standard BLE mesh nodes operate.
Such a behaviour is related to the fact that the VAD node
acts as an opportunistic node [79] that will move throughout
space and time, so it will be associated to different friend
nodes (which behave as described in Section III-C) [80]. This
fact implies that LPN nodes that have to send information
addressed to the VAD node will have to send it to all the
available friend nodes (or at least to a subset of them that
have a high likelihood of being in the range of the VAD
node). Then, the VAD node will read the cache of the friend
node to which it is associated at a specific moment and the
cache addressed to the VAD of the rest of the friend nodes
will be discarded. This is a very simple approach that implies
redundancy and a higher data flow through the mesh, as there
are no routing tables, and it is justified by the following
assumptions:

• The described behaviour is exclusive for information
addressed to the VAD node. The rest of the LPN nodes
operate following the standard BLE Mesh functionality,
which will be associated to a single friend node as a
general rule.

• The messages addressed to the VAD node are not criti-
cal, so a fast response time is not essential. In fact, LPNs
are designed to operate with batteries or with constrained
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power sources, which is why the definition of sleeping
periods is a good practice to increase battery life.

E. SPEECH-RECOGNITION FRAMEWORK SELECTION
Speech-recognition frameworks have evolved remarkably
in the last years. In 2011, Daniel Povey et al. [81] intro-
duced a speech recognition toolkit called Kaldi that quickly
became the ASR tool of choice for countless developers
and researchers. Since Kaldi’s introduction, several speech
recognition frameworks have been released: wav2letter++,
openseq2seq, vosk, SpeechBrain, Nvidia Nemo, Fairseq. . .

Despite having existed for more than a decade as a
framework, Kaldi has relatively few open source models
available [82]. This is a common problem in ML models for
speech recognition based on supervised or semi-supervised
learning. In supervised learning, data consist of labelled
objects. An ML model is responsible for learning how to
assign labels or values to objects (inputs), thus learning which
speech audio object (input) is assigned to a specific tran-
scription (output). Considering the complexity and diversity
of different languages, this represents a major challenge for
speech recognition.

In 2020, the wav2vec2 framework was presented [11].
For the first time, good transcriptions were achieved
through self-supervised learning of meaningful represen-
tations of speech audio, followed by fine-tuning on the
transcribed speech. The framework results outperformed
those obtained by semi-supervised methods. The used type of
self-supervised training strategy, used in otherML disciplines
with remarkable results [36], [83], [84], [85], represents
a considerable advance in the generation of models for
languages with few available resources. From a pretrained
self-supervised cross-language training, it is possible to
obtain good results with a second training or fine-tuning, just
using a small number of labeled text.

After the release of wav2vec2, similar stacks based
on Self-Supervised Learning (SSL) were released, like
HuBERT [86] in 2021 and Whisper [87] in 2022. HuBERT
looks very similar to wav2vec2: both models use the same
Convolutional Neural Network (CNN) followed by a trans-
former encoder. However, their training processes are very
different and HuBERT’s performance, when fine-tuned for
ASR, either matches or improves wav2vec2. Whisper is an
encoder-decoder Transformer model with Mel spectrogram
inputs. Whisper’s encoder feds the inputs into two CNN
layers to finally output the Transformer component and the
predicted tokens.

The main difference between the HuBERT/Whisper and
wav2vec is that the pre-training stage, although it is also
cross-lingual, it is not self-supervised. Wav2vec2 has only
been pretrained on speech from audiobooks, which is a
relatively narrow domain of clean, read speech. This has
implications for model accuracy when processing noisy, con-
versational audio. Whisper, on the contrary, was trained in a
supervised fashion on a very large corpus comprising 680,000

hours of crawled multilingual speech data. OpenAI refers to
such a training as ‘‘weakly supervised’’ since the labels have
not been verified by humans and thus are potentially noisy.
The source and domain characteristics of the training data is
unknown. Nevertheless, it is clear that the Whisper training
corpus vastly surpassed the one used by wav2vec both in
terms of scale and diversity.

Due to the previous analysis, for this article, the three men-
tioned architectures (wav2vec2, HuBERT andWhisper) were
tested and adapted to the proposed edge-intelligent speech-
recognition solution. Specifically, this article describes the
different models that were trained, optimized and evaluated
to suit the characteristics and constraints of performing ML
tasks on edge devices.

F. SPEECH-RECOGNITION FRAMEWORK OPTIMIZATION
AND FINETUNING
1) MAIN FEATURES
With respect to the VAD, a wav2vec2 pre-trained model,
a distilled version and a Whisper model were used at the
finetuning stage in order to adapt the final model to the
Galician language and to use it on mobile architectures. Due
to memory limitations and to the characteristics of the use
case, the input audios are limited to 5 seconds. For conve-
nience, themodels were tested on a smartphone (One Plus 8T)
and a Raspberry Pi 4. Nonetheless, the models can be used
on other embedded devices that include a microphone and
a speaker, and that must have a minimum of computational
capacity and memory to be able to execute ML inference.
In order to transform transcribed text into commands that
can be understood by an IoT system, due to the lack of
grammar corpuses in Galician for finetuning with Bert-based
models for this domain, a set of keywords that trigger spe-
cific commands performed through publishing/subscribing
specific topics was defined.

Keywords are detected from input transcription by per-
forming text distance algorithms in order to determine the
score of every word with a specific keyword. Each of such
algorithms can create specific combinations that trigger the
execution of a specific command, allowing as much as possi-
ble a natural speech for the creation of the command.

Overall, the speech-recognition subsystem performs all
audio processing, speech and command detection. All pro-
cessing is performed in the VAD: from the collection of the
raw voice of the user to the decision of the command to be
executed on the IoT system.

In order to carry out a fair evaluation of the speech and
command-recognition inference, three key parameters were
considered: system response time, accuracy and resource
consumption. The following subsections analyze the different
factors that impact such three parameters.

2) INFERENCE RUNTIME
Numerous frameworks exist for using mobile ML models to
perform inference on embedded devices [88], although they
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are not as mature or functional as standard models. The main
problem is the lack of support for the instruction set used in
the model, as well as the different types of acceleration used
in embedded hardware.

Depending on the type of hardware, there are different
methods for using acceleration. For example, in Android
there is the Android Neural Networks API (NNAPI), which
is a C API designed for running computationally intensive
operations for machine learning on Android devices [89].
NNAPI provides a base layer of functionality for higher-level
machine learning frameworks. CoreML [90] is similar, but for
iOS. It is worth noting that, in the case of the Raspberry PI,
an onboard shared GPU is available (VideoCore VI).

The previously mentioned acceleration mechanisms allow
for parallelizing instructions by reducing considerably the
execution time. However, the set of instructions that they
support is reduced, so, if there is a high number of operations
of the model that are not supported, it will not experience
improvement when executing the inference.

In this article, experiments were performed with four
different ML stacks for mobile platforms: Pytorch Mobile,
Tensorflow Lite, Onnx and NCNN [91], [92], [93], [94].
Pytorchmobile and TensorflowLite are frameworks that have
been adapted formobile platforms departing from some of the
most popular used stacks for ML. Onnx is an open standard
for ML interoperability that supports conversions that enable
AI developers to use models with a variety of frameworks,
tools, runtimes and compilers. NCNN is a high-performance
neural network inference computing framework optimized
for mobile platforms that is focused on an easy deployment
of the most commonly used CNN networks.

3) MODEL OPTIMIZATION
The main way for reducing the size of a model is dynamic
quantization, which consists in reducing the precision of the
weights and/or activation from floating point (fp32) to integer
(int8). This technique can be applied once the model has been
trained and allows for a significant reduction in size and some
improvement in speed of inference [95].

Post-training static quantization involves not just convert-
ing the weights from float to int, as in dynamic quantization,
but also performing the additional step of calibration feeding
with data through the network and computing the resulting
distributions of the different activations. These distributions
are then used to determine how the different activations
should be quantized at inference time. As part of the
wav2vec2 and Whisper feature encoders, the raw audio is
passed to a 1-dimensional convolutional neural network (tem-
poral convolution) followed by layer normalization and by
the application of a Gaussian Error Linear Units (GELU)
activation function, (as of writing, both PyTorch and Onnx
do not support quantization for GELU activation [96], [97]).

Pruning the model is another option for improving the
model efficiency. In general, neural networks are very
over-parameterized, so the process of removing weight

connections in a network can increase inference speed and
decrease model storage size. There are two types of pruning:
structured and unstructured pruning. The difference between
both comes from whether individual weights or groups of
weights are removed together. Pruning generally requires
setting a criteria on the weights of a model, and setting certain
weights to 0 if they match such a criteria. For unstructured
pruning, individual weight connections are removed from
a network by setting them to 0. For structured pruning,
groups of weight connections are removed together, such
as entire channels or filters, thus changing the shape of the
layers.

Setting weights to 0 will only be efficient and will speed
up inference if the number of such weights is high and they
have a large dispersion percentage. Sparsity tensors are still
in beta phase and they are not the best option for speeding
up model inference, being better to compress the size of the
model [98].

The best way to increase the speed of inference is to distil
the model. The original wav2vec2 pre-trained models are
complex, presenting a large number of layers and parameters.
Distilling a model means to generate a simplified model
(student) from a more complex model (teacher) by distilling
the knowledge from the latter to the former. Thus, distilling
generates a model with fewer parameters and with slightly
worse accuracy, but with a considerably increased inference
speed.

As a consequence of the previous analyses, the model
implemented by the system described in this article makes
use of dynamic quantification and distillation as optimization
mechanisms for reducing its size and for speeding up infer-
ence time.

4) WER AND SUCCESS RATE
The Word Error Rate (WER) is a standard metric for ASR
systems [99]. Although the WER is closely related to the
performance of an IoT voice assistant, an exact transcription
is not the expected goal (i.e., the objective is to execute an
IoT command). This fact allows in part for overcoming the
loss of accuracy that results from reducing the size of the
model, since, regardless of the WER obtained by the model,
the reduction and quantification processes will alwaysworsen
the accuracy of the model output slightly.

The main problem that the use of architectures like
wav2vec2 and Whisper solves is the difficulty of performing
speech recognition in different languages. This is a common
problem in NLP: most corpus for specific tasks only support
English. However, with such architectures it is much easier
to obtain a transcription model in different languages. For
example, the fluent speech corpus previously mentioned in
Section II-C allows for building a specific grammar for HAs,
but it needs to map the audio speech to a certain grammar,
which is highly complex when performed for every available
language. So, instead of generating a model that associates
language-specific audios with specific intents related to HA
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(as it is carried out in Fluent Speech Commands), it is
possible to use a model that associates speech recognition
patterns with specific intents, which ismuchmore straightfor-
ward, as it only involves using grammar, as many DistilBert
models do.

Unfortunately, most of the languagemodels generated with
DistilBert for this kind of task are specific for the English
grammar. Translating the corpus used to a specific language
may be a valid option, but, to simplify the developed system,
it was decided to apply text distance comparison algorithms
to compare the output of the model with keywords defined for
the IoT system. This is a simpler and efficient approach (i.e.,
less computational resources are needed) but it requires to be
adapted to the specific commands and IoT components to be
used. To perform this task, algorithms were used to measure
the distance between texts by comparing the keywords with
what was obtained in the transcription. As it is a speech
recognition system, it is possible that phonetically similar
sounds may be misinterpreted during the transcription stage,
so a phonetic distance algorithm is more accurate than those
based on tokens, which would give the same penalty to any
character.

However, most phonetic-text distance algorithms are
focused on the use of the English language. Phonetically,
Galician has hardly any similarity with English, so other
types of algorithms had to be used to measure distance.
There is a wide range of algorithms used to measure text
distances, falling into several categories with different char-
acteristics [100]: Sequence, Edit or Token-based, Simple,
Phonetic or Hybrid.

The algorithms based on Sequence or Edit have the advan-
tage of simplicity and are suitable for short chains. Their
use is more usual in the field of computer science [101].
Those based on tokens are used in general NLP problems, but
are intended for long texts and take semantics into account,
so they are not very suitable for single words or small
sentences [102]. Hybrid algorithms combine an edit-based
approach with a token-based approach and are also used in
NLP [103]. Regarding the algorithms classified as ‘Simple’,
as their name implies, they are really simple, comparing
prefixes, suffixes or length. Therefore, simple algorithms
are very efficient computationally, but they are too simple
for the use case proposed in this article, which was evalu-
ated by using two algorithms: Levenshtein (for Edit based)
and Longest Common Subsequence (LCS) (for Sequence
based). Both are used to compare the similarity of the writ-
ten words with certain predefined keywords that are used
to detect the commands to be executed. The success rate
represents the number of commands that were detected cor-
rectly. Apart from the success rate, other metrics were used
in the analysis of the command detection, such as the num-
ber of detected keywords or the false positives (representing
the wrong detection of a keyword), as well as the average
time of execution of the command detection for each used
algorithm.

Equation 3 defines the detection of keywords between
strings a and b using the Levenshtein distance and similarity.

det(a, b) =
sim(a, b)
lev(a, b)

(3)

Equation 4 shows the expression used for obtaining the
similarity between two strings a and b.

sim(a, b) = max(|a|, |b|) − lev(a, b) (4)

Equation 5 shows the calculation of Levenshtein distance
between two strings (a, b), where tail(x) is a substring of all
but the first character of x. As it can be observed, the second
block of Equation 5 represents the deletion, insertion and
substitutions performed for all substrings of (a, b).

lev(a, b) =



|a| if |b| = 0,
|b| if |a| = 0,
lev(tail(a), tail(b)) if a[0] = b[0],

1 + min


lev(tail(a), b)
lev(a, tail(b)) otherwise,
lev(tail(a), tail(b)

(5)

Equation 6 defines the condition necessary for a detection,
where α is a predefined threshold.

det(a, b) = 0 ∨ det(a, b) ≥ α H⇒ detection (6)

A simpler approach is applied for the similarity calculation
with the LCS algorithm. Keyword detection is performed for
such an algorithm through Equation 7 for two words a and b,
beingM the number of matches between the longest common
subsequence of strings a and b.

det(a, b) =
2 × (|a| + |b|)

M
(7)

Finally, Equation 8 shows the condition necessary for a
detection when using the LCS algorithm, where α is a pre-
defined threshold normalized between 1 and 0.

det(a, b) ≥ α H⇒ detection | α ∈ [0, 1] ⊂ R (8)

IV. EXPERIMENTS
A. EXPERIMENTAL SETUP
In order to test the responsiveness, efficiency and success rate
of the proposed system, different experiments were carried
out by considering that the developed solution is divided into
two subsystems:

• The first subsystem performs speech inference, in which
an ASR ML model is applied to transcribe the com-
mands and then, based on a predefined set of rules
and keywords, the action to be performed is deter-
mined. Accuracy (determined by WER and success
rate), latency and energy/requirement consumption were
measured.

• The second subsystem is the communications subsys-
tem. As it was previously described in Section III-B, the
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FIGURE 2. Main screen of the developed Android application for testing
purposes.

proposed system has been designed to work over BLE
Mesh, whose performance has been evaluated in dif-
ferent scenarios for the subsystem in terms of response
time.

The tests for both subsystems were carried out on different
devices and with diverse embedded hardware in order to
compare the performance of the created mobile ML models
on different platforms. Specifically, tests were carried out by
using an embedded device (a Raspberry Pi 4 with 2GB of
RAMand a Quad-core Cortex-A72 (ARMv8) 64-bit System-
on-Chip (SoC) at 1.5GHz) and a smartphone (a One Plus
8T with 8GB of RAM and an Octa-core Cortex-A77 (ARM
v8) 64-bit (1 × 2.84 GHz, 3 × 2.42 GHz and 4 × 1.80 GHz
Cortex-A55)). For the sake of fairness, instead of using the
built-in Bluetooth interfaces incorporated on the Raspberry
and the selected smartphone, the communications subsystem
was evaluated by using independent BLE boards fromNordic
Semiconductor (nRF5x based boards [72]).

For the smartphone tests, a basic Android application was
developed. The main screen of the application is shown in
Figure 2. With such an application it is possible to send
voice commands by clicking the start button, which starts a
5 second recording. Then, the application performs the tran-
scription inference with one of the different models exported
to Android. Finally, the application shows at the bottom of
the screen the detected keywords.

B. EVALUATED USE CASE
In order to illustrate the operation of the proposed system
and thus to evaluate its performance, a specific use case was
devised. In such a use case a user sent voice commands in
Galician to activate an IoT heating control. For this purpose,
first, the user provided a sentence that included specific

keywords such as ‘‘activate’’, ‘‘heating’’ or ‘‘temperature’’
(or synonyms of such keywords). Then, the ASR performed
the transcription and, after applying the selected text-distance
algorithm, the keywords were detected and triggered a spe-
cific rule from a set of predefined rules. Each rule executed
one or more actions that sent through the communications
subsystem using BLE mesh.

As an example, Figure 3 shows a sequence diagram that
illustrates the communications performed between a user and
several nodes. In the illustrated case, the rule for activating
the heating through temperature involves two IoT nodes: a
node that controls the heating (smart relay) and a temperature
sensor. Since in the proposed scenario it is assumed that
temperature changes inside a house are not abrupt, both nodes
can operate as LPN, so they can be battery operated and will
remain sleeping most of the time. Therefore, the defined rule
will simply notify the smart relay when it wakes up that it
should subscribe to the temperature topic and be operated
(i.e., it should be able to receive on/off commands) depending
on a specific temperature value.

With a target temperature defined by the user, the heating
(smart relay) will switch on and off over time. It is also
possible to receive a notification on theVADwhen the heating
is switched on or off. For such a purpose, the VAD node has to
be in the range of any of the deployed IoT nodes and it will act
a LPN node of the BLE mesh. Then, when the VAD would
wake up, it would poll a friend node to look for messages
for it.

Since an LPN must establish a friendship relationship with
another node that supports the friend node functionality to
reduce its receiver duty cycles and to save energy, it is impor-
tant to determine which node should be chosen as a friend
when there are several in range. When an LPN publishes
a friend request message, this message is not retransmit-
ted and is therefore only processed by friend nodes within
direct reach. Friend nodes that receive such a message send
certain parameters including the supported ReceiveWindow
size, available message queue size, available subscription
list size and the Received Signal Strength Indicator (RSSI)
value measured by the friend node. The friend node transmits
those parameters in a Friend Offer message back to the LPN.
After receiving a Friend Offer message, the LPN selects a
suitable friend node by applying a specific algorithm devised
by the product developer. The algorithm is likely to consider
various aspects: some devices may prioritize ReceiveWindow
size to reduce power use as much as possible, while others
may be more concerned about the RSSI value in order to
ensure they can maintain a good quality link with the friend
node [104].

However, since the VAD node behaves like a moving LPN
node, any node with the friend node functionality can be its
friend node at any given time, so it is necessary to replicate the
cache of messages addressed to the VAD on all nodes acting
as friends. As it is detailed later in Section IV-G1, the time
degradation involved in propagating these messages across
the mesh has been measured when bypassing the sleep cycles
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FIGURE 3. Sequence diagram of an example of opportunistic behavior of the Bluetooth subsystem.

times indicated in Figure 3 and thus calculating the time spent
forwarding the messages in scenarios with a different number
of hops.

C. SPEECH-RECOGNITION ACCURACY
In order to find out how the different tested optimization
mechanisms impact the accuracy of the used ASR model,
WER was analyzed for a set of test audios. In particular,
different models were generated by considering the use of
dynamic quantization. In addition, since the used test audios
have a fixed duration of 5 seconds but it is possible that the
full 5 seconds are not used to provide a command, a prepro-
cessing of the audio was carried out to trim the silences based
on a silence length and a volume (in decibels) threshold,
which such silences impact the obtained WER. Thus, four
different models were created:

• A large model based on Facebook’s multi-language pre-
train: Wav2Vec2-XLSR-53 [105].

• A base model based on the multi-language pre-train
Wav2Vec2-Base-VoxPopuli [106].

• A distilled pre-train model generated with Distil-
HuBERT, a novel teacher-student framework for
speech-representation learning by multi-task knowledge
distillation [107]. Even distilled, the generation of a
pre-train acoustic model is a computationally expensive
task that requires high-end Graphical Purpose Units
(GPUs), so it was distilled on a student model via

s3prl framework [108] with more than 1300 hours of
unlabelled audio for Spanish, Italian and Portuguese
from LibriSpeech [109], which are languages closely
related to Galician.

• A tiny model based on the pre-trained model from
openAI, trained on 680,000 hours of multi-language
labelled data [110].

After creating the pre-trained models for acoustic rep-
resentation, each model was finetuned with approximated
20 hours of Galician labelled data [111], [112]. The final
finetuned models can be found ready to test on Hugging
Face [113], [114], [115], [116]. In such a webpage, the result
of the training can be observed on the Training Metrics
section. It is important to note that the WER results shown
there are for the training dataset, so they are better than
the WER results obtained in the experiments presented in
this article, which are depicted in Table 2 together with the
number of parameters and the size occupied in disk by each
model.

Specifically, Table 2 shows that the large model is
heavy and complex, so it is not adequate for most current
battery-operated IoT devices. Table 2 also shows that the
simple fact of applying dynamic quantization (see the mod-
els with optimization ‘QINT8’) reduces considerably model
size and allows for using it in devices with memory con-
straints. However, quantization does not reduce the number
of used parameters. The base model is lighter and more
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TABLE 2. Number of parameters, size and WER for the different models.

suitable for embedded devices, however it is still heavy for
low-performance IoT embedded devices.

Luckily, the distilled model reduces even more the com-
plexity of the model and makes it more efficient, although
trimming does not affect the structure of the model, since it
is a very simple pre-processing that allows for reducing the
size of the audio and therefore to accelerate the inference.
Nonetheless, it can be observed that trimming can impact
the transcription of certain words, as it is configured with a
predefined threshold. The decibel threshold will depend on
the noise of the environment: if there is too much ambient
noise, setting a low threshold will not trim the audio at all,
while if it is too high, it may cut certain words from the
speech.

Regarding theWER, it can be observed how applying opti-
mization methods progressively reduces the accuracy of the
system, being the distillation with quantization and trimming
the most imprecise but also the most efficient model. This is
analyzed in the next section, where the created models are
compared from the point of view of their inference time.

D. INFERENCE TIMES
1) INFERENCE TIME WITH EDGE DEVICES
Apart from accuracy, another determining factor that impacts
the proposed system performance is the ASR model infer-
ence time. All the models described in Section IV-C support
dynamic quantification and are optimized for mobile plat-
forms, allowing the use of NNAPI on Android or CoreML
on iOS. However, such solutions present a common problem:
the support for ML on Edge devices is still in beta and is
limited for NNAPI and CoreML. In the case of NNAPI,
its execution is efficient when the required operations are
supported (otherwise execution is slower than when using
the CPU).

In the case of the Raspberry, one option to use GPU accel-
eration is the use of Vulkan [117]. The NCNN framework

offers support for Vulkan, but the problem is the same as in the
previous cases: the lack of support for some of the operations
of the particular model. For this reason, CPU-based inference
was used on both platforms.

The stack eventually chosen for the inference runtime was
ONNX [94], since it was the one that provided the best results
and it is widely portable, enabling to import/export from a
wide range of ML frameworks, thus allowing the interop-
erability with many of the most popular frameworks (e.g.,
pytorch, tensorflow) and abstracting about the downstream
inferencing implications.

For the experiments presented in this article, the following
configuration was used for ONNX runtime execution:

• options.graph_optimization_level: it enables all opti-
mizations. It was set to ORT_ENABLE_ALL.

• options.intra_op_num_threads: it controls the number
of threads to use to run the model. It was set to the
maximum cores available on the device.

• options.execution_mode: it controls whether the oper-
ators in the graph run sequentially or in parallel. It was
set to ORT_SEQUENTIAL.

Usually, when a model has many branches, setting the
option execution_mode to ORT_PARALLEL together with
inter_op_num_threads to parallelize the execution of the
graph (across nodes) will provide better performance. How-
ever, the used models do not present too many branches and
no improvement was appreciated when using this execution
mode.

Thus, using the previous runtime configuration, three dif-
ferent inference sessions were carried out (one for eachmodel
with quantification) for the transcription of a single audio and
when executed on the Raspberry Pi. For each session, the
different computational operations performed by the model
were analyzed, including their total number and the amount
of time dedicated to each one.

Figures 4a, 4b, 4c and 5 show, respectively, the results
for the inference sessions for the Distilled, Tiny, Base and
Large models. For the Base and Distilled models the convo-
lution operations are the most critical. This is normal, since
wav2vec2 is a CNN, so the Convolutional Layers are the
most important layers in the ML model where the important
features from the input are extracted and where most of the
computational time is spent. In fact, apart from having a
notable impact in these models, these layers are very sensitive
to quantification (for CNNs it is recommended applying static
quantization [118]). The results also show that, for the Base
and Distilled models, quantifying the mentioned layers offers
worse performance, especially in the distilled model. Thus,
in the quantified version of the Base and Distilled models, all
layers except the convolutional ones were quantified (a total
of 8 layers for both models are convolutional). In contrast,
Whisper is a RNN, which also has convolutional layers, but,
as it can be observed in Figure 4b, the time consumed in them
is much less than for the wav2vec2-based models.

The results for the inference session of the Large model on
the Raspberry Pi show the amount of time spent on inference
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FIGURE 4. Total time and number of occurrences for each model operation in reduced models. Distilled (a), Tiny (b), Base (c).

FIGURE 5. Total time and number of occurrences for each model
operation in Large model.

operations in comparison to the other three reduced models.
Looking at Table 2 and Figures 4a, 4c and 5, it can be seen
how the reduction of the model is what most impacts infer-
ence times. For instance, on the Raspberry Pi it is possible
to achieve an improvement in the speed of more than 2.4x
and 3.5x over the Large model in the Base and Distilled,
respectively. The Tiny model, despite being slightly slower
than the distilled model (approx. 100 ms), does not have the
bottleneck related to the convolutional layers of the distilled
model, which represent more than 58% of the inference time.
Thus, in the case of the Tiny model, the operation that takes
most of the inference time consumes less than 20% of the
total.

The obtained results can be complemented by comparing
the performance of the two evaluated devices (the Raspberry
Pi and the smartphone) when carrying out the same tasks.
In such a case, it is worth noting that, for the calculation of
the inference time, there is an identical pre-processing time
for the different used models and a loading time that depends

TABLE 3. Times obtained for the Raspberry Pi 4.

on each model. These two times elapse at the beginning of
the execution only, therefore, for each inference, only the
transcription time goes by. Thus, Table 3 shows the average
time for load and transcription for the Raspberry Pi, while
Table 4 shows the same times for the selected Android smart-
phone. To judge the results, it is important to remember that
all audios have a 5 seconds duration except in the models with
Trimmed options, where they are in general smaller.

Both for the Raspberry Pi and the smartphone, for the
Large model it is indicated ‘N/A’ because without quantifi-
cation it is not possible to execute inference due to memory
limitations (even on the selected smartphone, which has 8GB
of RAM). Therefore, the quantization of the model increases
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TABLE 4. Times obtained for the Android smartphone.

the inference speed significantly, especially when loading
the model, partly due to the considerable reduction in space.
In the case of trimming audio, improvement is achieved, but
only in transcription times.

For the selected Android smartphone, the quantified Large
model can be used in real applications in light of the times
obtained. However, that is not the case of the Raspberry Pi,
which has less processing capacity, especially considering
that inference runs on the CPU. For a platform with hardware
similar to the one of the Raspberry Pi, the best option would
definitely be to use a lighter model like the Distilled, whose
inference times are under 2 seconds.

2) INFERENCE TIMES WHEN USING A CLOUD SERVER
The inference times obtained in the previous section are
local times (i.e., times related to the execution on the mobile
devices). To quantify the impact of Edge Computing on the
response delay, in this Section, inference time is measured
when the models are hosted in a cloud server. Since the cloud
was a powerful server (with 2 AMDEPYC 7763 cores, 32GB
of RAM and an Nvidia TITAN A100 64GB GPU), no opti-
mization mechanisms were applied, so the Large model was
used to provide high precision at the output. To carry out
inference on the cloud, two API calls were performed against
the remote server: one was in charge of sending the audio
to the server, while the second one requested the processing
of the audio and returned its transcription.

The tests were performed with a WiFi connection using
IEEE 802.11n in the 2.4GHz band. Figure 6 shows the
channel occupancy (the access point for the connection to
the server is represented in the figure as ‘‘SSID1’’; the rest
of the network identifiers have been renamed to protect their
privacy).

The REST API tests were performed in two different sce-
narios: one with good connectivity (Scenario A) and another
one with poor connectivity (Scenario B). The quality of
the connection was measured through the Round-Trip Time
(RTT) of the desired server. Scenario A was considered as
‘‘good’’ since the performed tests showed 0 packet losses
of a total of 50 delivered in 49,067ms with a RTT whose
minimum was 38ms, the maximum was 50.7ms and the

FIGURE 6. WiFi channel occupation for the 2.4 GHz band.

average was 41.27ms. The ‘‘poor’’ connectivity scenario (B)
achieved the same packet reception in 49,079ms with higher
RTTs: the minimum was 44.15 ms, the maximum was
143.68ms and the average was 56.38ms.

Table 5 shows the times required to perform the two queries
and the total time needed by the whole inference process for
the scenarios A and B indicating the RTT of the connections.
A total of 50 measures were performed.

As it can be observed in Table 5, as expected, times are
smaller for the good connectivity scenario, being close to
those obtained locally for the Android smartphone when
using the distilled model (this is also in part due to the short
duration of the audios). However, in scenario B times are
clearly larger.Moreover, in scenario B, due to poor connectiv-
ity, significantly high values occur (e.g., for the 50 measure-
ments performed, one of them reached 15,735ms; without
such a measurement the average decreases to 1212.15ms).

E. COMMAND DETECTION
In the previous subsections the performance of speech infer-
ence process has been analyzed, but, as it was mentioned
before, the ultimate goal of the proposed system is not to
transcribe a speech literally, but to perform an action after
processing the speech. It is therefore essential to measure
the effectiveness and latency for detecting a command. For
such a task, 25 voice commands with a 5 second duration
were tested. Such commands represented a subset of the
available commands. Each of the tested commands belonged
to one of 8 different categories (turn on/off lights, turn on/off
heating, turn on/off smart heating, show actual temperature,
show notifications, turn on/off alarm, increase/decrease vol-
ume, call phone number) and all of them were expressed
differently with natural spontaneous language and with a total
of 28 different keyword predefined for the system, whose
appearances in the utterance make it possible to determine
the command to execute. For instance, the sentence ‘‘Non
escoito ben, fala máis alto’’ (I do not hear well, speak
louder) would be an example of a speech that includes several
keywords. Specifically, the sentence includes two keywords
‘‘fala’’ (speak) and ‘‘alto’’ (louder), which fall under the
category ‘‘increase/decrease volume’’.
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TABLE 5. Latency results obtained for transcription inference with large model hosted on the cloud when tested in scenarios A and B.

It is worth mentioning that, as indicated in [119], the gener-
ated Galician model has some problems in the segmentation
of words that can be improved by using a beam decoder with
a language model [43]. However, since the default greedy
decoder is more efficient, it was the one used. To overcome
the mentioned problem, the system simply compares each
word with the possible keywords and then the selected key-
word is joined to the next and previous words. This provides
a better comparison when a possible keyword is segmented
into two words.

On the other hand, Whisper models add punctuation and
accents that are not relevant for the selected home IoT sce-
nario, so all these unwanted characters were escaped in the
resulting transcription.

It should be noted that the detection of false positives
does not necessarily imply an error in detecting a command.
Likewise, there are commands that may be recognized with-
out detecting all the keywords in the phrase. It should be
also considered that certain keywords can also trigger other
keywords that are synonyms.

Tables 6 and 7 show the number of errors, the number of
detected false positive keywords and the processing times in
relation to the execution of the model on the Raspberry Pi
when using the Levenshtein and LCS algorithms.

As it can be observed in Tables 6 and 7, the large model,
despite detecting several false positives, did not make any
mistakes. In the case of LCS (Table 7) two different values
are shown for the two model tests (i.e., for the quantified
and quantified trimmed models): this is because one was
performed with the same ratio as the rest of the tests (i.e.,
Base, Distilled and Tiny)while the other with a slightly higher
ratio for the Largemodel. Thus, since the Largemodel ismore
accurate, with a lower ratio it detects more false positives,
only making one error.

For quantified and quantified with trimming algorithms
and for the large model, the results are almost identical.
For the lower precision models, errors and lower keyword
detection occur, but there are also no significant differences
between using one or both optimizations or the original
floating point model. With respect to the distance algorithm,
in terms of time, there is a relevant difference between

TABLE 6. Command detection results obtained with Levenshtein
algorithm.

TABLE 7. Command detection results obtained with LCS algorithm.

Levenshtein and LCS. Moreover, it can be concluded that the
operation of the LCS algorithm is simpler but it also requires
a finer adjustment of the detection rate.

F. POWER CONSUMPTION
Another interesting aspect to be considered in the proposed
system is power consumption, since the inference will be
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FIGURE 7. Regular operation of the Distilled model with 2 speech inferences.

performed on battery-powered devices. Figure 7 shows the
power consumption of the Raspberry Pi 4 when executing
the distilled model. Measures were taken with a Joulescope
[120], which is a high precision power meter device with a
1.5 nA resolution and which is able to obtain measurements
of voltage and current at 2 million samples per second and
with a 250KHz bandwidth.

Figure 7 depicts power consumption by distinguishing the
different execution stages:

• Stage 1 - Pre-processing. It is common to all models, and
requires an approximate average current of 675mA.

• Stage 2 - Loading of the model. During the first part
of this stage the system remains in idle, consuming
approximately 520mA. The second part is related to the
actual model loading, which consumes an average of
731mA.

• Stage 3 - First inference and transcription. For the sake
of clarity, Figure 7 represents a first inference and
transcription event, which requires an average of 1.2A,
followed by a 5-second delay that consumes roughly
525mA (such a delay was included for visualization
purposes, to distinguish more clearly the two performed
inferences).

• Stage 4 - Second inference and transcription. The con-
sumption of this stage varies significantly for the four
tested models. Figure 8 shows the consumption for each
of the reduced models while Figure 9 shows the values
obtained for the quantified large model. The difference
in consumption is noticeable: the event has a power
consumption of approximately 3.13Wh (626mA) and
4.22Wh (844mA) for the Distilled and Base models,
respectively, while the large model presents a consump-
tion of 11.04Wh (2207.9mA). Therefore, in terms of
consumption, the first two models are more adequate
for embedded devices like the Raspberry Pi. The infer-
ence event of the tiny model, despite being less than
100ms slower on average, has a lower average current

consumption than the base one (1.13A versus 1.23A),
being both adequate for low-resource devices.

Regarding the power consumption on the tested smart-
phone, unfortunately, it is not possible to use the Joulescope
to obtain precise power consumption measurements as on the
Raspberry Pi due to the embedded battery load regulator (i.e.,
it is not easy to measure the real power consumption without
bypassing the battery-load regulator). Nonetheless, Android
allows for exporting the system power consumption traces,
which provide a general overview of the overall consumption.
Thus, Figures 10 and 11 show such traces for battery and CPU
usage, respectively.

In particular, Figure 10 shows the evolution of the bat-
tery on an execution of 22 inferences of 5 seconds when
making use of the distilled model every 10 seconds. As it
can be observed, a quite intensive use of the battery occurs.
The results of the estimated power use of the developed
application indicate that roughly 0.03% of the battery was
consumed. Considering that the battery capacity of the
selected smartphone is 4500mA, an approximate consump-
tion of 1.35mA was required for the total execution (similar
to which is observed in Figure 7 for the Raspberry Pi but with
more speech inferences) and 0.061mA for every individual
inference event, which implies a battery level decrease of
approximately 0.0013%.

Figure 11 shows the CPU usage required by the Android
system during the execution of the application. In particu-
lar, an inference event for the distilled model of 556.4ms
is highlighted. It can be seen how the first 4 CPU cores
manage Android internal tasks (which show a relatively high
usage outside of the inference event interval), while the
other 4 CPUs are dedicated specifically to the execution of
the developed application, showing an intensive use during
the inference events.

The obtained results, which should be considered as rough
approximations, show a power consumption of 0.0411mWh
for the distilled model, which, compared to the 3.13Wh
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FIGURE 8. Inference event current on reduced ASR models.

FIGURE 9. Inference event current consumption for the large model.

obtained for the Raspberry Pi for the same model, suppose
a noticeable difference. However, it is important to note that:

• Both platforms make use of completely different
hardware.

• No specific optimization mechanisms were imple-
mented on the base OS.

• Measurements were taken in a very different way.
The measurements for the Raspberry Pi 4 are more
accurate than the estimations obtained for the Android
smartphone.

• The Raspberry Pi 4 is more oriented towards a general
use as a desktop computer and is not optimized for being
used in low-power consumption solutions that run on
batteries. Its consumption in idle is between 400 and
550mA, which is quite high in comparison to the current
consumed in idle by devices like Raspberry Pi Zero
(around 80mA). Nonetheless, there are several adjust-
ments that can be made to optimize power consumption
without limiting CPU frequency (e.g., by disabling the
USB/Ethernet ports), but, since the performed tests were
essentially focused on measuring the current consumed
by inference events, the previously suggested improve-
ments would not contribute to minimizing the overall
solution energy consumption.

G. BLE MESH LATENCY
The use of BLE Mesh introduces communications laten-
cies that have been estimated. For such an estimation,
three different scenarios were considered and thus determine

TABLE 8. Results obtained for the Bluetooth communications subsystem
when testing and executing IoT commands in the three selected
scenarios.

how BLE Mesh impacts latency when carrying out direct
communications.

To perform this set of experiments, RSSI was used to
distinguish among the scenarios. According to Nordic’s
datasheet for the used BLE Mesh board [121], the sensitivity
in BLE 1M mode is -96 dBm. It is worth noting that, since
the used board has a Power Amplifier/Low-Noise Amplifier
(PA/LNA) module, the obtained range is better than the usu-
ally achieved with most Bluetooth devices.

It must be indicated that the three selected BLE Mesh sce-
narios are not related to the ones described in Section IV-D2.
In this case, the scenario A had the best signal reception,
with an RSSI equal to or higher than -55 dBm. Scenario B
had a medium signal reception, thar was between -70 and
-77 dBm. Finally, scenario C had the worst signal strength,
with an RSSI equal or under -87 dBm.

Regarding themeasured latency, it includes the period from
the sending of the IoT command (once it has been deter-
mined) until the completion of the requested action by the
sensor/actuator node. Times were obtained through a serial
connection to the VAD and IoT nodes, which were previously
synchronized through Network Time Protocol (NTP).

The results shown in Table 8 indicate that, on aver-
age, in the scenario with the worst signal (C) a latency of
113.41ms was required, while only 78.49ms for the best sig-
nal scenario (A). In any case, less than 282mswere necessary.

These results show that BLE Mesh is an efficient proto-
col for performing communications with IoT devices when
short messages are involved and when considering the total
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FIGURE 10. Android battery history for the distilled model.

FIGURE 11. Android system trace analyzer for the distilled model.

time as the time of transcription and command detec-
tion. For instance, in an Android-based system it would
be possible with the fastest models to perform an action
in less than 1 second, which is a reasonable latency for
immediate-response tasks such as lighting control. For com-
pletion purposes, the next section goes further and analyzes
latency for opportunistic scenarios, where no direct commu-
nications are available.

1) VAD OPPORTUNISTIC COMMUNICATIONS
a: OPPORTUNISTIC SCENARIO
Opportunistic systems complement traditional infrastructure-
based communications by allowing mobile devices to com-
municate directly with each other when in range [122]. Due to
their design, they are considered beneficial in urban systems
where the network is overloaded, as well as in scenarios
where no communications infrastructure is available [123].
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This last aspect is interesting for HA environments, since
the cost of infrastructure to sensorizing a house can be
high. By design, opportunistic systems are infrastructure-
free, in which human-carried mobile devices (nodes) store
and relay data when the opportunity arises.

In this case, the VAD node acts as a mobile node that can
receive messages opportunistically from other devices. This
occurs in contrast to the usual approach in HA environments,
where voice assistants consist in smart speakers distributed
throughout the different rooms of a house and whose com-
munications are all centralized in a hub or server, with the
involved costs. This approach is not usually considered by
the main wireless HA protocols, which are focused on the
use of static IoT devices that communicate with a specific
relay/gateway node. In this case, being the VAD a mobile
device, the solution is to replicate the information between
the different relay nodes.

b: OPPORTUNISTIC PERFORMANCE
In order to test how the opportunistic message strategy
impacts the system, the delay involved in redirecting a mes-
sage through several intermediate gateways was measured.

In this case, the total latency of the system is not a relevant
performance indicator, since LPN nodes are most of the time
asleep due to operating on battery or with a limited power
supply and since the type of information they send to the VAD
node is not critical. The example described in Section IV-B is
a clear case of this kind of scenario: the activation of the intel-
ligent heating system does not involve an intensive polling
of the house temperature since there will not be significant
variations in a short time (i.e., the heating will not raise the
temperature quickly).

The total system response latency will be conditioned by
the sleep cycles of the LPN node. However, it is possible
to measure the time it takes to circulate an end-to-end mes-
sage addressed to the VAD node when requiring a different
number of hops (ignoring the sleep times). Table 9 shows the
transmission times according to the number of hops (with a
maximum of three) in different scenarios. These three sce-
narios are not physically the same as those considered in
Table 7, since they contemplate opportunistic scenarios, but
they follow the same RSSI ranges indicated in Section IV-G.
In fact, another aspect to take into consideration for testing

is the increase of the number of intermediate nodes. It is
necessary to take into account that the nodes are in range
forming a daisy chain. This is important, since BLE Mesh
does not make use of routing tables and it is possible that
in the communication some intermediate nodes are skipped
(when another node is in range). To avoid this issue and
thus make sure that intermediate hops are not skipped, the
transmission power levels of certain nodes were lowered.

c: EXPERIMENTS
To calculate the time it takes from source to destination (being
the origin the VAD node and the destination any LPN node
in the system), a serial connection was used in the source and

FIGURE 12. Node and gateway locations for the indoor tests.

destination node as in the previous section and also in the
next hop to the source node (VAD) to obtain the RSSI value.
In this case, the different RSSI values for each scenario refer
only to the source node, since is the only that is in movement
and could experiment notable variations.

In order to calculate the time it takes from the source to
the destination when several intermediate hops are involved,
a serial connection is used to obtain the timestamp from the
source node (i.e., the VAD node) to the destination node (i.e.,
a specific LPN node). In addition, this mechanism is also used
to obtain the RSSI of the intermediate node that receives the
message from the VAD and thus to correlate it with the three
RSSI ranges defined in Section IV-G. Regarding the RSSI
of the rest of the intermediate nodes, it is not specifically
analyzed in the tests since they remain static, so they do not
experience variations as remarkable as for the VAD node.

The tests were carried out indoors in a house and through-
out 8 different rooms. A map of the indoor scenario in which
the tests were carried out is shown in Figure 12. In such
a Figure, GW1, GW2 and GW3 represent the intermediate
gateways employed in the different scenarios (the gateway
antenna orientation is also depicted). The destination node
(LPN Dst) remained for all tests in the same position, while
the intermediate gateway position varied according to the
number of hops: for one hop only GW2 was used; with two
hops, GW2 and GW1 were employed; and for three hops all
the represented gateways were used. In addition, the inter-
mediate gateways of the different scenarios were static, with
stable RSSI values that ranged between -66 and -82 dBm.
In contrast, the VAD node was placed in different positions
depending on the scenario and considering the RSSI ranges
defined in Section IV-G.

The results showminimal differences between the different
levels of RSSI, similar to those shown in Table 8. However,

63644 VOLUME 11, 2023



I. Froiz-Míguez et al:. Design, Implementation, and Practical Evaluation of a Voice Recognition

TABLE 9. Latency results obtained in multi-hop communication between the VAD and the IoT node.

as the number of hops increases, there is a noticeable increase
in the measured times. In particular, increases in latency
ranging from 20% to 42% are observed as the number of hops
grows.

Finally, it should be considered that, when using the BLE
Mesh standard, as a network grows in terms of complexity, its
communications tend to become saturated. In such a case, the
only control mechanism that is provided consists in sending
addressed messages and in defining a TTL value. However,
to avoid potential saturation problems, it is better to avoid the
deployment of BLE Mesh networks that require a complex
topology.

V. KEY FINDINGS AND FUTURE CHALLENGES
From all the tests and developments carried out throughout
this article, the following conclusions were obtained:

• Most of the speech recognition models are heavy on
resources and need to be run on a server, which leads to
a potential lack of privacy, high costs and security prob-
lems. Themain supported languages are the most widely
spoken, which traditionally require the use of corpuses
with thousands of hours of audio associated with texts,
which complicates the generation of language-specific
corpuses.

• The main literature and solutions for NLP problems
are specific for the English language, which makes it
difficult to perform specific language processing tasks
for different languages (mainly due to the lack of corpus
in other languages).

• The latest ASR solutions allow for generating
multi-language transcriptions with few labelled data
hours for training, which enables to obtain an accurate
acoustic model in specific languages with few resources.

• Text-distance algorithms are an elegant and efficient
solution to overcome the lack of NLP corpuses for non-
English grammars. However, for an acoustic model like
the one generated, the ideal option would be to use
phonetic-based algorithms, which are mostly based on
English phonetics.

• The portability of embedded models for audio tasks is
still low. They are too complex for being used in embed-
ded architectures, at least in comparison to the most
popular computer visionmodels formobile architectures

(e.g., MobilNet, Yolo), which are much lighter and
can perform CPU inference with reduced times. For
instance, the small model of MobileNetV3 has 1.7M
parameters [124], much less than for the Tiny and Dis-
tilled models generated for this article.

• The main technologies that allow for using embedded
models on mobile platforms fail to support acceleration
in many of the instructions for the generated models. For
instance, the use of NNAPI acceleration with ONNX
library lacks support for 7 different instructions with
generated models [125]. One of such instructions is the
convolution, which is the most critical in terms of pro-
cessing time. In fact, acceleration in ONNX for Android
only supports the 2-dimensional convolution (wav2vec2
and Whisper use 1-dimensional convolutions). More-
over, devices that are not based on Android suffer from
a similar problem. For instance, the Raspberry Pi can
make use of acceleration for inference through Vulkan,
but the number of supported instructions is still limited.

• The obtained results are good when it comes to short
audios, despite performingCPU inference. Evenwithout
the use of hardware accelerators like Google Coral, the
Distilled, Base and Tiny models are undoubtedly the
most suitable for an embedded devicewith low resources
in terms of consumption and latency (like a Raspberry
Pi). Specifically, the Distilled model is the most effi-
cient. For the Android platform, even the large model
with quantification produces acceptable inference times.
Reduced models are more suitable for low-end smart-
phones, since such smartphones have larger capacity
batteries (nonetheless, all of the generated models are
valid in terms of energy consumption).

• The distillation of the Large model obtained the best
results to speed up inference. Although applying quan-
tification also provided a slight increase in speed, the
most remarkable speed-up was obtained by distilling the
knowledge of a large model into a small model with a
much lower number of parameters and connections.

• Whisper-based model presents a better WER than the
wav2vec2 and distilHubert based models. Despite using
the same corpus for finetuning every model developed
in the system, in relation to the number of parameters,
Whisper provides better results. In this case, the fact that
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the Whisper pretraining is supervised (weak supervision
with labelled text from different domains (not only read
text) with a higher number of hours than wav2vec2)
makes it more robust. However, the time spent on tran-
scription by Whisper is higher. This is in part due to
the fact that it performs more tasks than wav2vec2 (e.g.,
capitalization, accents). Such tasks may be relevant for
an ASR model, but they are not for a voice assistant.

• Although all developed models employ multi-language
pre-training, those based on wav2vec2 (and gener-
ally SSL-based models) are limited in this respect,
as the pre-train is based on a unsupervised train-
ing for masked prediction of unlabelled audio that
does not learn a speech-to-text mapping (this map-
ping is only learned during fine-tuning). On the
other hand, Whisper is pre-trained with a large
amount of labelled audio-transcription data (680,000
hours against 60,000 hours for wav2vec2). Therefore,
Whisper requires additional fine-tuning to achieve
the same WER results of wav2vec2 and preserv-
ing multi-language knowledge from the pre-training
phase, thus making it more suitable for multi-language
solutions.

VI. CONCLUSION
In this paper, an IoT home automation system with voice
assistance has been presented. The system operates exclu-
sively on the edge, without the need for an Internet connec-
tion, requiring a reduced deployment in infrastructure and
allowing the use of low-resource languages like Galician.
The system has been tested in static and mobile opportunistic
scenarios, providing relatively fast and efficient response
times, performing CPU-only inference for transcriptions,
being suitable for edge devices with minimal computational
capabilities and implementing a distributed architecture with-
out the need for expensive gateways or hubs to manage the
communications with the deployed IoT nodes.

Specifically, different multi-language ASR models were
developed, validated and optimized for being used with
a voice assistant. A relevant effort was put on the opti-
mization and performance evaluation of reduced models
that can be used by Android devices or by other types
of resource-constrained embedded hardware. Moreover, the
proposed system considers the use of mobile opportunistic
devices, which is beneficial from the infrastructure point of
view. Such an opportunistic approach was evaluated in terms
of latency, obtaining the system response times in different
scenarios. In terms of latency, with themost limited hardware,
inferences of less than 2 s were achieved for the best case
while accuracy for the worst case reached a success rate
of 76%. Specific details have been provided regarding the
energy consumption required by the transcriptions of each
tested model. Finally, transmission latency was measured
between the VAD and an IoT nodes, showing that it never
exceeded 300ms for the worst case in direct connection and
600ms with 3 hops.
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