
ORIGINAL PAPER

Letters in Spatial and Resource Sciences           (2024) 17:13 
https://doi.org/10.1007/s12076-024-00378-8

Abstract
Influenced by the concept of the strength of a force in physics, access to markets 
has since the 1940s been evaluated by indicators of ‘potential’, measured as a sum 
of a distance-weighted of population or market size of foreign or external territo-
ries. Later development of the New Economic Geography (NEG) by Paul Krugman 
did not solve the problem of calculating internal market size in a way that can be 
used to add it to calculations for external market potential. This paper analyzes the 
consequences of geometrical justifications in measuring internal market potential. 
For a sample of European regions, the paper concludes that the literature should be 
more explicit about historical processes of agglomeration and methods of calculat-
ing internal market size.

Keywords  NEG · Agglomeration · Wage equation · Internal market potential · 
Internal distance · Self-potential

JEL Classification  C18 · C21 · F12 · R12

1  Introduction

Stewart (1941; 1947) applied the law of gravitation to demography, proposing the 
concept of ‘population potential’ to measure a location’s proximity to the popula-
tion of the total system. Isard (1954) extended this idea to ‘income potential’, and 
Harris (1954) further extended it to ‘market potential’ to measure the strength of the 
attraction created by accessible market size in each location. A distance-decay func-
tion replicates the empirical fact that the interaction between two locations decreases 
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as the distance between them increases. The simplest definition of this function is 
the reciprocal of distance. Krugman’s (1992; 1991) ‘wage-type’ equation predicts 
the effects of a very similar variable, defined in terms of the structural features of 
a formal model, thereby founding the New Economic Geography (NEG). For the 
European regions, later literature showed that the empirical results were very simi-
lar whether one used Harris’s indicators or the more sophisticated NEG procedure 
derived by Redding and Venables (2004).

A key issue in this literature is the measurement of internal market size. As trade 
costs are assumed to be related to location, locating markets is crucial. For foreign 
or external markets, market size is assumed to be located at the geographical center 
of that territory. Distances between centers of areal units are easy to measure. When 
we wish to compare these calculations to the calculation of internal market size, 
however, we confront an old problem: what is the distance (trade cost) of a country 
or region to its own domestic market?

Using cross-sectional regional European data, this paper evaluates the role of mea-
suring internal market size when estimating a wage-type equation. It also shows the 
effect of including the internal market size on the spatial distribution of the variables. 
Given that regression is about fitting the average relative values of variables, similari-
ties and differences between the average spatial distribution of variables are key to 
understanding regression results.1

Assuming that the average region is circular, I compare the effects of two alterna-
tive methods for measuring internal distances. First, internal distances may be cal-
culated considering the expected distribution of agents in the disk (Stewart 1947; 
Rich 1980; Keeble et al. 1982). Following this approach, I study the case of proxying 
internal distances as 1/3 of the regional radius. Second, internal distance may be 
determined as the mean length of trips joining the center to all possible points within 
the circle (Bonsall 1975; Frost and Spence 1995; Head and Mayer 2000). Based on 
this interzonal travel, I study the case of measuring internal distances as 2/3 of the 
regional radius.

Both approaches to the empirical measurement of internal distances are subject 
to many caveats—among others, the fact that the main cities in coastal regions are 
not usually in the center of the region; that maritime routs are frequently ignored; 
and that an ad hoc geometric justification affects the weight of internal market size 
in each indicator of market potential built as a summation, the results of which dif-
fer for different sample sizes, as will be shown. Moreover, including internal mar-
ket size implies adding more endogenous information about the region itself, which 
aggravates the endogeneity problems of the indicator of External Market Potential 
(Breinlich 2006; Head and Mayer 2006). NEG literature has not carefully studied the 
consequences of different methods for measuring internal market size. No previous 
study has focused on the role of the proxy for internal market size in the full variable 
of market potential.

The paper concludes that using a single rule to proxy Internal Market Potential in 
the same way for any sample is a bad methodology. Alternative methods give either 
more (Keeble et al. 1982) or less (Head and Mayer 2000) weight to the importance 

1  Bruna (2024a; Bruna 2024b) argue that the key issue is the presence of spatial trends in the data.
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of domestic markets. To study long-run agglomeration forces in each geographical 
sample, we should balance methods to proxy the historical role of big cities with 
reasons to avoid domestic endogenous regional data.

The remainder of the paper is structured as follows. The second section introduces 
the NEG wage equation. Section 3 presents alternative methods to calculate internal 
market size. Section 4 presents the methodology and data, and Sect. 5 the results. The 
final section draws conclusions.

2  An empirical wage-type equation

The so-called ‘wage equation’ is a market-clearing condition of the basic NEG model 
in which labor is a unique production factor. I will now present a one-sector general-
ized form of this equation, in which the dependent variable is not wages but marginal 
costs and thus encompasses many of the ‘wage equations’ previously derived in the 
literature (Combes et al. 2008; Bruna 2015). For a firm in region i  (i = 1, . . . , R ) 
with zero profit, the maximum value of marginal costs (mi ) the firm can afford to 
pay depends on its accessibility to the markets. It is proportional to its Real Market 
Potential (RMP i ) (to use Head and Mayer’s (2006) term) or Market Access (to use 
Redding and Venables’ (2004) term), as follows:

	
mi = Constant · (RMPi)

1
σ = Constant ·




R∑

j

Tij
1−σEj

Sj





1
σ

� (1)

where, σ > 1 is the elasticity of substitution between any pair of varieties in a love-
of-variety utility function. RMP i  is a weighted sum of the market conditions in the 
other j  regions, where Tij  is the trade cost from firm-or-region i  to regionj , and Ej  
is total expenditure in j . Sj  is called the ‘competition index’ to stress that it measures 
the level of competition among varieties in j  market, given consumers’ characteris-
tic tastes. NEG’s long-term prediction is that firms and regions with higher Market 
Potential tend to earn more profits and pay higher remuneration to the production 
factors, resulting in higher regional income per capita.

If trade costs are proxied by physical distances (dij ),2 the explanatory variable of 
Eq.  (1) becomes RMP i =

∑R
j dij

1−σ Ej

Sj
. As in some previous literature, marginal 

costs (mi ) can be proxied by data on gross value added per capita (GV Apc ) and 
total expenditure (Ej ) with data on GV A . Harris’ (1954) index of accessibility to 
markets, in contrast, can be defined as HMPi =

∑R
j dij

−1GV Aj . Since a −1 trade 

2  Harris (1954) and Clark et al. (1969) estimated total transport cost carefully. See Boulhol et al. (2008) for 
construction of an aggregate index of transportation costs for a sample of OECD countries. Donaldson and 
Hornbeck (2016) and Gambuli (2023) paid special attention to maritime transport. Data restrictions, how-
ever, usually force proxy trade costs by physical distances. Breinlich (2006) and Ahlfeldt and Feddersen 
(2008) obtain similar results with European regional data when using either travel times or geographical 
distances. Moreover, proxying trade costs by current data might not be a good idea for testing theories that 
argue historical explanations of current economic agglomeration.
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elasticity to distance is an extremely robust empirical finding in the literature on 
gravity equations (Head and Mayer 2014; Borchert et al. 2022),3 the major difference 
between RMP i  and HMPi  lies in Sj , which is not directly measurable in NEG the-
ory. For samples of European regions, Head and Mayer (2006), Breinlich (2006), and 
the 2016-draft of a paper by Fichet and Hammer (2018) obtained similar empirical 
results using both Harris’ indicator and the more sophisticated procedure of Redding 
and Venables (2004) to proxy Sj . Bruna (2024a) shows that both approaches capture 
the core-periphery spatial patterns in the data in a similar way.

Therefore, taking natural logarithms to Eq.  (1) and replacing variables by my 
proxies, I get the following estimable equation:

	 logGV Apci = C + βlogHMPi + ui � (2)

3  Trying to measure the Internal Market potential

NEG’s formal abstraction does not distinguish between internal and external mar-
kets. Conversely, during the founding years of regional science, economic geogra-
phers were developing ‘social physics’, which applied concepts from Newton’s law 
of gravity to study the attraction force of social masses. Using the latter framework, 
we can disaggregate Harris’ (1954) indicator as follows:

	
HMPi =

R∑

j=1

dij
−1GV Aj = dii

−1GV Ai +
R−1∑

j �=i

dij
−1GV Aj = IMP i + EMP i � (3)

where IMP i  stands for a measure of the Internal Market Potential of region i , and 
EMP i  for its External Market Potential. IMP i , or self-potential, represents the por-
tion of total interaction of activities that is intra- rather than interzonal (Rich 1980). It 
is the mass (GV Ai ) of the zone divided by the intrazonal distance.

To measure external distances (dij ), the market size of other regions (GV Aj ) 
is usually considered to be located at their regional geographic centers (centroids). 
Where, however, should we locate i ’s market size to calculate an internal distance 
from its own centroid, dii ? Stewart (1947) suggested representing each zone as a 
circle of equivalent area and estimating the intrazonal distance from some transfor-
mation of its radius, ri =

√
areai/π . From this starting point, I test two methods for 

calculating internal distances.
First, Stewart (1947) used a physical analogy: the electric potential of a circular 

disk at its center is proportional to half its radius. This analogy assumes a uniform 
distribution, such as setting the internal distance as dii = 1/2 · ri . Rich (1980) noted 
that a centered conic or Gaussian distribution would imply a more concentrated mass 

3  There is a large literature on the distance decay parameter. See, for instance, Klaesson et al. (2015), 
Johansson and Klaesson (2017), and Gambuli (2023). Since I want to study the role of Internal Market 
Potential in the full variable Market Potential, it is useful to fix the exponent of distance in EMP to −1.
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of population or economic activity. Internal distances could thus be taken to be less 
than half of the radius to allow for the likely peaking of the mass in and around the 
centroid.4 This approach does not help in choosing a specific ratio of the radius to 
work with a given sample of spatial data. For a specific sample of European data, 
Keeble et al. (1982) chose dii = 1/3 · ri = 0.188

√
areai .

Second, Bonsall (1975) and Frost and Spence (1995) approached the problem from 
the perspective of the mean length of trips joining the center to all possible points 
within a circle. Following Thisse’s suggestion, Head and Mayer (2000) adapted this 
idea to the NEG empirical literature. Internal distance may be approximated as the 
average distance from the centroid to all other points of a circular region, as follows: 
dii = 2/3 · ri =0.376

√
areai . Given that Krugman’s micro-fundamentals made 

social physics obsolete, this clean abstract argument fitted NEG’s modern approach 
and became the standard in the literature (see, for instance, Breinlich (2006), Tokun-
aga and Jin (2011), or Gambuli (2023). For Kordi et al. (2012), however, “estimating 
the average intra-zonal trip length is still an ongoing challenge in spatial models.”5

Differences between these approaches were not only about measurement. The old 
tradition of economic geographers was interested in exploratory analysis to map the 
gradients of accessibility to markets, as distance increases from locations with the 
most demographic or economic activity (Bruna 2024a). Conversely, NEG’s empirical 
tradition has been more interested in confirmatory analysis. The NEG literature does 
not usually discuss the empirical implications of different methods to proxy self-
potential. Redding and Venables (2004) and Boulhol et al. (2008) are an exception, 
though they do not explain the consequences of each alternative in the full variable 
of Market Potential.

The approach of social physics (Stewart 1947; Rich 1980; Keeble et al. 1982) may 
be considered as scientifically more honest, in that it recognizes uncertainty about the 
proper ratio of the circular radius to proxy Internal Market Potential. Conversely, the 
promise of a general rule by NEG’s empirical researchers using geometrical argu-
ments may sound pretentious.

Since Keeble et al. (1982) place more weight of IMP i  on the full variable HMPi  
(IMP i  is 3GV Ai/ri  instead of 1.5GV Ai/ri ), I will focus on this indicator to test the 
consequences of measuring Internal Market Potential when estimating a wage-type 
equation.

4  The main city in coastal regions is not usually in the center of the region. Half the European population 
lives in coastal regions.
5  Other authors who discuss the concept of self-potential or the average length of a trip are Bröcker (1989), 
Wilson (1990), Mayer and Zignago (2011), Okrah (2016), and Alam et al. (2021). Dijkstra et al.’s (2011) 
indicator of Market Potential eliminates the problem of measuring internal market sizes, by partitioning 
the spatial sample on a grid and measuring economic activity for cells of 100 km radius. This latter ap-
proach is an exception in the literature.
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4  Methodology and data

The sample uses regional European 2019 data defined at aggregation level 2 of the 
Eurostat nomenclature of territorial units for statistics (NUTS).6 It includes 311 
regions from 32 countries (but not Switzerland). The explanatory variable is Har-
ris’ indicator of Market Potential. As mentioned, for the estimation of a wage-type 
equation, I use GV Apc  to proxy marginal costs and GV A  to proxy the market size 
of each region. Inter-regional distances (dij ) are measured as great-circle distances 
between regional centroids.

I will compare regression results and plots for indicators of External Market Poten-
tial and the full variable of Market Potential, which includes a measure of Internal 
Market Potential. The initial test of NEG in European regions is thus based on the 
following equation, estimable by Ordinary Least Squares (OLS):

	 logGV Apci = C + βlogEMP i + ui � (4)

Whereas excluding own regional market reduces the access measure of some eco-
nomically larger locations (Breinlich 2006; Head and Mayer 2006), including it 
aggravates the general endogeneity problem of Market Potential in a wage-type 
equation. I compare the results of Eq. (4) to those derived from using HMPi  (Eq. 2) 
and calculating internal distances as 2/3 or 1/3 of the regional radius.

Using different methodologies to measure dii  affects the share of internal market 
size in total Market Potential. In this sample, the median share of IMP  in HMP  is 
3.6% when dii  is 2/3 of the regional radius and 7.0% when is 1/3 of the radius. More-
over, geometrical arguments about domestic market size imply that IMP ’s share 
in Market Potential decreases as sample size (and EMP ) increases. This feature 
reduces comparability between studies and does not help us to understand the his-
torical role of the domestic market for the firms in a particular sample. Additionally, 
Bruna (2024a) argues that peripheral European regions tend to have a larger area (see 
Fig. 1)—that is, lower Internal Market Potential—merely because of their size.

6  See https://ec.europa.eu/eurostat/web/nuts/background.

Fig. 1  Choropleth maps of the logs of Gross Value Added per capita, External Market Potential, and 
Market Potential (dii 1/3), (311 regions, 2019)
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Figure 1 shows choropleth maps of the endogenous variable in Eq. (4), the explan-
atory variable, and an alternative measure of Harris’ Market Potential considering 
internal markets as 1/3 of the regional radius. The visual differences between the 
two right-hand plots are not obvious. In other samples, it is visually clearer that the 
main difference is for regions with capital cities. In this sample, the weight of IMP  
in HMP  is greater than 30% in 20 regions for the 1/3 indicator of internal markets, 
but in only 5 regions for the 2/3 indicator. With the 1/3 approach, the regions with 
more than 40% of IMP  in HMP  are Inner London (West), Istanbul, Ile-de-France, 
Madrid, Brussels, Hamburg, Inner London (East), and Stockholm.

To analyze robustness, I also estimate the following Spatial Error Model (SEM):

	 logGV Apci = C + β1logEMPi + β2HKi + βcuc + λWui + εi � (5)

where human capital (HKi ) is proxied by Eurostat’s share of population in the labor 
force with tertiary education. uc  are 31 dummy variables for country fixed effects, 
and λ  is the SEM parameter, whereas W  is a spatial weights matrix defined as a row-
standardized binary matrix considering the five nearest neighbors.7

Additionally, to study the effects of including IMP  on the indicator of market 
accessibility, I present scatterplots of the values of the variable against the east-north 
(E , N ) spatial coordinates of the regional centroids (see Fig. 2 below). The hori-
zontal axes represent the location of the regional centroids, measured in kilometers 
from the origin of the projection system (in the south-west). Dotted lines represent 
regression lines, and solid lines the results of a locally weighted scatterplot smoother 
(LOWESS).

5  Results

Table 1 shows the regression results of the wage-type equation for EMP and the two 
variants of Harris MP including Internal Market Potential. Not surprisingly, the OLS 
regressions produce a higher coefficient of determination in column (3), for the vari-
able giving more weight to the (endogenous) internal market size. The differences 
between columns (1) to (3) are, however, negligible. Since including a proxy for 
internal market size serves as a technical correction for regions with big cities, the 
inclusion of the internal markets has greater impact in the model incorporating spatial 
local correlations, as revealed by the estimates in columns (4), compared to those in 
columns (5) and (6). NEG theory, however, predicts a positive sign for Market Poten-
tial but says nothing about magnitudes such as 0.2 or 0.3.8

Scatterplots of the variables against the centroids’ spatial coordinates help to 
explain what is happening inside the regression algorithm. The horizontal axes rep-

7  Previous NEG literature on the ‘wage-type’ equation in European regions has shown that the method 
for capturing local spatial dependence is not a key issue: Bruna et al. (2016), Fichet and Hammer (2018), 
Bruna (2024a).
8  When central and eastern European countries are excluded from the sample, EMP in column (4) is no 
longer statistically significant. In this case, it is thus necessary to add the endogenous information about 
internal market size, as in columns (5) and (6), to achieve statistical significance.
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resent the location of those centroids, measured in kilometers from an origin in the 
south-west. The first row of Fig. 2 shows these plots for the dependent variable of the 
models in Table 1. The left-hand plot displays the values of logGV Apci  on the dis-
tance of each regional centroid as we go from the origin in the west towards the east. 
The right-hand plot shows the same values in the south-to-north direction. The dotted 
(regression) lines indicate a general decreasing trend from north-west to south-east. 
The solid (LOWESS) lines show a core-periphery spatial pattern, with higher values 

Fig. 2  Scatterplots of the logs of GVApc, EMP and MP (dii 1/3) against the regional centroids’ coordi-
nates in the east and north directions
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around the geographical center of Europe. This pattern is very clear in the left-hand 
plot.

The second row of plots shows the strong core-periphery spatial pattern of Exter-
nal Market Potential, with a smoother distribution of values because of the sum-
mation in Eq. (2). The third row of plots in Fig. 2 shows the spatial distribution of 
Market Potential when internal distances are calculated as 1/3 of the regional radius. 
Some outliers change their position in the plots, mainly those of regions with capital 
cities, but the core-periphery spatial pattern detected for External Market Potential 
remains very similar.

6  Conclusions

This paper studies the effects of including a measure of the internal market size when 
estimating a NEG wage-type equation. The paper shows that including an indicator 
of Internal Market Potential should be interpreted as a technical correction of the 
indicators for external market size, and that this correction is mostly relevant for 
regions with capital cities. Because this inclusion adds ad hoc endogenous informa-
tion to the explanatory variable of External Market Potential, however, its impact 
must be examined carefully. Inner London of course has a larger internal market, but 
we cannot say that London has a high income per capita merely because it has a high 
income. That makes no sense to study causality.

When estimating a wage-type equation in this European sample, including an 
indicator of internal market size does not crucially alter the empirical results. Both 
External Market Potential and the full variable of Market Potential display a core-

Table 1  OLS and SEM models to explain regional Gross Value Added per capita
OLS SEM
(1) (2) (3) (4) (5) (6)

External Market Potential (EMP) 0.868*** 0.173***
(0.064) (0.066)

Market Potential (dii  2/3) 0.890*** 0.314***

(0.060) (0.059)
Market Potential (dii  1/3) 0.878*** 0.325***

(0.055) (0.052)
Human capital 0.034*** 0.031*** 0.028***

(0.002) (0.002) (0.002)

λ 0.491*** 0.482*** 0.482***

(0.066) (0.067) (0.067)
Country fixed effects No No No Yes Yes Yes
Observations 311 311 311 308 308 308
Adjusted R2 0.377 0.434 0.465
Residual variance 0.028 0.026 0.026
Akaike information criterion (AIC) -141.868 -161.728 -171.981
Wald Test (df = 1) 54.762*** 51.936*** 51.892***

LR Test (df = 1) 35.559*** 35.236*** 35.008***

Note: Variables are in log form, except for human capital. *p < 0.1; **p < 0.05; ***p < 0.01
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periphery spatial pattern that helps to explain the core-periphery spatial pattern of 
European regional per capita income. This property, however, has a different impact 
on results using different regional samples. The problem of calculating the market 
size accessible to big cities still has not been solved. General geometrical argumenta-
tion about Internal Market Potential does not seem to be a careful method to proceed.

Improvements in the empirical literature on trade costs might help to solve this 
problem, but there is no easy solution. Theories such as NEG provide fundamental 
determinants of agglomeration based on historical explanations. Modern statistics on 
trade cost might not properly represent those historical conditions and their effects, 
which have accumulated over centuries.

Ultimately, researchers should be explicit when connecting their methods with the 
historical conditions of the theory studied, compare alternative approximations of 
those conditions, and identify the effects of those alternatives on the spatial attributes 
of the data.
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