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Abstract: Likert-scale surveys are the undeniable protagonists of online evaluations. They ask the 
respondent to express their degree of agreement with a series of statements related to the develop-
ment of a subject. In contrast, in social networks, dichotomous surveys are mostly used. They force 
respondents to polarize their opinions by selecting “like” or “dislike”. This study compares the ef-
ficacy of binary and Likert surveys in gathering student opinions on mechanical engineering pro-
gram subjects. Using Bayesian analysis, it analyzes the similarity of responses obtained from both 
formats. For each question and scale, the ratio of “I like” among the total responses collected was 
calculated. The Bayesian factor method was used to compare the ratios obtained. The null hypoth-
esis was equality between the ratios obtained by the different scales for the same question. This 
hypothesis was rejected in only 7 of the 49 questions evaluated—less than 15%. Finally, the students 
were surveyed on the preference for use of both scales. More than 80% stated a preference for the 
use of the dichotomous format. In view of the results obtained, we recommend more frequent use 
of the dichotomous scale to gather students’ opinions. 

Keywords: survey; student; Likert scale; binary scale; Bayes factor 
 

1. Introduction 
Rating systems are a widely used tool for gathering crucial information for decision 

making. They offer a way to summarize opinions in an organized way. They are used in 
marketing, politics, and teaching, among many other fields. For example, investors make 
decisions based on ratings of financial products, consumers compare products by exam-
ining ratings of previous buyers, students consult university rankings to decide where to 
apply, and universities use rating systems to monitor the performance of professors. A 
ranking system is defined by a metric and an aggregation rule that combines individual 
rankings into a single overall score. Several rating systems exist. Two of the most popular 
are the binary and Likert systems. For example, seller reputation systems on buy–sell plat-
forms may request users to answer a questionnaire on a {1, 2, 3, 4, 5} scale, where 1 is 
considered the worst and 5 the best. Another everyday example is found on streaming 
platforms, which collect feedback on content via a “like” or “dislike” score that is usually 
coded as “1” or “0”. Using the information about the set of opinions collected, regardless 
of the scale used, a decision maker can draw a conclusion about a product or service. 
Usually, this conclusion has a binary outcome such as buying a product or rewarding a 
teacher for his or her good work. 

Likert-scale surveys dominate opinion gathering in marketing and academia [1]. 
However, there is a good reason to consider using other formats: survey size is one of the 
most influential factors in the successful collection of voluntary opinions [2]. If a question-
naire takes a long time to complete, many respondents may only fill it out partially. This 
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negatively impacts the quality of the data collected [3,4]. Sometimes surveys are neces-
sarily long. Such is the case for brand image measurement or student surveys on the qual-
ity of teaching. At the University of Vigo, each questionnaire consists of 20 questions to 
evaluate each teacher. A subject may be taught by multiple teachers, making it necessary 
to carry out the same survey several times. This survey has questions related to the teacher 
and to the general development of the subject. The student is given one hour to evaluate 
all the professors teaching the same subject. Thus, measures are needed to make the ques-
tionnaires easier and faster. 

There is no good explanation for the predominance of five-point and seven-point 
Likert scales. A survey is a scientific measure of opinion. Its format has to be thought out, 
justified, and tested to be valid. There are studies showing that binary responses perform 
as well as multiple-choice responses [5–8]. In addition, it has been shown that seven-point 
Likert items suffer from a cultural bias in response style [9–11] that does not depend on 
the item being assessed. For example, there are cultures where intermediate positions are 
preferred to avoid direct confrontations. This means that extreme responses will be infre-
quent for reasons unconnected to the survey. As mentioned above, shorter questionnaires 
are likely to increase data quality due to reduced respondent fatigue. In addition, survey 
interviewer staffing costs can be reduced by inviting respondents to participate in online 
surveys. The interviewer is paid for work time. If the interviewee were to complete the 
survey in less time, it would mean a lower business cost. Therefore, a reduction in the 
length of the questionnaire could result in significant savings in data collection costs. If 
binary surveys produce measurements that are just as valid as Likert surveys in a faster 
and simpler way, it makes no sense not to promote their use. 

The motivation of the present study is to analyze the feasibility of using binary ques-
tions in surveys involving student opinions of teachers. Currently, the Likert scale is used 
at the University of Vigo, whereby respondents are asked to evaluate their agreement with 
a statement on a scale from 1 (do not agree at all) to 5 (totally agree). This provides good 
richness, since a distribution of scores is obtained. However, when it comes to establishing 
reports and objectives, results are totally diluted, with the distribution being simplified 
since the values are averaged according to their relative frequency or expected value. In 
light of this, why not directly collect the information in a binary “like/dislike” format? 
This would make it easier for students to fill out the questionnaire. In addition, students 
are typically familiar with the binary format since it is used in a large number of social 
networks where a binary opinion is asked (“thumb up/thumb down”). Will a binary sur-
vey provide the same information as the usual Likert-scale survey? There is a possibility 
that the results derived from binary response formats may differ from those obtained with 
multi-category ordinal formats, be less reliable, or be perceived as more difficult to obtain 
because respondents are less familiar with multi-category scales. 

Hypothesis testing is the statistical method commonly adopted in psychological re-
search. Over the last century, several proposals have emerged to perform hypothesis test-
ing in a statistically valid way. One of the best-known approaches is the null hypothesis 
statistical significance test (NHST) of [12], an approach situated within the frequentist 
school of thought [13]. In it, the evidence against a null hypothesis (𝐻𝐻0: no effect or differ-
ence) is quantified using a probability. When a predetermined threshold 𝛼𝛼 is exceeded, 
it is rejected. Usually, a 5% threshold is used. This is expressed as a level of 0.05 and the 
null hypothesis is rejected when the p-value is less than that value. The p-value quantifies 
the probability of obtaining data equal to or more extreme than the results observed, un-
der the assumption that the null hypothesis is true. With the rejection of 𝐻𝐻0, the test is 
said to be significant. For a given sample size, the lower the p-value, the greater the evi-
dence against 𝐻𝐻0. Possible causes for a non-significant contrast include (1) sampling var-
iability or poor luck in sampling that prevents rejecting 𝐻𝐻0, even though the intervention 
contemplated in the experiment produces a change; and (2) the intervention actually pro-
duces no effect. As the sample size increases, the problem of sampling variability can be 
solved. However, even if significant p-values indicate evidence against 𝐻𝐻0, non-significant 
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p-values do not allow one to conclude that the data support the null hypothesis. This is 
elegantly summarized as “absence of evidence is not evidence of absence” [14]. 

Bayesian thinking is rapidly gaining popularity among psychologists and neurosci-
entists [15] for reasons such as flexibility, higher accuracy of data with noise and small 
samples, lower tendency for type I errors or false positives, the possibility of introducing 
prior knowledge into the analysis, and the intuitive and simple interpretation of results 
[16–19]. In recent years, as discussed, frequentist thinking has become associated with the 
p-value approach and null hypothesis significance testing (NHST). The misinterpretation 
and misuse of p-values, so-called “p-hacking” [20], has contributed to the reproducibility 
crisis in psychological science [21]. 

Regarding Bayesian hypothesis testing as a replacement or alternative to NHST and 
p-values, there are a variety of a posteriori indices that have been proposed in the statisti-
cal literature [19]. Conceptually, these indices are all based on the posterior distribution 
in some form, and are employed to test a null hypothesis such as 𝐻𝐻0 against an alternative 
𝐻𝐻1. The mathematical theory behind each of the proposed posterior indices differs sub-
stantially, and examples include the Bayes factor [22,23], the region of practical equiva-
lence (ROPE) [24], the direction probability (DP), and the Full Bayesian Significance Test 
(FBST) [25]. Some works have compared the results of these indices in models such as 
linear regression or two-sample parametric tests [26]. For this work, we decided to use the 
Bayes factor mainly because it is able to support or reject the null hypothesis, in addition 
to being one of the most traditional metrics. 

2. Methodology 
The study was divided into three stages: conducting surveys, data pre-processing, 

and comparison of results by the Bayes factor (Figure 1). First, surveys were carried out in 
Likert and binary formats. The Likert survey was performed by an interviewer from the 
University of Vigo, while the binary-format survey was conducted online. A lapse of one 
week was left between the completion of both, in an attempt to minimize the use of short-
term memory. It should be noted that the binary version focused exclusively on questions 
related to the subject. Both surveys included the same questions. Second, the results were 
transformed from the Likert format to a dichotomous scale. It was essential that the sam-
ples being compared were of a similar nature. On one hand, there is the qualitative Likert 
scale with scores ranging from 1 to 5, each denoting a level of qualitative agreement. On 
the other hand, there is the binary scale with two extremes. It would be impossible to 
compare both of them without a common framework. Finally, once the results of both 
surveys were on the same scale, they were compared to find out if the scale influenced the 
respondent and the results. 



Appl. Sci. 2024, 14, 4189 4 of 17 
 

 
Figure 1. Steps taken in the present work. 

2.1. Survey 
Table 1 shows the questions used. They were focused on aspects related to the subject 

or the conditions for the development of the subject. In the questionnaire, there were 16 
more questions related to each teacher of the subject, although these were left out. In this 
way, the online questionnaire kept a short format. In the case of keeping the questions 
about each teacher, it would be necessary to fill in 16 questions for each teacher. The center 
where the study was conducted has two to three teachers per subject. This would mean 
that the length of the questionnaire would need to be extended beyond 50 questions. Since 
the dichotomous survey was administered online, without a surveyor or class time de-
voted to filling it out, an attempt was made to make it as non-repulsive as possible. A 7-
question questionnaire should take a student less than 2 min to complete. If there had 
been a much larger number of questions, it might have deterred completion. As men-
tioned, an interval of 1 week was left between the two surveys. 

Table 1. Questionnaire for each subject. 

Label Question 
Q1.1 This subject is important for my learning. 

Q1.2 The credits assigned to the subject are commensurate with the amount of work re-
quired to pass. 

Q1.3 The teaching guide (or program) of the subject is available and easily accessible. 

Q1.4 
The teaching guide (or program) of the subject includes the objectives, contents, 
methodology, bibliography and evaluation system in an understandable and de-
tailed way 

Q1.5 The coordination between teachers of the subject is adequate. 

Q2.1 
The conditions (space, equipment, material, etc.) in which the teaching takes place 
are satisfactory as far as theoretical classes are concerned. 

Q2.2 
The conditions (space, equipment, material, etc.) in which teaching takes place are 
satisfactory in terms of practical classes (laboratory, workshops, field classes…). 

In addition to the 7 questions about the subjects and their development, the students 
were also asked about their preferences regarding the scales of the questionnaires (Table 



Appl. Sci. 2024, 14, 4189 5 of 17 
 

2). For this purpose, there were 3 additional questions where they were asked to compare 
the ease, speed, and pleasantness of both formats. The results thus collected served as 
further evidence to be taken into account. If the respondent feels strong favor for the bi-
nary format and it collects the same information as the Likert format, this would be an-
other compelling reason to encourage the use of the binary format. These questions were 
only asked in the binary format. 

Table 2. Questions on the scales of the questionnaires. 

Label Question 
Q3.1 I found the scale (“I like”/“I don’t like”) easier than the one usually used (1 to 5). 
Q3.2 I found the scale (“I like”/“I don’t like”) easier than the one usually used (1 to 5). 
Q3.3 I found the scale (“I like”/“I don’t like”) easier than the one usually used (1 to 5). 

2.2. Data Pre-Processing 
In the case of the Likert surveys carried out at the University of Vigo, a different one 

was formulated for each teacher. In each survey, all the questions were asked, with ques-
tions focused on the development of the subject and others on the teacher. Therefore, the 
questions focused on the subject were asked repeatedly, as many times as there were 
teachers. For example, if a subject was taught by 3 teachers and was taken by 50 students, 
50 questionnaires would be obtained for each teacher with a total of 150 questionnaires 
for the subject. This fact must be taken into account when comparing the binary responses. 
This was carried out only once and focused on the subject. 

It is curious to note that the respondents were inconsistent in repeating the infor-
mation for the subject. This block of questions evaluated aspects related to the subject 
(importance of the training, workload, teaching guide...). They were independent of the 
individual work of the teachers teaching it. We expected the answers of the same students 
to be the same in the various repetitions of the same blocks of questions. This would imply 
that all frequencies recorded for each of the possible scores would be multiples of the 
number of teachers. For example, if the survey had been carried out for a subject with 3 
teachers, the frequencies recorded for each score would have to be multiples of 3. There-
fore, it can be seen that the teacher’s perception influences questions that are not his or her 
own. To solve the problem of triplicate information in the Likert-scale surveys, we decided 
to divide the frequencies obtained in the survey results returned by the University of Vigo 
by the number of teachers. In addition, when a decimal place occurred, the score was 
rounded up or down to the nearest whole number. The information thus produced repre-
sented the results of each subject according to the Likert scale. 

Once the size adjustment was made to the Likert survey, a clear difference in popu-
lation size was observed between this and the dichotomous-scale surveys (Figure 2). The 
Likert population was always larger, reaching twice the size for most of the subjects ana-
lyzed. There were only two subjects, IT1 (Thermal Engineering I) and MFL (Fluid Me-
chanics), with a similar sample size. The explanation lies in the mode of gathering re-
sponses. While the Likert surveys were conducted face to face and collected on-site during 
a class, the binary surveys were performed remotely on a delayed basis (by providing the 
link to the students through the MOOVI teaching platform). The second case required a 
greater effort by the students, since they had to use part of their personal time to fill in the 
questionnaire. For this reason, a smaller sample size was obtained via the dichotomous-
scale surveys. 
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Figure 2. Number of survey responses by subject and format. 

2.3. Likert–Dichotomous Conversion 
It was necessary to put the results of both surveys on the same scale in order to com-

pare the results. The Likert scale had five different values, while the binary scale had only 
two. It is easier to collapse this scale than to create five values from the dichotomous one, 
although the latter is not impossible. For the transformation, it was necessary to select a 
Likert score from which a positive response was considered. For example, by choosing the 
score “2” as the threshold, “2, 3, 4 and 5” would add up as positive responses. What 
threshold should be chosen to minimize the differences between the responses collected 
from the two surveys? The Likert scale involves a degree of subjective judgment influ-
enced by cultural background. Emotions play a role in whether individuals respond pos-
itively or negatively to a question [27,28]. Different cultures perceive the midpoint differ-
ently; it represents a positive emotion for some, while it is more neutral for others. It was 
not known a priori the profile of the students surveyed. Choosing the wrong cutoff could 
introduce systematic bias into our analysis. This was possible for each threshold analyzed. 

Since our aim was to look for similarities, the transformation was performed for all 
the responses collected, that is, from 1 to 5. After the transformation, a ratio of the affirm-
ative responses among the total responses was obtained for each subject and question. 
This transformed quantity was compared with that obtained directly from the dichoto-
mous survey. The histograms of the differences between the two magnitudes revealed 
that the threshold “3” produced the result with the least bias (Figure 3). Therefore, thresh-
old “3” was chosen to transform the Likert surveys into binary or dichotomous surveys. 
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Figure 3. Threshold selection for transformation from Likert to dichotomous scale. 

2.4. Bayes Factors 
People update their knowledge as they have new experiences or obtain new data. In 

childhood, it takes a few attempts to understand that, unlike cartoons, cats cannot talk. A 
child does not undertake such an investigation without context: the child carries a degree 
of prior information based on previous experiences. This prior information helps to inter-
pret the new data so that, weighing the new and old, the child can develop his/her up-
dated information (posterior information). The child continues to refine this information 
while gathering new evidence. Allowing the posterior to balance prior knowledge and 
data is critical to the knowledge-building process. As new data are collected, the prior 
information loses weight. So even if two people had different prior knowledge, they 
would come to the same conclusion after collecting sufficient data. 

In the context of hypothesis testing, at the beginning, the observer has a set of two 
rival hypotheses. In this case, the two hypotheses are the null hypothesis 𝐻𝐻0 and the al-
ternative hypothesis 𝐻𝐻1. The null hypothesis states that there is no difference between two 
sets of data or no effect between before and after treatment. These two datasets are usually 
associated with the subjects of a treatment and a control group. In the case of this paper, 
the datasets are the binary survey success ratio 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏 and the Likert-transformed survey 
𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙. Therefore, the null hypothesis is stated as 𝐻𝐻0: 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏 =  𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 , and the alternative as 
𝐻𝐻1: 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏 ≠  𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 . These can be rewritten as 𝐻𝐻0: 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏 −  𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 0 and 𝐻𝐻1: 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏 −  𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ≠
0. Both options can be assumed to be equally plausible, with 𝑝𝑝(𝐻𝐻0) = 𝑝𝑝(𝐻𝐻1) = 0.5. By us-
ing information from the data, the probabilities are updated: the hypothesis that best de-
scribes the data increases in credibility and the one that worst reflects the data suffers a 
decrease [17]. This is a process similar to reinforced learning. This updating is performed 
using Bayes’ rule (1). Below, we describe this rule for one of the hypotheses. In it, 𝑝𝑝(𝐻𝐻0) 
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is the a priori belief in 𝐻𝐻0, 𝑝𝑝(𝐻𝐻0|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑), the a posteriori belief given the data, and finally, 
𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0)/𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)  is the predictive update factor. The a posteriori belief reflects the 
probability that the observed data conform to that hypothesis. 

𝑝𝑝(𝐻𝐻0|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) = 𝑝𝑝(𝐻𝐻0) 
𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0)
𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)  (1) 

To compare two hypotheses, Bayes’ rule can be written as an odds ratio [22,29]. This 
equation shows that the change from the prior hypothesis odds 𝑝𝑝(𝐻𝐻1)/𝑝𝑝(𝐻𝐻0) to the pos-
terior hypothesis odds 𝑝𝑝(𝐻𝐻1|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)/𝑝𝑝(𝐻𝐻0|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) occurs due to the ratio of the predictive 
update factors 𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻1)/𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0), commonly known as the Bayes factor. The Bayes 
factor is abbreviated as 𝐵𝐵𝐵𝐵10, where the subscripts indicate the hypotheses placed in the 
numerator and denominator positions, respectively. 

𝐵𝐵𝐹𝐹10 =  
𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻1)
𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0) =

𝑝𝑝(𝐻𝐻0) 𝑝𝑝(𝐻𝐻1|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)
𝑝𝑝(𝐻𝐻1) 𝑝𝑝(𝐻𝐻0|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) (2) 

For example, suppose that the rival hypotheses are equally plausible beforehand; that 
is, 𝑝𝑝(𝐻𝐻0) = 𝑝𝑝(𝐻𝐻1) = 0.5. Then, the odds ratio of the prior hypotheses is equal to one. If the 
observed data are 10 times more likely under 𝐻𝐻0 than under 𝐻𝐻1, the assumption would 
be that the update factor is 10 times larger for 𝐻𝐻0. This would cause the posterior proba-
bilities of 𝐻𝐻0 also to be 10 times greater. Since the hypotheses are mutually exclusive, with 
𝑝𝑝(𝐻𝐻0) + 𝑝𝑝(𝐻𝐻1) = 1, this means that the data have increased the probability of 𝐻𝐻0 from 0.5 
(prior probability of 𝐻𝐻0) to 10/11 ≈  0.91 (posterior probability of 𝐻𝐻0). The Bayes factor 
quantifies the degree to which the data justify a change in beliefs and thus represents the 
strength of the evidence that the data provide. Note that this measure of strength is sym-
metric: the evidence can support 𝐻𝐻0 as well as 𝐻𝐻1. A priori, none of the rival hypotheses 
enjoys any special status. 

For a scientist who wants to know whether or not a treatment had an effect, the share 
of posterior probabilities might seem the most obvious metric, as this reflects the plausi-
bility of one hypothesis over another after considering the data. However, posterior prob-
abilities depend on both the evidence provided by the data (i.e., the Bayes factor) and the 
prior probabilities. Prior probabilities capture beliefs before the experiment and introduce 
an often undesirable element of subjectivity: conclusions drawn from posterior beliefs 
could be biased. Scientists can disagree strongly about these a priori probabilities, even if 
they agree about the evidence, i.e., about the extent to which the data should change their 
beliefs. Since beliefs are considered less valuable for scientific information than evidence, 
the data-fueled Bayes factor is the least controversial, and therefore the preferred metric 
for making decisions. 

The Bayes factor has three qualitatively different logical states: (1) 𝐵𝐵𝐵𝐵10 > 𝑥𝑥, accord-
ing to which there is convincing evidence of the effect of interest; (2) 1/𝑥𝑥 < 𝐵𝐵𝐵𝐵10 < 𝑥𝑥, in-
dicating the data do not carry enough weight to be able to make a diagnosis; and (3) 
𝐵𝐵𝐵𝐵10 < 𝑥𝑥, where the data are sufficient proof of the absence of an effect. 𝑥𝑥 represents the 
objective level of evidence defined by the researcher. Harold Jeffreys proposed a logarith-
mic scale for interpreting the strength of evidence [30]. In it, the logarithmic values are 
equidistant such that 100.5 ≈ 3, 101 = 10, 101.5 ≈ 30, etc. He then compared these values 
with the critical values of the t-tests and 𝜒𝜒2 values, noting the equivalence between the 
p-value 0.05 and 𝐵𝐵𝐵𝐵10 = 3, in addition to the p-value 0.01 and 𝐵𝐵𝐵𝐵10 = 10. These reference 
values are still used: 𝐵𝐵𝐵𝐵 >  3 is considered moderate evidence for the numerator hypoth-
esis, and 𝐵𝐵𝐵𝐵 >  10 is considered strong evidence. Because 𝐵𝐵𝐵𝐵10 = 1/𝐵𝐵𝐵𝐵01, this also de-
fines the bounds for the hypothesis in the denominator such that 𝐵𝐵𝐵𝐵10 < 1/3 is moderate 
evidence in favor of 𝐻𝐻0 and 𝐵𝐵𝐵𝐵10 < 1/10 is strong evidence. Values of BF between 1/3 
and 3 indicate that there is insufficient evidence to draw a conclusion for or against any 
hypothesis. For new findings, Jeffreys suggested that 𝑥𝑥 = 0 is more appropriate than 𝑥𝑥 =
3. These values are frequently used to categorize Bayes factors with slight differences in 
their interpretation [31]. However, each scientist in each field will have to decide whether 



Appl. Sci. 2024, 14, 4189 9 of 17 
 

to prefer test sensitivity for small samples or effects by using smaller 𝑥𝑥 values, such as 3, 
or to avoid false conclusions by using higher 𝑥𝑥 values, such as 10. In either case, readers 
can judge the strength of evidence directly from the numerical value of the BF, since a BF 
twice as high provides evidence twice as strong. Crucially, the three-state system of the 
Bayes factor allows differentiating between evidence of absence and absence of evidence. 
This represents a fundamental conceptual advance in the way data are interpreted: instead 
of one knowledge-generating outcome (𝑝𝑝 < 𝛼𝛼) of the frequentist approach, there are now 
two (𝐵𝐵𝐵𝐵 >  𝑥𝑥 and 𝐵𝐵𝐵𝐵 <  𝑥𝑥). 

Now that the Bayes factors have been explained, it is necessary to define the different 
elements of the present study (Figure 4). To begin with, the hypotheses to be compared 
(𝐻𝐻0 and 𝐻𝐻1) are defined. It should be recalled that the null hypothesis defines the absence 
of effect or difference between samples. In other words, 𝐻𝐻0: 𝜃𝜃1 = 𝜃𝜃2  and 𝐻𝐻1: 𝜃𝜃1 ≠ 𝜃𝜃2 , 
where 𝜃𝜃1 represents the affirmative responses to a Likert-scale question converted to bi-
nary and 𝜃𝜃2 is the ratio of affirmative responses in binary-scale surveys. This could be 
rewritten as 𝐻𝐻0: 𝛿𝛿 = 0 and 𝐻𝐻1: 𝛿𝛿 ≠ 0 where 𝛿𝛿 = 𝜃𝜃2 − 𝜃𝜃1. The a priori belief in both ratios 
is modeled by a vague prior distribution, such that 𝜃𝜃1~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(1,1) and 𝜃𝜃2~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(1,1). It is 
called vague in the sense that it reflects a belief that is very weak and easily molded by 
exposure to new information. In other words, the updating factor will have more strength 
than the prior distribution and will leave a greater role for the calculation of the a poste-
riori belief or distribution. Speaking of the updating or likelihood factor, the transformed 
Likert survey is modeled as 𝑠𝑠1~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝜃𝜃1,𝑛𝑛1)  and the binary format survey as 
𝑠𝑠2~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝜃𝜃2,𝑛𝑛2), where 𝑛𝑛 represents the total number of responses and 𝑠𝑠 the num-
ber of positive responses. 

Typically, the use of Bayesian inference and the calculation of Bayes factors are asso-
ciated with numerical computation methods. This is caused by the appearance of integrals 
when probability distributions are used to represent beliefs and likelihoods. However, 
comparisons similar to the present study have been performed by developing a simple 
equation for calculating the Bayes factor for each question asked [25,32], where 𝑛𝑛1 de-
notes the total number of responses collected in the transformed Likert survey, 𝑛𝑛2 de-
notes the total number of responses collected in the binary survey, 𝑠𝑠1 denotes the number 
of affirmative responses in the transformed Likert survey, and 𝑠𝑠2 denotes the total num-
ber of affirmative responses in the binary survey. This will be the expression used in our 
calculation due to its simplicity. 

 

Figure 4. Bayesian graphical model of the survey data. 
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𝐵𝐵𝐹𝐹01 =  
�𝑛𝑛1𝑠𝑠1�  �𝑛𝑛2𝑠𝑠2�

�𝑛𝑛1+ 𝑛𝑛2
𝑠𝑠1+ 𝑠𝑠2

�
 
(𝑛𝑛1 + 1) (𝑛𝑛2 + 1)
𝑛𝑛1 + 𝑛𝑛2 + 1

 (3) 

In a general case, there is an easy way to estimate the Bayes factor. We will consider 
the hypotheses in a general manner as 𝐻𝐻0:𝜙𝜙 = 𝜙𝜙0 and 𝐻𝐻1:𝜙𝜙 ≠ 𝜙𝜙0. The Bayes factor can 
be obtained by only considering 𝐻𝐻1 (4) and dividing the height of the posterior for 𝛿𝛿 by 
the height of the prior for 𝛿𝛿 at the point of interest. This surprising method was first pub-
lished by [33] and is called the Savage–Dickey density ratio method. The magnitude in 
this method has to be estimated using numerical methods. The revision of (Wagenmakers 
et al., 2010) is recommended for a simple explanation with written examples of WinBUGS. 
Nevertheless, in the present work, thanks to the model used, Equation (3) was employed 
without the need for numerical methods. 

𝐵𝐵𝐹𝐹01 =
𝑝𝑝�𝜙𝜙 = 𝜙𝜙0|𝐷𝐷,𝐻𝐻1�
𝑝𝑝�𝜙𝜙 = 𝜙𝜙0|𝐻𝐻1�

 (4) 

After ascertaining the Bayes factor for each question, the null hypothesis posterior 
probability was also calculated. It helps to measure the confidence in what the evidence 
says about the null hypothesis. In other words, how strongly we believe in 𝐻𝐻0: 𝛿𝛿 = 0. In 
order to calculate this, we use Equation (5), where Pr(𝐻𝐻0) represents the prior belief in 
𝐻𝐻0 being true. In the equation, Pr  represents probability and 𝑝𝑝 represents the probabil-
ity distribution function. Since there are only two options and no prior leaning towards 
either the null or alternative hypothesis, the value of Pr(𝐻𝐻0)  = 0.5  is chosen. Because 
there are only two hypotheses, Pr(𝐻𝐻1) + Pr(𝐻𝐻0) = 1, and therefore, Pr(𝐻𝐻1) = 1 − Pr(𝐻𝐻0). 
This equation can also be solved using probability distribution functions as the prior. In 
fact, Equation (3) is derived assuming a Beta(1,1) prior. However, this approach would 
necessitate the use of computational Bayesian inference and a posterior probability den-
sity function would be obtained. In the present work, the simplicity and information of 
the closed equations were chosen over computational methods. 

Pr(𝐻𝐻0|𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) =
Pr(𝐻𝐻0) · 𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0)

Pr(𝐻𝐻0) ·  𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻0) + Pr(𝐻𝐻1) · 𝑝𝑝(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|𝐻𝐻1) =
Pr(𝐻𝐻0) · 𝐵𝐵𝐹𝐹01

Pr (𝐻𝐻0) · 𝐵𝐵𝐹𝐹01 + (1 − Pr (𝐻𝐻0)) (5) 

3. Results 
This section reports the results obtained. It focuses on three sections: the data pre-

processing, the statistical comparison, and the opinion survey. The pre-processing focuses 
on the scale transformation necessary to compare both surveys, which are in binary for-
mat. The statistical comparison is performed using Bayesian factors. Finally, the opinion 
survey will show the students’ preferences for the use of the scales. 

3.1. Likert–Dichotomous Conversion 
The Likert surveys converted to binary (left) and dichotomous surveys (right) for 

each question and for each subject are shown below. The color is the probability of agree-
ment with the statement elicited by the question, this being the ratio between options 
marked YES and TOTAL. This is a ratio similar to the likes-to-view or view-to-likes ratio 
used to catalogue the popularity of a YouTube video, although in the case of YouTube, the 
rating is voluntary. Figure 5 shows the breakdown of responses categorized as “likes” or 
“hits” for Likert surveys converted to dichotomous format (𝑠𝑠1 and 𝑛𝑛1 − 𝑠𝑠1) and like/dis-
like surveys (𝑠𝑠2 and 𝑛𝑛2 − 𝑠𝑠2). In both cases, the variable 𝑠𝑠 represents the “likes” and 𝑛𝑛 −
𝑠𝑠 the “dislikes”. As stated previously, a difference in the number of samples collected is 
observed. However, the color pattern assigned independently in each matrix clearly indi-
cates similarity. This coloring is performed by means of a scale between the maximum 
and minimum values recorded in each matrix. The matching color intensity between each 
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question and subject implies a clear agreement between the two surveys. For example, 
question Q1.1 has a similar color for variables 𝑛𝑛1 − 𝑠𝑠1 and 𝑛𝑛2 − 𝑠𝑠2, in addition to varia-
bles 𝑠𝑠1 and 𝑠𝑠2. In areas where there is color disparity, as will be seen below, this is indic-
ative of a discrepancy in results between the two surveys. 

 

Figure 5. Distribution of affirmative and negative answers. 

The differences between the results obtained can be summarized by comparing the 
frequency of success of both survey formats (Figure 6). The frequency of success is defined 
for each subject and question as the total number of affirmative responses divided by the 
total number of responses collected n. The results by subject in the rows show that the first 
subject represents a very similar visual result. The rest of the subjects, in general, also 
present a very similar appearance (e.g., FSF (Fundamentals of Manufacturing Systems and 
Technologies); RMA (Resistance of Materials); TEC (Theory of Structures and Industrial 
Constructions); and IT1 (Thermal Engineering I). However, there are areas where there is 
a clear difference, such as Q1.5 for the subjects MFL (Fluid Mechanics), MMN (Naval En-
gines and Machinery), and TMM (Theory of Machines and Mechanisms). Beyond colors, 
it is necessary to use some kind of metric to help discern if the differences are significant. 
This can be improved by looking at the differences between the two surveys. 
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Figure 6. Difference between frequency of success for each question and subject. 

3.2. Bayes Factor 
Using Bayes factors, the equivalence between both survey formats can be deduced 

by comparing the success ratios. Figure 7 reports the values of 𝐵𝐵𝐹𝐹01. Of the 49 questions 
on which results were collected in both survey formats, the Bayes factor allowed the null 
hypothesis to be accepted for 24 questions (49%), according to the established criteria. In 
all of them, the value of the Bayes factor was greater than 3. In 18 others (36%), the Bayes 
factor did not allow the null hypothesis to be rejected or accepted. The null hypothesis 
was rejected in only seven (14%) questions where the Bayes factor was less than 1/3. The 
rejection quantity is the most limiting factor since it reflects the worst-case scenario. No 
conclusion can be drawn about the 36% that neither rejected nor accepted the null hypoth-
esis with the data collected. In this case, the evidence in favor of the null hypothesis is also 
quantified. 

We reiterate that when we talk about “equivalence”, we are not talking about the 
equality of information collected. It is clear that the Likert scale contains more information 
because five values are collected. However, when it comes to quantifying the success ratio, 
set at 3 on the Likert scale, the results are actually equivalent. For example, in the MMN 
subject, question Q1.5 has a 𝐵𝐵𝐹𝐹01 = 0.11 associated with it. This means that the data are 
about 1/0.11 ≈ 9 times more plausible under the alternative hypothesis than under the null 
hypothesis. It is curious to note that four of the seven questions where the null hypothesis 
was rejected were associated with question Q1.5, which asks students about teacher coor-
dination. It may be that in this question opinions are naturally polarized due to the binary 
format. It is worth remembering that the Likert format allows the selection of a midpoint 
that can be interpreted as “fair” or a “fair pass”. It could be that the polarization of the 
binary format allows for a more accurate collection of student opinions. 
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Figure 7. Bayes factor BF01 by subject and question. 

Figure 8 represents the null hypothesis posterior probabilities. The pattern is similar 
to the Bayes factor figure. It is easy to see the questions where the alternative hypothesis 
was accepted (MFL: Q1.5, Q2.1, Q2.2; MMN: Q1.5; TEC: Q1.5, Q2.2; TMM: Q1.5). In all of 
them, the probability is below 25 %. Also, the questions where the null hypothesis was 
accepted can be distinguished. They have probabilities above 75%, reaching the maximum 
value of 86%. 
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Figure 8. Null hypothesis posterior probabilities. 

3.3. Student Opinions 
The opinion surveys show a clear preference for the binary scale over the Likert scale 

(Figure 9). Recall that the survey focused on comparing the ease (Q3.1), speed (Q3.2), and 
pleasantness (Q3.3) of the two formats. Responses were elicited using “like/dislike”. The 
figure represents the percentage of likes received out of the total number of responses 
received. The sample size corresponds to the size of the binary surveys, since this opinion 
questionnaire was an add-on. For all subjects, we observed that the minimum percentage 
of likes corresponded to 80% for all questions. Regarding speed, the percentage reached 
100% in almost all subjects. However, these figures should be taken with caution. Despite 
the fact that the questions asked students to rate each “scale”, the binary-scale question-
naire (10 questions) was considerably shorter than the Likert-scale version (16 questions 
per teacher). This may have influenced some of the opinions. However, the widespread 
use of the binary scale in social networks and hence the familiarity of using this format 
should not be forgotten. Students are more accustomed to choosing between two options. 
Choosing between five takes a greater effort for them because they are asked to be more 
precise in their verdict. For all these reasons, a clear preference is given to the binary for-
mat. 
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Figure 9. Student feedback on survey format. 

4. Conclusions 
In this work, two types of scales for collecting student opinions have been compared. 

In the comparison of the expected value collected by both types, the hypothesis that they 
were equal was rejected in only 14% of the questions collected. Equality means that the 
percentage of positive responses to a question is equal in both scenarios. This represents 
a very low percentage. It should also be noted that these results were achieved with a low 
volume of data. The sample size of the binary surveys was clearly lower. In addition, the 
opinions collected showed a clear preference for the binary format. This greater preference 
may lead to greater voluntary participation. It could even produce scenarios where the 
collection of these opinions is purely online, reducing the costs associated with hiring in-
terviewers. In light of these results, we recommend preference for the binary scale. 

The recommendation in favor of using the binary scale is made with an awareness of 
the loss of information obtained. The Likert scale collects five values, whereas the binary 
scale collects two. The responses elicited by the Likert scale can give rise to a probability 
mass function, and various characteristics that define its shape (skewness, kurtosis, etc.) 
can be studied. Although the binary scale can also be analyzed, the variety of values of the 
Likert scale brings more richness. However, this is not the usual process to analyze this 
information. It is common to use a figure that represents a success rate to study the evo-
lution of opinions over the years. This is usually the expected value of responses to a ques-
tion. The common use of the Likert scale adds another point in favor of the binary scale. 
The metric usually obtained from the Likert scale can also be obtained using the binary 
scale. 

For future research, three paths can be established. The first is to test the method in 
more scenarios. This would imply the use of computational methods. Although multiple 
subjects from various courses have been evaluated, there is always an option for the col-
lection of new data and the re-evaluation of results. The second is the use of other ap-
proaches to hypothesis testing, both frequentist and Bayesian. Finally, approaching the 
problem from different points of view can reinforce the idea of using the binary scale. In 
addition, this could lead to a comparison work that would serve to confront and analyze 
the differences and similarities between the scales. 
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