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Abstract

The Epiretinal Membrane (ERM) is an ocular pathology that causes visual distortion.
In order to detect and treat the ERM, ophthalmologists visually inspect Optical Coherence
Tomography (OCT) images.This is a costly and subjective process. In this work, we
present three different fully automatic, end-to-end approaches that make use of multi-task
learning to simultaneously screen for and segment ERM symptoms in OCT images. These
approaches were implemented into three architectures that capitalise on the way the models
share a single architecture for the two complementary tasks.

1 Introduction

The Epiretinal Membrane (ERM) is an ocular condition characterised by the apparition of a
layer of scar tissue over the retina. This layer can develop in the region known as the Inner
Limiting Membrane (ILM), exerting a traction over the photosensitive tissue. If not detected
and treated early, this traction may cause permanent deformations [1]. Ophthalmologists typi-
cally diagnose the ERM by visually inspecting Optical Coherence Tomography (OCT) images,
a process that can prove to be costly and tiresome, leading to subjectivity in the diagnosis.
This motivates the need for Computer-aided Diagnosis (CAD) systems that can aid clinicians
in the detection and treatment of this relevant pathology. Initially, CAD methods for the ERM
detection were semi-automatic, with more recent studies introducing automatised methods that
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make use of Convolutional Neural Networks (CNNs) to classify between healthy and patholog-
ical OCT images [2]. Other works have focused on characterising the appearance of the ERM
in these images. [3, 4] This led to the development of methodologies for the ERM segmentation
using classical machine learning techniques [5, 6] and CNNs [7, 8], with the latter outperform-
ing the classical methods. However, these approaches work by employing a series of bespoke,
purpose-specific steps in order to convert the segmentation problem into a classification of image
fragments extracted by a sliding window. This reliance on a series of steps limits the reliability
of systems that employ these methodologies, since an error at any of the stages can severely
impact the performance of the system, or even cause it to fail. In this work, we present three
approaches for the end-to-end simultaneous segmentation and screening of the ERM in OCT
images [9]. These were implemented into three modular CNN architectures that leverage this
multi-task context in different ways, by exploiting inter-task complementarity in order to guide
the model training. Furthermore, since these models work in an end-to-end manner, they can
contribute to a more robust and reliable system overall.

2 Materials and Methods
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Figure 1: Summary of the three proposed architectures.

The three architectures herein presented take three different approaches to multi-task learn-
ing. These architectures share a basic structure based on the Feature Pyramid Network model
[10] combined with a classification head in order to provide both outputs simultaneously. The
first of these approaches takes advantage of the innermost, most-refined visual features ex-
tracted by the segmentation encoder to obtain the screening output (Fig. 1.1). The second
approach makes all the visual feature maps employed in the segmentation process available
to the classification head. To facilitate the processing of these feature maps, an additional
classification-only encoder is added before the fully-connected layers. This way, the shared
architecture takes on an extensive approach to multi-task learning (Fig. 1.2). The third and
final approach takes a different focus by restricting the shared features to that which is com-
mon to both tasks. Here, the output segmentation maps are fed to the classification encoder,
instead of the complete set of visual feature maps, helping both tasks to guide each other more
closely (Fig. 1.3). Each of these approaches was tested by using three state-of-the-art encoder
models commonly employed in similar domains in the current literature: Densely Connected
Convolutional Networks, Residual Neural Networks and Google Inception Networks.
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3 Results and Conclusions

Table 1: Results achieved by the three proposed approaches with each of the three architectures.
First approach: inner features Second approach: complete feature set Third approach: segmentation maps

DenseNet-121 Resnet-18 Inception-v4 DenseNet-121 Resnet-18 Inception-v4 DenseNet-121 Resnet-18 Inception-v4

Segmentation
Sensitivity 0.659 0.768 0.703 0.643 0.674 0.725 0.704 0.673 0.454
Specificity 0.965 0.945 0.910 0.943 0.960 0.920 0.937 0.965 0.933

Classification
Sensitivity 0.835 0.816 0.950 0.852 0.838 0.911 0.888 0.855 0.832
Specificity 0.929 0.983 0.561 0.965 0.795 0.787 0.934 0.917 0.930

The proposed approaches achieved satisfactory results (Table 1). For the segmentation task,
the first approach combined with a Resnet-18 attained the best balance between sensitivity
and specificity, while the second and third approaches combined with a DenseNet-121 encoder
produced the overall best results for the classification task. Summarising, the results highlight
the advantages that may be gained from multi-task learning in the diagnosis of ocular diseases.
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