
Av
00
(h

F

Jo
a U
b U

A

Ke

Ma
Fe
Fe
Pr
Ed
No

1.

[3
ph
or
re

th
be
to
pr
in
ce

*

ht
Re
Information Sciences 669 (2024) 120609

Contents lists available at ScienceDirect

Information Sciences

journal homepage: www.elsevier.com/locate/ins

ed-mRMR: A lossless federated feature selection method

rge Hermo a,∗, Verónica Bolón-Canedo b, Susana Ladra b

niversidade da Coruña, Department of Computer Science, A Coruña, 15071, A Coruña, Spain
niversidade da Coruña, CITIC, A Coruña, 15071, A Coruña, Spain

 R T I C L E I N F O A B S T R A C T

ywords:

chine learning
derated learning
ature selection
ivacy preservation
ge computing
n-IID data

Feature selection has become a mandatory task in data mining, due to the overwhelming amount 
of features in Big Data problems. To handle this high-dimensional data and avoid the well-
known curse of dimensionality, we need to pre-select an optimal subset of features to reduce 
redundant computations. Federated learning is a machine learning technique based on training 
an algorithm over many decentralized edge devices holding local rather than global data on 
a centralized server. Application of this technique is extending to fields such as self-driving 
cars, medicine and health, and Industry 4.0, where data privacy is compulsory. Feature selection 
through federated learning is a complicated task since suboptimal features calculated by feature 
selection methods may be different in heterogeneous datasets from different nodes. In this paper, 
we propose a lossless federated version of the classic minimum redundancy maximum relevance 
(mRMR) feature selection algorithm, called federated mRMR (fed-mRMR), which, without losing 
any effectiveness of the original mRMR method, is applicable to federated learning approaches 
and capable of dealing with data that are not independent and identically distributed (non-IID 
data).
Implementation can be found at: https://github .com /jorgehermo9 /fed -mrmr

 Introduction

The exponential growth in data volumes in recent years in fields such as social networks [1], bioinformatics [2], and physics 
]has led to the rise of Big Data. Although it might seem that more data are better for our models, this is not always true. A 
enomenon in high-dimensional data is the curse of dimensionality, which, as Bellman [4] stated, causes model behavior to deteri-
ate as the dimensionality of latent space of our data increases. This effect can be mitigated, however, by applying dimensionality 
duction or feature selection techniques.
Feature selection [5] is an essential data mining [6] and machine learning step in building a feasible model. It is well known 
at real datasets contain a large quantity of redundant [7] and irrelevant features, so it is good practice to remove those features 
fore training the learning models. Feature selection is one of the most popular methods for reducing dimensionality, since it tries 
 build an optimal set of features (sometimes resulting suboptimal) that retains the main characteristics of the data while improving 
ediction accuracy and the computational speed of trained models [8]. Classic feature selection methods require the whole dataset 
 order to function properly, but this has not been an issue for traditional machine learning approaches, with all data stored on a 
ntralized server. However, the rise of edge computing and privacy preservation awareness have led to a new machine learning 
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proach called federated learning [9], whereby local data are stored in each decentralized edge device, instead of being sent to 
centralized server. Traditional feature selection methods, therefore, are not well suited to federated learning, since local device 
ta are not usually independent and identically distributed (non-IID data) [10]. Just as traditional machine learning methods have 
eded to evolve to comply with data privacy standards, so too do feature selection methods need to evolve. To the best of our 
owledge, apart from some works on privacy awareness [11,12], little effort has been invested in developing feature selection 
ethods suitable for federated learning.
A classic feature selection algorithm is the minimum redundancy maximum relevance (mRMR) [13], based on mutual information, 

hich is widely used when dealing with discrete features (a related method, minimum redundancy, performs well with microarray 
ne expression data [14]). As computational complexity is quadratic with the number of features, previous studies focused on 
eeding up mRMR computation times [15,16] using high-performance computing (HPC) techniques, but failed to take into account 
ivacy preservation.
As mRMR is based on computing mutual information among features (and between features and classes), it does not require use 

 the whole raw dataset. We propose a new federated feature selection method that extracts certain statistics from the dataset and 
en applies the mRMR algorithm to rank and select relevant features. Our proposed method preserves privacy and achieves lossless 
derated feature selection, in that it keeps the same feature ranking as the original mRMR method.
Note that, although previous studies have been conducted of lossless federated learning [17], as far as we are aware, ours is the 
st proposal regarding lossless federated feature selection.
The remainder of this paper is organized as follows. Section 2 provides some background on feature selection, the mRMR algo-
hm, federated learning, and occurrence counting using bitmaps. Section 3 reviews the state of the art in federated feature selection. 
ction 4 describes our proposed modification to the mRMR algorithm. Section 5 shows experimentation benchmark results of our 
oposal. Finally, section 6 contains our conclusions.

 Background

The following sub-sections discuss feature selection, the mRMR algorithm, federated learning, and occurrence counting, as essen-
l background to our proposed feature selection method (fed-mRMR).

1. Feature selection

Feature selection is a widely used preprocessing technique that consists of selecting a subset of features applying an optimality 
iterion. While it is not guaranteed that this method finds the optimal subset of features, it at least finds a sub-optimal set that 
aximizes the desired criterion.
This technique attempts to separate features into three categories: relevant, redundant, and irrelevant. Only relevant features 
e ideally needed to solve a problem, as redundant features share information with relevant features and so are superfluous, and 
elevant features typically contribute nothing to our problem. This classification, however, is not usually binary, but fuzzy, so 
rtitioning is not straightforward, given that there is a certain degree of relevance and redundancy for each feature, whose values 
ay in turn vary in the presence of other features.
Selecting a subset of features allows us to reduce the dimensionality of the problem, thus mitigating the effects of the curse of 
mensionality. Furthermore, it simplifies the learning models, making them easier to interpret for researchers and users, and also 
proves training speed and generalization capacity.
Feature selection methods can be divided into three different types; filter, wrapper, and embedded methods.
Filter methods [18], which are used prior to training the learning model, calculate a series of dataset metrics for each feature that 
e used together with the optimality criterion to select the subset that optimizes that criterion. The advantage of filter methods is 
at they are versatile, as they are independent of the learning model and can therefore be used as a preliminary step for any machine 
arning model. Some examples of these methods are RELIEF, which uses the concept of nearest neighbors to compute feature metrics, 
rrelation-based feature selection (CFS), which ranks subsets of features using a correlation-based heuristic evaluation function, and 
RMR [13]. We mainly focus on mRMR, which uses mutual information to obtain measures of feature relevance and redundancy 
d ultimately produces an ordered ranking of features.
Wrapper methods [19] use predictions made by the model to select the features. The model, trained successively with different 
bsets of features, finally selects the subset that produces the best results. The drawback of wrapper methods is that they are 
mputationally expensive and can lead to overfitting.
Embedded methods follow a similar approach to wrapper methods, but use feature selection within the training process, rather 
an at the end of the training process. Since there is no separation between the training and feature selection processes, computation 
e over wrapper methods is improved, making embedded methods more feasible as a feature selection approach. LASSO [20] is a 
pical example of an embedded method.
In this work, we focused on adapting the mRMR algorithm for federated learning in a way that preserves privacy and retains the 
me ranking of features.

2. Minimum redundancy maximum relevance

The mRMR algorithm, first proposed by Peng et al. [13], is a widely used filter method for feature selection that uses mutual 
2

formation to calculate measures of relevance and redundancy between the different features and the class label. Developed initially 
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r application to microarray gene expression data, for which it obtained very good results, nowadays it is used in telecommunications 
1], medicine [22], network anomaly detection [23]. While we focus on application of this method to discrete data distributions, it 
n also be applied to continuous data distributions, as explained in the original proposal of this method.
The objective of the mRMR algorithm is to rank the whole set of features according to importance. To do this, it evaluates the 
levance of a feature to the target and penalizes redundancy in the presence of other features. The goal is to determine maximum 
pendency between a set of features 𝑋 and class 𝑐, using mutual information (𝐼). Mutual information between a pair of discrete 
ndom variables (features) is defined in Eq. (1), which uses marginal probabilities 𝑝(𝑎) and 𝑝(𝑏) and joint probability 𝑝(𝑎, 𝑏).

𝐼(𝐴;𝐵) =
∑
𝑏∈𝐵

∑
𝑎∈𝐴
𝑝(𝑎, 𝑏) log

(
𝑝(𝑎, 𝑏)
𝑝(𝑎)𝑝(𝑏)

)
(1)

Mutual information has computational complexity (|𝐴| × |𝐵|), where 𝐴 and 𝐵 are the sets of distinct values for the features, 
t only in the case where we know in advance the probabilities that appear in the equation.
If we do not know the marginal probabilities in advance, we can estimate them from the samples we have in the data, as shown 

 Eq. (2), where 𝑛𝑎 is the number of samples with the value 𝑎 in the desired feature, and 𝑛 is the total number of samples.

𝑝(𝑎) ≈
𝑛𝑎

𝑛
(2)

We can also estimate the joint probability in a similar way, as per Eq. (3), where 𝑎 and 𝑏 are values of the desired features and 
,𝑏 is the number of samples that have both values 𝑎 and 𝑏 in those features.

𝑝(𝑎, 𝑏) ≈
𝑛𝑎,𝑏

𝑛
(3)

Since calculating 𝑛𝑎 means that we have to run through all the samples sequentially, the computational complexity of estimating 
e probability of occurrence of a certain value in a particular feature is (𝑛).
If we have to compute the unknown probabilities used in Eq. (1), the computational complexity of calculating the mutual 
formation between two features 𝐴 and 𝐵 is (|𝐴| × |𝐵| × 𝑛). 𝑝(𝑎, 𝑏) has to be computed each time, although the estimates of 𝑝(𝑎)
d 𝑝(𝑏) can be reused in further calculations.
Since the maximum dependency criterion is difficult to implement in high-dimensional spaces, an alternative used in the original 
oposal is the criterion of maximal relevance (max-relevance), defined in Eq. (4), where 𝑋 is a set of features.

𝑚𝑎𝑥 𝐷(𝑋,𝑐), 𝐷 = 1|𝑋| ∑
𝑥𝑖∈𝑋

𝐼(𝑥𝑖; 𝑐) (4)

The selected features may have a high level of redundancy, so applied as a penalty with the aim of selecting mutually exclusive 
atures is the minimum redundancy criterion, defined in Eq. (5), where 𝑋 is a set of features.

𝑚𝑖𝑛 𝑅(𝑋), 𝑅 = 1|𝑋|2 ∑
𝑥𝑖,𝑥𝑗∈𝑋

𝐼(𝑥𝑖;𝑥𝑗 ) (5)

Both criteria 𝐷 and 𝑅 can then be combined as mRMR, defined as Φ in Eq. (6)

𝑚𝑎𝑥 Φ(𝐷,𝑅), Φ=𝐷 −𝑅 (6)

In practice, a greedy approach can be used with this criterion. Suppose we have selected a set of 𝑚 − 1 features, 𝑆𝑚−1, then the 
jective is to select the 𝑚th feature from the set {𝑋 ⧵ 𝑆𝑚−1} i.e., to select the feature that, when added to the currently selected 
ature set, maximizes the criterion Φ. In Eq. (7) we define the condition that this feature has to fulfill.

𝑚𝑎𝑥𝑥𝑗∈𝑋⧵𝑆𝑚−1

[
𝐷(𝑆𝑚−1 ∪ {𝑥𝑗}) −𝑅(𝑆𝑚−1 ∪ {𝑥𝑗})

]
≡

𝑚𝑎𝑥𝑥𝑗∈𝑋⧵𝑆𝑚−1

[
𝐼(𝑥𝑗 ; 𝑐) −

1|𝑆𝑚−1|
∑

𝑥𝑖∈ 𝑆𝑚−1

𝐼(𝑥𝑖;𝑥𝑗 )

]
(7)

As the original mRMR algorithm proposal has many redundant calculations,1 we use a modified version called fast-mRMR, 
oposed by Ramírez-Gallego et al. [15] and described in Algorithm 1.
The fast-mRMR algorithm starts by computing relevance values for all input features, storing them in a vector (relevancesVector), 
d selecting the best features in terms of relevance, marked as the last selected feature. Then, using the mRMR criterion, the remain-
g features are selected in an iterative process (lines 12–25) until the desired number of features are selected (numFeaturesWanted). 
 this iterative process, the algorithm computes the mutual information between the last selected feature and the non-selected fea-
res. The best feature according to mRMR is added to the final set and marked as the last feature selected. One of the optimizations 
ed in this algorithm is the accumulatedRedundancy vector. Since computing the mutual information between every pair of features 
3

Original proposal’s source code can be found at. http://home .penglab .com /proj /mRMR /#c ++

http://home.penglab.com/proj/mRMR/#c++
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gorithm 1 fast-mRMR.
: INPUT: candidates, numFeaturesWanted
: OUTPUT: selectedFeatures
: selectedFeatures = ();
: for each feature f in candidates do
: relevancesVector[f] = mutualInfo(f,class);
: accumulatexRedundancy[f] = 0;
: end for
: selected = getMaxRelevance(relevancesVector);
: lastFeatureSelected = selected;
: selectedFeatures.add(selected);
: candidates.remove(selected);
: while selectedFeatures.size() < numFeaturesWanted do
: max_mrmr = 0;
: for each feature fc in candidates do
: relevance = relevancesVector[fc];
: accumulatedRedundancy[fc] += mutualInfo(fc, lastFeatureSelected);
: redundancy = accumulatedRedundancy[fc]/selectedFeatures.size();
: mrmr= relevance - redundancy;
: if mrmr > max_mrmr then
: lastFeatureSelected = fc;
: max_mrmr = mrmr;
: end if

: end for

: selectedFeatures.add(lastFeatureSelected);
: candidates.remove(lastFeatureSelected);
: end while

costly, redundancy is accumulated in each iteration, and only computed is the mutual information between the set of non-selected 
atures and the last selected feature.
This version of the algorithm uses the number of features to be selected to limit the number of comparisons between features. 
e greedy search used in fast-mRMR does not affect the final result (feature ranking), but does reduce the original complexity, as 
e iterative process (linear order) is limited to a small number of iterations (the number of features selected).

3. Federated learning

Federated learning (FL) [24] is a machine learning approach where a model is trained across multiple decentralized devices or 
rvers holding local data samples. In a typical FL setting, the training process involves sending the model to local data sources, 
here it is trained and updated. The local updates are then aggregated to update the global model. This process is iterated so as to 
prove the model with each round. The key advantage of FL is that, by allowing for large-scale data to be used without the need to 
st pool the data in a central location, it maintains data confidentiality and adheres to privacy regulations.
The FL paradigm can be broadly categorized into two FL types: cross-silo and cross-device. Cross-silo FL involves a relatively 
all number of participants (organizations or institutions) with relatively large datasets. In this setting, each participant (silo) has 
substantial quantity of data and FL takes place between these silos. This approach is common in scenarios where data sharing is 
stricted due to privacy and regulatory reasons, e.g., in the healthcare and finance sectors. Cross-device FL involves a large number 
 devices, often in the magnitude of millions (typically personal devices like smartphones or IoT devices), each with small datasets. 
hile cross-device FL is more challenging due to device heterogeneity and network connection unreliability, it offers the potential 
 learn from a highly diverse and distributed dataset, which can lead to more robust and generalized models.
The two main FL approaches, horizontal division and vertical division, depend on how samples are divided. This fundamental 
fference in data alignment shapes how algorithms are designed and implemented in each FL scenario. Horizontal FL is used when 
fferent participants have datasets with the same feature space but different samples, e.g., two hospitals in different regions may 
ve patient data in the same format but with different patient groups. Vertical FL applies when participants have different feature 
aces but share the same sample space, e.g., a bank and a retail store may have different types of data (financial and purchasing 
bits) for the same customers.
Feature selection is a complex task in FL since most of the classic techniques cannot be applied to FL. Also, little research has 
en conducted on feature selection FL algorithms, since FL is mostly used for deep learning. While several algorithms for federated 
timization are available, such as FedAvg [25] and SCAFFOLD [26], they all focus on adapting optimization algorithms to a 
derated environment. However, feature selection algorithms do not always rely on optimizing a loss function; this is the case with 
RMR, so its adaptation to an FL environment requires more than a federated optimization algorithm.

4. Occurrence counting using bitmaps

As seen in Eq. (2), we need some way to count the number of occurrences of a given value in a certain feature. This counting 
exemplified using the data in Table 1, which describes instances in terms of color and size as features and a class to which they 
4

long.
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Table 1

Example dataset.
Example dataset

Color Size Class

blue big b
red big a
red small b
blue small a
blue big b

To count the number of instances with a certain color, the task is simple; go through the instances sequentially and sum the 
currences. However, to count the number of instances with a certain color and size, we need to take into account both features.
With the mRMR algorithm, the joint probability 𝑝(𝑎, 𝑏) (Eq. (1)) is estimated for each pair of features. For example, in the 
ta in Table 1, to calculate the mutual information between the color and size features, we need to calculate the following joint 
obabilities: 𝑝(blue, big), 𝑝(blue, small), 𝑝(red, big) and 𝑝(red, small).
Thus, given two features 𝐴 and 𝐵, the number of joint probabilities to calculate is |𝐴| × |𝐵|, and for 𝑚 features, the number of 
ssible pairs of features is 𝑚2. Algorithm 1 allows us to avoid redundant computations by considering only 

(𝑚
2

)
pairs of possible 

atures, and, given that 
(𝑚
2

)
= 𝑚(𝑚−1)

2 ≤𝑚2, we ultimately only have to estimate probabilities for a smaller number of pairs.
However, the calculations for the probability estimates grow quadratically with respect to the number of features, so naive 
plementation may not be efficient. To solve this problem, we can use feature bitmaps. A bitmap for a particular value 𝑣 of a 
ature 𝑓 is a vector of Boolean values in which 1 is the value at index 𝑖 if instance 𝑖 of the dataset has value 𝑣 for feature 𝑓 , and 0
herwise. We denote the bitmap for the 𝑣 value of feature 𝑓 as �⃗�𝑣.
For example, for Table 1, the bitmap for the value blue of the feature color is �⃗�blue = (1 0 0 1 1), and the bitmap for the value big

 the feature size is �⃗�big = (1 1 0 0 1).
We can now calculate the number of instances that have a certain value in one or two features using the scalar product of 
o vectors. Thus, using the data in Table 1, the number of instances with the value blue in the feature color is calculated as 

lue = �⃗�blue ⋅ �⃗�blue = 3, and the number of instances with the value blue in the feature color and the value big in the feature size is 
lculated as 𝑛blue,big = �⃗�blue ⋅ �⃗�big = 2.

 Related work

The state of the art in federated feature selection is rapidly evolving, characterized as it is by innovative approaches that seek 
 optimize model performance while addressing the inherent challenges of FL, such as data privacy, communication efficiency, 
d data source heterogeneity. As mentioned above, vertical and horizontal FL approaches exist, both enabling efficient and secure 
ature selection
An example of vertical FL (VFL) is the federated stochastic dual-gate-based feature selection (FedSDG-FS) [27], which integrates 

ature selection with model training in VFL settings. This approach, designed with a focus on security and efficiency, uses, for 
stance, partial homomorphic encryption (PHE) and a randomized noise mechanism to ensure that important features are selected 
d the global model is optimized without compromising data privacy. Fundamentally underscored is the importance of balancing 
ature selection accuracy with privacy and communication efficiency needs in federated settings.
Another proposal for VFL feature selection is the LESS-VFL framework [28], which emphasizes communication efficiency. LESS-
L is structured around pre-training, embedded component selection, and feature selection stages. It uses pre-trained model 
rameters and leverages proximal stochastic gradient descent (P-SGD) for implementation. Addressing the challenge of the high 
mmunication costs in federated settings, it optimizes the selection of significant features while minimizing the need for data ex-
ange. LESS-VFL also considers privacy aspects by using information shared during VFL training, showcasing the importance of 
tegrating privacy-preserving mechanisms in the feature selection process.
As an approach to horizontal FL (HFL), Hu et al. [29] introduced a framework with a credible third participant aimed at in-
grating optimal feature subsets from multiple participants while respecting privacy concerns. That study fills a research gap in 
ature selection in a privacy protection scenario, using evolutionary computation and swarm intelligence principles. The proposed 
gorithm, based on particle swarm optimization (PSO), incorporates two new operators: a feature assembly strategy with multi-
rticipant cooperation, and a swarm initialization strategy. Classification accuracy is ensured in conjunction with privacy protection 
 feature selection from the datasets of different participants.
In Zhang et al. [30], for HFL in IoT networks, an unsupervised federated feature selection method called FSHFL eliminates 
n-essential features using a method for feature relevance outlier detection, enhanced by an improved one-class support vector 
achine. A feature relevance hierarchical clustering (FRHC) algorithm is also proposed for effective feature selection in HFL settings. 
e approach notably improves HFL system performance, as evidenced by enhanced global model accuracy and reduced training 
5

e. FSHFL is also significantly less costly in energy consumption terms compared to traditional FL methods.
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Fig. 1. Example of the block matrix associated with the bitmap example from Section 2.4.

Fig. 2. Example of occurrences matrix computed from the multiplication of 𝐵 and its transpose, using the example depicted in Fig. 1.

 Federated mRMR

Our proposal consists of adapting the mRMR algorithm (as described in Algorithm 1) to FL settings. Unlike a simple federated 
timization algorithm, our proposal entails a modification in the way the probabilities in the mRMR formula are calculated, resulting 
 a lossless federated feature selection algorithm. Note that our approach is cross-silo (see Section 2.3), as we assume that all devices 
e available and no information is lost.

1. Occurrences matrix

As can be seen in Eq. (1), the only information used from the dataset is the probability of occurrence of a given value in a given 
ature. Furthermore, this probability can be estimated empirically using the number of occurrences of that value in the instances of 
e dataset (Eqs. (2) and (3)).
We can take advantage of the fact that we only need to know the number of occurrences and do not need all the data. Since 

e also need the number of occurrences between pairs of values over pairs of particular features (𝑛𝑎,𝑏), we have to consider how to 
ciently store the number of occurrences.
Our proposal is to use an occurrences matrix, a symmetric matrix where the number of occurrences of a pair of values of a pair 

 features is stored in each matrix cell. Let 𝐹 be the set of features of a given dataset 𝐷, with 𝑉 as the set of all possible values for 
ch feature, 𝑉 = {𝑣 ∈𝐴 | 𝐴 ∈ 𝐹 }. Moreover, let 𝑓 be a bijective function that maps an element of the index set 𝐼 = {1, … , |𝑉 |} to 
ch element of the set 𝑉 , 𝑓 ∶ 𝑉 → 𝐼 .
The occurrences matrix 𝑀 associated with the dataset 𝐷 is a symmetric matrix of size |𝑉 | × |𝑉 |, where each element 𝑀𝑖𝑗

rresponds to the number of simultaneous occurrences of the values 𝑓−1(𝑖) and 𝑓−1(𝑗) in the instances of the dataset 𝐷. To 
lculate the number of simultaneous occurrences of two values in the instances of the dataset, we can multiply their associated 
tmaps (see Section 2.4). The matrix is defined as:

𝑀 = (𝑚𝑖𝑗 ) ∈ ℕ|𝑉 |×|𝑉 | , 𝑚𝑖𝑗 = �⃗�𝑓−1(𝑖) ⋅ �⃗�𝑓−1(𝑗) (8)

Since each element of this matrix is calculated through the multiplication of two vectors, we can describe it as a multiplication 
 two matrices. 𝐵 is a block matrix in which each column consists of a bitmap, as defined in Eq. (9). We can see an example of this 
atrix 𝐵 in Fig. 1, associated with the bitmap example shown in Section 2.4.

𝐵 =
[
�⃗�𝑓−1(1), �⃗�𝑓−1(2),… , �⃗�𝑓−1(𝑛)

]
(9)

We can define the occurrences matrix 𝑀 as shown in Eq. (10). Fig. 2 shows this matrix for the example from Section 2.4.

𝑀 =𝐵𝑇 ⋅𝐵 (10)

Defining the occurrences matrix in terms of matrix multiplication has the advantage that matrix multiplication is a highly paral-
lizable operation [31–33].
Matrix 𝐵 presents a sparsity value of 𝑆 = 1 − |𝐹 ||𝑉 | (ratio of values equal to 0 over the total number of values). Therefore, depending 

 whether or not this value is high, we could consider using a sparse matrix to represent 𝐵 and performing a smaller number of 
erations when multiplying two sparse matrices [34].
Since the occurrences matrix has a space complexity of

(|𝑉 |2) and a minimum sparsity value of 𝑆 =
∑
𝐴∈𝐹 |𝐴|2−|𝐴||𝑉 |2 , compression techniques could possibly be applied to improve the 
6

ethod.
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As well as the occurrences matrix, we also need to store the number of instances 𝑛 of the dataset 𝐷. We can either store 𝑛
eviously, or we can calculate it from the occurrences matrix, since given any feature 𝐴 ∈ 𝐹 , 𝑛 =

∑
𝑎∈𝐴𝑀𝑓 (𝑎)𝑓 (𝑎).

2. Federated approach: merging occurrences matrices

So far, we have assumed that we have just a single dataset, but this assumption does not apply to FL. Let us assume, instead, 
at we have two federated nodes with datasets 𝐷1 and 𝐷2, and that each dataset has associated occurrence matrices 𝑀1 and 𝑀2, 
spectively. To be able to apply the mRMR algorithm, we need to have the information in those matrices in a single node.
The occurrences matrices of the partial datasets can be combined using a merge operation. The result is a new occurrence matrix 
sociated with the combined partial datasets, but that does not share all the information of the original datasets.
Given the merge operation defined in Eq. (11), 𝑀 =𝑚𝑒𝑟𝑔𝑒(𝑀1, 𝑀2) is the matrix associated with the dataset 𝐷, the combination 

 the partial datasets 𝐷1 and 𝐷2. Let 𝐹 = 𝐹1 ∪𝐹2, 𝑉 = 𝑉1 ∪𝑉2 and let 𝑓 be the value-index mapping function associated with dataset 
. Moreover, let 𝑔𝑀 ′ ∶ 𝑉 ′ ×𝑉 ′ → ℕ be a function that returns the occurrences of two values in the dataset 𝐷′, with occurrence matrix 
′, values set 𝑉 ′, and value-index mapping function 𝑓 ′, if both values are present in the dataset (using the occurrences matrix), 
d returns 0 if either of those values is not present in the dataset 𝐷′, defined in Eq. (12). The merge operation pseudocode is shown 
 Algorithm 2.

merge(𝑀1, 𝑀2) =(𝑚𝑖𝑗 ) ∈ℕ|𝑉 |×|𝑉 | ,
𝑚𝑖𝑗 = 𝑔𝐷1

(𝑎, 𝑏) + 𝑔𝐷2
(𝑎, 𝑏)

where 𝑎 = 𝑓−1(𝑖), 𝑏 = 𝑓−1(𝑗) (11)

𝑔𝐷′ (𝑎, 𝑏) =

{
𝑀 ′
𝑓 ′(𝑎)𝑓 ′(𝑏) if 𝑎 ∈ 𝑉 ′ ∧ 𝑏 ∈ 𝑉 ′

0 otherwise
(12)

gorithm 2 Merge.
: INPUT: 𝑀1 , 𝑉1 , 𝑓1 , 𝑀2 , 𝑉2 , 𝑓2
: OUTPUT: 𝑀 , 𝑉 , 𝑓
: 𝑉 = union(𝑉1 , 𝑉2)
: 𝑓 = combineFunctions(𝑓1 , 𝑓2)
: 𝑀 = newMatrix(|𝑉 |, |𝑉 |)
: for each 𝑎 in 𝑉 do

: for each 𝑏 in 𝑉 do

: 𝑀[𝑓 (𝑎), 𝑓 (𝑏)] = 𝑔(𝑀1 , 𝑓1, 𝑎, 𝑏) + 𝑔(𝑀2 , 𝑓2, 𝑎, 𝑏)
: end for

: end for
: return 𝑀 , 𝑉 , 𝑓

The number of instances 𝑛 in dataset 𝐷 (and, therefore, in the associated occurrences matrix) is the sum of the instances of 
tasets 𝐷1 and 𝐷2, 𝑛 = 𝑛1 + 𝑛2.
Fig. 3 shows an example of the merger between the two occurrences matrices related to the dataset shown in Section 2.4. Note 
at the two matrices to be merged do not have to have the same set of feature values 𝑉 ; it can be seen in the example that matrix 
1 lacks the value 𝑠𝑚𝑎𝑙𝑙 for the feature 𝑠𝑖𝑧𝑒, yet the merger can still take place.
In applying the merge operation to the two matrices of occurrences, since the sum of naturals and the union of sets are both 
sociative, the merging of the two occurrences matrices is also associative. This allows us to generalize the binary operation and so 
 perform the merging of 𝑁 occurrences matrices.

gorithm 3 Federated merge.
OUTPUT: 𝑀
partialMatrixList = gatherMatricesFromAllNodes()
finalMatrix = reduce(partialMatrixList,merge)
return finalMatrix

Algorithm 3 shows the pseudocode to obtain an occurrences matrix 𝑀 of a dataset 𝐷 from partial occurrences matrices (𝑀1, 
2, . . . ) associated with the corresponding sub-datasets (𝐷1, 𝐷2, . . . ) distributed across several federated nodes. All the partial 
currences matrices (𝑀1, 𝑀2, . . . ) are collected from the federated nodes via the available node communication protocol (e.g., 
ple file download via an SFTP command, HTTP request, etc). Next applied is a reduce operation (sometimes called a fold or 
ld-left operation in functional paradigms) with the partial matrix list and the merge binary operation as arguments. The outcome 
the final occurrences matrix 𝑀 associated with the union of the partial datasets 𝐷, but with no sharing of the raw sub-datasets.
Data privacy is preserved when 𝑚𝑖𝑛𝐴∈𝐹 |𝐴| > 1 and |𝐹 | > 2 is fulfilled at each node, making it impossible to reconstruct the 
7

iginal dataset from the associated occurrence matrix.
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. 3. Example of occurrences matrix computed from the merger of two matrices 𝑀1 and 𝑀2 , associated with datasets 𝐷1 and 𝐷2 . The instances of 𝐷1 and 𝐷2 are 
 first two and last three rows, respectively, of the example dataset depicted in Table 1. The resulting matrix 𝑀 is associated with the dataset 𝐷, which corresponds 
the whole dataset described in Table 1. The ⊕ binary operator denotes the merge operation between two occurrences matrices.

Since we only need to share the computed occurrences matrices from each sub-dataset and not the raw private data, we collect 
 a single node all the information on the occurrences of values in all the local datasets of the distributed nodes, with no sharing of 
l the local data.
Finally, note that, since the calculation result of the occurrences matrix is independent of the data distribution, our fed-mRMR 
ethod, like the original mRMR method, is independent of the data distribution and works well with all possible distributions, 
cluding non-IID data.

3. fed-mRMR

Our algorithm, which has the same structure as Algorithm 1, is intended to be executed on a single node. We assume that the 
currence matrices of the different distributed nodes have been precomputed and merged into a single matrix that is available to 
e node that executes the algorithm.
The difference with our approach is in the calculation of the mutual information between two features, as defined in Eq. (1), 

hich uses the probabilities 𝑝(𝑎) and 𝑝(𝑎, 𝑏). Mentioned earlier was that the computational complexity of mutual information, if 
e probabilities are to be estimated, would be (|𝐴| × |𝐵| × 𝑛). In our proposed method, since we use the occurrences matrix to 
timate those probabilities before the mutual information is calculated, the computational complexity of mutual information with 
r method is (|𝐴| × |𝐵|).
Given an occurrences matrix 𝑀 and its associated function 𝑓 to map values to indices, we define the new marginal probabilities 
timates as per Eq. (13) and the new joint probability estimates as per Eq. (14), both with a computational complexity of (1).

𝑝(𝑎) ≈
𝑀𝑓 (𝑎)𝑓 (𝑎)

𝑛
(13)

𝑝(𝑎, 𝑏) ≈
𝑀𝑓 (𝑎)𝑓 (𝑏)

𝑛
(14)

Once the final occurrences matrix 𝑀 is in a single node, and we have the joint probability estimations 𝑝(𝑎, 𝑏) for each pair of 
ature values 𝑎, 𝑏 ∈ 𝑉 , it is trivial to apply the mRMR algorithm to the desired set of features, as described in Section 2.2.
Finally, since the marginal probability computations proposed in Eq. (13) and Eq. (14) are equivalent to those in Eq. (2) and 
. (3), the feature selection ranking output of the mRMR remains the same, meaning that lossless federated feature selection by our 
ethod is as in the original mRMR method.

 Experimental evaluation

In this section, we describe the experimental framework and report the experimental results of our implementation of the fed-
8

RMR algorithm.
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Table 2

Dataset descriptions.
Datasets # of features # of instances

Lung 326 73
Colon 2,001 62
Lymphoma 4,027 96
Letter-recognition 16 20,000
Connect-4 42 67,557
MNIST 784 42,000
Agaricus 22 8124
Airline 19 103,904
Creditcard 30 284,807
Spambase 57 4,601

1. Experimental framework

In the experiments, we used a computer with the following characteristics: AMD Ryzen 5 3500U processor, 2×4GB @2667Mhz 
R4 RAM, and 256 GB NVMe SSD. Measurements were made using hyperfine,2 a software benchmarking tool.
The main characteristics of the datasets used in this work are described in Table 2. To perform the experiments with different 
nds of data, we used the microarray datasets3 Colon, Lung and Lymphoma, which have also been used in other related works 
5], and the datasets Letter-recognition,4 Connect-4,5 Agaricus,6 Spambase7[35], MNIST,8 Airline,9 and Creditcard.10 Large-scale low-
mensional datasets were chosen in order to test how our method works in different data conditions. Since they contain numerical 
lues instead of categorical values, 5-bin quantile discretization was performed on the MNIST, Airline, and Spambase datasets, and 
-bin K-means discretization on the Creditcard dataset.
Our proposed algorithm, fed-mRMR, is not evaluated in terms of the ranking of features it returns. This is because our algorithm 
lossless, which means that it always selects the same set of features as the original algorithm (proposed by Peng et al. [13]). 
stead, fed-mRMR is evaluated with respect to computation time in a single node and in a federated environment simulation with 
ore than one node. Computation times were calculated using means and their standard deviation from 10 repeated executions for 
ery experiment on each dataset.
Section 5.2 shows the results for the calculation of the occurrences matrix and feature selection over the aforementioned datasets 
ing fed-mRMR, and Section 5.4 presents performance results for fed-mRMR and the original mRMR algorithm [13] for a single 
mputational node.
Section 5.5 shows the results for our algorithm in a simulated federated environment as the number of federated nodes increases. 
r the simulation of federated feature selection, we use the MNIST dataset as having a large number of both instances and features. 
nce our merge operation is independent of the data distribution, for simplicity sake, we use dataset partitions where the instances 
 each are cyclically distributed among 𝑛 different datasets, thus simulating a scenario where we have 𝑛 nodes and an occurrences 
atrix in each node associated with a partition in the original dataset. The merger of these 𝑛 occurrences matrices and the feature 
lection using the resulting occurrences matrix is evaluated in terms of computation time.

2. Occurrences matrix and feature selection evaluation

We first evaluate the calculation times for the occurrences matrix and feature selection as the number of features we want to 
lect increases. The results for Colon and Lymphoma are shown in Figs. 4 and 5, respectively.
The results indicate that, as expected, the computation time for the occurrences matrix remains constant irrespective of the 
mber of features to be selected for a given dataset, while the feature selection time increases as the number of features to be 
lected increases, as indicated by analysis of the Algorithm 1.
Table 3 shows time results for the calculation of the occurrences matrix and selection of features for all 10 datasets. As expected, 
e most time-consuming datasets are Colon and Lymphoma, with the most features; this is because the complexity of our algorithm 
quadratic with respect to the number of features and linear with respect to the number of samples. Note also the high computation 
e for the occurrences matrix compared to feature selection for MNIST, due to the fact that this dataset has a large number of both 
atures and samples, which makes the computation of its occurrences matrix costly.

https://github .com /sharkdp /hyperfine.
These datasets can be downloaded from Peng’s webpage. http://home .penglab .com /proj /mRMR /#data
https://archive .ics .uci .edu /ml /datasets /Letter +Recognition.
http://archive .ics .uci .edu /ml /datasets /connect -4.
http://archive .ics .uci .edu /dataset /73 /mushroom.
https://archive .ics .uci .edu /dataset /94 /spambase.
https://www .kaggle .com /datasets /oddrationale /mnist -in -csv.
https://www .kaggle .com /datasets /teejmahal20 /airline -passenger -satisfaction.
9

https://www .kaggle .com /datasets /mlg -ulb /creditcardfraud.

https://github.com/sharkdp/hyperfine
http://home.penglab.com/proj/mRMR/#data
https://archive.ics.uci.edu/ml/datasets/Letter+Recognition
http://archive.ics.uci.edu/ml/datasets/connect-4
http://archive.ics.uci.edu/dataset/73/mushroom
https://archive.ics.uci.edu/dataset/94/spambase
https://www.kaggle.com/datasets/oddrationale/mnist-in-csv
https://www.kaggle.com/datasets/teejmahal20/airline-passenger-satisfaction
https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
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Fig. 4. Occurrences matrix calculation time and feature selection time in seconds for the Colon dataset as the number of features to be selected increases.

Fig. 5. Occurrences matrix calculation time and feature selection time in seconds for the Lymphoma dataset as the number of features to be selected increases.

Table 3

fed-mRMR mean calculation times in seconds (with standard deviations) 
for occurrences matrix calculation and feature selection for all features 
in 10 datasets.
Dataset matrix feature selection fed-mRMR

Lung 0.19±0.01 0.18±0.04 0.37±0.04
Colon 4.31±0.07 5.82±0.21 10.13±0.22
Lymph. 22.16±0.61 28.50±1.06 50.66±1.22
Letter-recog. 0.47±0.05 0.07±0.01 0.54±0.05
Connect-4 1.85±0.06 0.07±0.01 1.92±0.06
MNIST 181.40±2.93 0.31±0.01 181.71±2.93
Agaricus 0.19±0.02 0.14±0.01 0.33±0.02
Airline 2.22±0.03 0.11±0.01 2.33±0.03
Creditcard 10.23±0.08 0.10±0.01 10.34±0.08
Spambase 0.26±0.01 0.15±0.01 0.41±0.01

3. Memory requirements

The bitmap matrix 𝐵 and the occurrences matrix 𝑀 potentially have a large memory usage impact. The spatial complexity of 
e bitmap matrix is (𝑁 × |𝑉 |), where 𝑁 is the number of instances and |𝑉 | is the number of values in a dataset, while the spatial 
mplexity of the occurrences matrix is (|𝑉 |2). In this section, we analyze the memory requirements of those matrices for each of 
e 10 evaluated datasets. Table 4 shows, for each dataset, memory usage for those two matrices in a single node environment and 
10

so the size of the dataset file in disk (in the original text format).
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Table 4

Size in the main memory for the original dataset file, the 
bitmap matrix 𝐵, and the occurrences matrix 𝑀 .

Dataset dataset size matrix 𝐵 matrix𝑀

Lung 55 KB 190.3 KB 7.7 MB
Colon 296 KB 992.4 KB 287.9 MB
Lymph. 892 KB 3 MB 1.1 GB
Letter-recog. 708 KB 2.7 MB 636 KB
Connect-4 5.5 MB 23 MB 133.1 KB
MNIST 63 MB 263.7 MB 14.3 MB
Agaricus 366 KB 1.5 MB 113.3 KB
Airline 4.0 MB 16.6 MB 78.4 KB
Creditcard 17 MB 70.6 MB 184.8 KB
Spambase 521 KB 2.1 MB 658.9 KB

Table 5

Number of features to be selected for each 
dataset.

Datasets # of features to select

Lung 300
Colon 300
Lymphoma 300
Letter-recognition 16
Connect-4 42
MNIST 32
Agaricus 22
Airline 19
Creditcard 30
Spambase 57

It is important to emphasize that those two matrices do not always have to exist in memory at the same time; rather, it depends 
 how we perform the matrix multiplication of 𝐵 and on its transpose. Once we have computed the matrix 𝑀 we can safely discard 
e matrix 𝐵 since it is no longer necessary in the algorithm.
Finally, note that we used 64-bit integers to represent each cell in both matrices. However, this value could be greatly reduced if 
stead we used a compact data structures approach for the bitmap matrix, since each matrix cell could be represented with just one 
t using a more complex schema. This, however, is left as future work.
Matrix 𝐵 serves a role solely in intermediate computations. The focal point of our algorithm, and the information to be transmitted 
tween nodes in a federated environment, is the occurrences matrix 𝑀 . From the results, we can see that the memory requirements 
 matrix 𝑀 grow significantly for datasets with few instances but many features, e.g., the microarray datasets, and especially the 
mphoma dataset. In contrast, for datasets with an enormous number of instances, such as the Creditcard and Airline datasets, matrix 
requires much less memory than the original dataset (almost an order of magnitude less in some cases). This is very beneficial in 
nsfers of the occurrences matrix 𝑀 to other nodes via the network, and thus demonstrates that our method is very feasible under 
propriate conditions.

4. Comparison: fed-mRMR versus mRMR

To ensure a fair comparison of computation times, the fed-mRMR computation times for the occurrences matrix and feature 
lection were both taken into account. As the original mRMR is not optimized to deal with large datasets, the experiments limit the 
mber of features to be selected to 300. Table 5 depicts the fixed number of features to be selected for each dataset; for datasets 
ith fewer than 300 features, all the features were selected in the benchmarks. Table 6 shows computation times compared for our 
d-mRMR algorithm and the original mRMR algorithm for all the datasets.
Performance is improved by fed-mMRM in 9 of the 10 datasets. Performance is the same for the Letter-recognition dataset, maybe 
cause the small number of features in this dataset does not allow the original algorithm’s calculations to increase too much. Since 
r proposal also allows occurrences matrices to be used for future feature selections, the performance improvement would be even 
eater if we wanted to perform several rankings of features from the same dataset.
For MNIST as a case study, Fig. 6 shows time results as the number of features to be selected increases. Our fed-mMRM method 
ales much better than the original proposal, as it allows selection of all the features in MNIST, unlike what happens with the 
iginal mMRM. If only a small number of features need to be selected, our proposal may not be worthwhile, since calculating the 
11

currences matrix would be relatively.
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Table 6

Matrix calculation, feature selection, and total times 
(in seconds) for fed-mRMR versus mRMR.
Dataset fed-mRMR mRMR

Lung 0.39±0.02 20.03±0.22
Colon 6.39±0.27 40.73±0.21
Lymph. 28.54±0.56 56.53±2.43
Letter-recog. 0.54±0.12 0.49±0.09
Connect-4 1.92±0.15 37.65±2.11
MNIST 181.54±4.97 540.35±8.05
Agaricus 0.30±0.01 0.54±0.02
Airline 2.29±0.03 6.91±0.09
Creditcard 10.44±0.42 57.45±1.67
Spambase 0.39±0.01 4.27±0.06

Fig. 6. fed-mRMR versus mRMR (in seconds) for the MNIST dataset as the number of features to be selected increases.

5. Federated feature selection evaluation

We now evaluate what would happen in a real federated environment. Using the MNIST dataset, and increasing the number of 
derated nodes while ranking all of the dataset features, we evaluate the behavior of the occurrences matrix calculation, merge 
eration, and feature selection.
For this experiment, we have assumed that the merger of all occurrences matrices is performed in a single node that has access to 
e occurrences matrices of all the other nodes. To evaluate the computation time of the occurrences matrix, we consider the times 
ent on computing the occurrences matrix in each node, but, since these can be computed in parallel, we report the maximum times.
The results are depicted in Fig. 7, which shows that the feature selection time remains constant regardless of the number of 

derated nodes, while the merger time for the occurrences matrices increases linearly as the number of nodes increases. Moreover, 
d as expected, as the number of federated nodes increases, the maximum computation times for the occurrences matrices decreases.
Note that the total time taken by the fed-mRMR algorithm decreases until the number of nodes is 16, after which it starts to 
crease. Since this may be because increasing the number of federated nodes does not always mean that the total computation 
e decreases, it may be that there is an optimal number of nodes in terms of computation time, located in the interval (8, 64). In 
dition, due to the merger overhead for matrices, a distributed approach may be slower than a single-node approach for a certain 
mber of nodes, as can be deduced from Fig. 7 when the number of nodes is 1024.
Note that the ranking obtained is the same, irrespective of the number of nodes used: since the merge operation is lossless, our 

derated algorithm is also lossless.
Regarding the communications overhead for the occurrences matrices between federated nodes in this specific simulation, the 
e of the occurrences matrices in each node is constant in all the experiments with different numbers of nodes – 14.3 MB in the case 
 the MNIST dataset. Matrix size is independent of the number of nodes, due to the way the data is distributed. The only data to be 
mmunicated from each node to the centralized node is that of the occurrences matrix; hence, the communications time overhead 
proportional to the size of the 𝑀 matrix. Furthermore, since this depends on the communication protocol used, we only depict the 
12

e of those matrices, leaving open the way the nodes communicate that data.
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. 7. Occurrences matrix merger and feature selection times (in seconds) for the MNIST dataset as the number of federated nodes increases. Feature selection time 
constant, at 0.31 seconds, for each number of nodes value.

 Conclusion

We have proposed a modification of the mRMR algorithm, called fed-mRMR, that allows us to perform lossless feature selection in 
derated environments, while achieving the same ranking as the original mRMR algorithm. Our experiments show that fed-mRMR 
oduces an improvement in computation times with respect to the original mRMR algorithm in almost all cases, if implemented in 
single computation node. This improvement is even grater when the implementation is in a distributed node environment.
To facilitate use of our algorithm and the reproducibility of our experimental results, we have made an implementation of our 

gorithm available in the Rust language.
A limitation of the fed-mRMR algorithm is that it presents problems with datasets with a very large number of features. This is 
cause of the quadratic spatial complexity of the occurrences matrix, which requires a large amount of space in the main memory 
d a high computation time.
Left to future work is the use of a compact data structure, as reducing the space and computation time requirements of the 
currences matrix by compressing the data structure could potentially take advantage of the fact that it is possible to know the 
arsity value and the approximate sparsity pattern of the occurrences matrix and the bitmap matrix in advance. Also left to future 
ork is a possible improvement in privacy preservation using communication protocols such as Secure Aggregation [36] to merge 
ggregate) the occurrences matrices between the different nodes. Additionally, we only considered a cross-silo FL approach, but it 
ould be interesting extend this work to cross-device FL.
Finally, since there is a relationship between mutual information and the entropy of two random distributions (𝐼(𝑋; 𝑌 ) =𝐻(𝑌 ) −
(𝑌 |𝑋)), and since we use the occurrences matrix to compute mutual information, we believe that an approximation similar to ours 
uld be used to perform FL using an occurrences matrix with models that use data entropy, e.g. classification and regression trees 
7].
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