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A B S T R A C T

In the current landscape, user opinions exert an unprecedented influence on the trajectory of companies. In
the field of online review platforms, these opinions, transmitted through text reviews and numerical ratings,
significantly shape the credibility of products and services. For this reason, detecting inappropriate reviews
becomes crucial.

This paper addresses the problem of automatic anomalous review detection using a novel approach based
on Anomaly Detection in the field of Natural Language Processing (NLP). Unlike other NLP tasks, anomaly
detection in texts is a relatively emerging area. In this paper, we present a pipeline for opinion filtering
that poses the problem of discerning between normal opinions containing relevant information about an
item and anomalous opinions with unrelated content. Its key functionalities include: Classifying the reviews,
assigning normality scores, and generating explanations for each classification, indispensable for the human
who normally moderates these platforms.

To evaluate the model, several Amazon datasets were used to demonstrate that the performance obtained
is robust, obtaining an average F1 score of 91.4 detecting anomalies in the most complex scenario. In addition,
a comparative study of three explainability techniques was conducted with 241 participants to measure the
impact on understanding the classifications of the model and to rank their perceived usefulness of explanations.

As a result, we obtained a system with great potential to automate tasks related to online review platforms,
offering insights into anomaly detection applications in textual data and showing the difficulties that arise when
the task to be explained presents a subjectivity component.
1. Introduction

Nowadays more than ever in history, user opinions about products
and services have a great impact on the future of the company that
offers them. In such a globalized and highly competitive world, online
review platforms, such as electronic commerce (e-commerce), play a
crucial role in the credibility of products and services. These reviews
usually come in the form of text reviews or numerical ratings made by
users, accompanied in some cases by images or videos, and provide
other users with information about the product or service they are
considering purchasing, which directly influences the number of sales.
Most people make purchase decisions based on ratings and reviews
from other users (von Helversen et al., 2018).

In the case of many companies, such as Amazon, each product in the
store has a list of text reviews published by customers of the platform.
Users can access this list of reviews (opinions) to obtain extra informa-
tion about the product, being able to mark the reviews as useful, which
will position those reviews with the most votes at the top of the list.
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In addition to this, users can report to Amazon if they feel a review is
inappropriate, for example, if its content is incorrect. This procedure to
rank reviews based on their usefulness and report inappropriate reviews
is carried out manually by platform users. As a result, Amazon reported
more than 200 million suspected fake reviews in 2020 alone (Amazon).
This problem does not only occur on Amazon but affects all platforms
that allow their users to post reviews. For example, Tripadvisor uses an
automatic system capable of distinguishing between normal, suspicious,
and inappropriate reviews (Tripadvisor, 2021). Inappropriate ones are
automatically removed (3.1% of review submissions in 2020), while
those classified as suspicious are reviewed again by a human moderator
(5.1% of review submissions in 2020).

In machine learning (ML), anomaly detection (AD) is the branch
that builds models capable of differentiating between normal and ab-
normal data (Chandola et al., 2009). At first, anomaly detection might
seem like a classification problem with only two classes. However,
anomalies tend to occur infrequently or are non-existent, so normal
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952-1976/© 2024 The Author(s). Published by Elsevier Ltd. This is an open access a

https://doi.org/10.1016/j.engappai.2024.108065
Received 3 October 2023; Received in revised form 14 January 2024; Accepted 6 F
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

ebruary 2024

https://www.elsevier.com/locate/engappai
https://www.elsevier.com/locate/engappai
mailto:david.novoa@udc.es
mailto:oscar.fontenla@udc.es
mailto:berta.guijarro@udc.es
https://doi.org/10.1016/j.engappai.2024.108065
https://doi.org/10.1016/j.engappai.2024.108065
http://crossmark.crossref.org/dialog/?doi=10.1016/j.engappai.2024.108065&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Engineering Applications of Artificial Intelligence 133 (2024) 108065D. Novoa-Paradela et al.

a
t
a
l
m
p
d
l
i
t
o
r
u
s

m

data prevails in these scenarios. Because of this, it is common for
models to be trained only with normal data. The goal of these mod-
els is to represent the normal class as well as possible in order to
classify new data as normal or anomalous. Under this premise, this
type of model could be used to learn which comments are correct
and automatically classify all others as anomalous. However, although
the technological development of recent years has allowed the con-
struction of very powerful models for Natural Language Processing
(NLP) (Chernyavskiy et al., 2021), contrary to other tasks such as
Sentiment Analysis (Tabinda Kokab et al., 2022) or Question Answer-
ing (Kim et al., 2022), the application of anomaly detection on texts
is still at an early stage. As we will see in the next section, there
are several proposals in the literature to address the problem of text
anomaly detection using machine learning techniques. These works are
focused on determining whether reviews have been written genuinely
or maliciously, or on finding infrequent comments that can help sellers
to improve their product or service. On the contrary, we will focus on
the detection of reviews whose content is not sufficiently related to the
product to which it is associated and therefore does not provide value
to platform users.

For this reason, in this article we present a pipeline that, given text
reviews of a product (in this case from Amazon), addresses the problem
of opinion filtering as an anomaly detection problem where:

• Reviews containing representative information about the product
are considered as the normal class.

• Reviews whose content has little or nothing to do with the
product to be represented are considered the anomalous class.

The proposed pipeline allows us to carry out the following tasks:

• Classify reviews as normal or anomalous, allowing us to locate
those that do not describe characteristics of the product to which
they are associated, and therefore have no value for the users of
the platform.

• Issue a normality score associated with each review.
• Generate an explanation that justifies the classification made for

each review by the system.

To perform this process, the texts of the reviews are encoded using
pretrained MPNet transformer (Song et al., 2020) and then used to

rain a DAEF network (Novoa-Paradela et al., 2023), a non-iterative
utoencoder model in charge of learning the normality patterns under-
ying the normal product reviews. In addition, an analysis based on the
ost frequent product terms is employed to justify the classifications
erformed by the model. The pipeline’s ability to solve the anomaly
etection task was evaluated using different datasets created from a
arge Amazon database (Amazon). Besides, to evaluate the explainabil-
ty module, a study was carried out to compare three explainability
echniques in which a total of 241 people participated. The objective
f this study is both to measure the impact of the explanations on the
eproducibility of the classification model by the respondents, and the
sefulness of these explanations in scenarios in which subjectivity plays
uch an important role as the one raised in this work.

The contribution of this work can therefore be summarized in two
ain aspects:

1. Proposal and evaluation of a robust and flexible paradigm, based
on machine learning techniques, for the detection of reviews that
do not provide value to users of online platforms.

2. Study of the limitations of explainability techniques when op-
erating on scenarios where explainability presents a very strong
challenge due to the underlying subjectivity. For this purpose,
a human evaluation of the capacity of different explainability
techniques has been carried out in a real and infrequent scenario
such as the detection of anomalous reviews.
2

We believe that this work can be useful to automate tasks such as
those mentioned in online review platforms, in addition to the existing
general interest in the application of anomaly detection models on
texts, for which it can serve as inspiration to solve similar problems, as
well as reflecting on whether it is possible to explain tasks as humanly
subjective as this one.

We also consider it interesting to have carried out a human eval-
uation of the capacity of different explainability techniques in a real
and infrequent scenario such as the detection of anomalous reviews, as
well as to reflect on whether it is possible to explain tasks as humanly
subjective as this one.

This document is structured as follows. Section 2 contains a brief
review of the main anomaly detection works in texts and, more specif-
ically, in text reviews. Section 3 describes the ideas taken as the basis
for the development of the proposed pipeline and Section 4 describes
its operation. Section 5 collects the experimentation carried out and,
finally, conclusions are drawn in Section 6.

2. Related work

Anomaly detection has been a consolidated research field for years.
Its great utility has allowed its techniques to be applied in numerous ar-
eas: medicine (Schneider and Xhafa, 2022), industrial systems (Truong
et al., 2022), electronic fraud (Hilal et al., 2022), cybersecurity (Huong
et al., 2021), etc. However, when we talk about texts and NLP, there is
no massive application of these anomaly detection techniques as in the
previous cases. This may be due to the difficulty in defining the idea
of an anomaly in texts. Contrary to other scenarios, such as monitoring
an industrial system through its sensors, in which the anomalous class
will correspond to faults in the system, when the data is text, defining
the concept of an anomaly is not trivial.

One of the most important lines of research related to the de-
tection of anomalies in texts is fake reviews detection, also known
as spam review detection, fake opinion detection, and spam opinion
detection (Mohawesh et al., 2021). The main problem associated with
fake review detection is classifying the review as either fake or genuine.
There are generally three types of fake reviews (Jindal and Liu, 2008):

• Type 1 (untruthful opinions): Fake reviews describing users
who post negative reviews to damage a product’s reputation or
post positive reviews to promote it. These reviews are called fake
or deceptive reviews, and they are difficult to detect simply by
reading, as real and fake reviews are similar to each other.

• Type 2 (reviews on brands only): Those that do not comment on
the products themselves, but talk about the brands, manufactur-
ers, or sellers of the products. Although they can be useful, they
are sometimes considered spam because they are not targeted at
specific products.

• Type 3 (non-reviews): Non-reviews that are irrelevant and offer
no genuine opinion.

There are a wide variety of ways to distinguish between intention-
ally written reviews and fake ones in e-commerce scenarios. In the work
carried out by Salminen et al. (2022), the authors try to distinguish gen-
uine reviews from fake reviews on Amazon. To have a labeled dataset
of fake reviews, they use GPT-2 to artificially generate them. After this,
they solve the task of distinguishing between genuine and fake reviews
by fine-tuning a pretrained RoBERTa model. Once trained, it is shown
that this model is also capable of detecting fake reviews manually
written by humans. Birim et al. (2022) proposed, instead of directly
handling the encoded text of the reviews, to use relevant information
as the review length, purchase verification, sentiment score, or topic
distribution as features to represent customer reviews. Based on these
features, well-known machine learning classifiers like random forests
(RF) are applied for fake detection. In another approach, Vidanagama

et al. (2022) incorporate review-related features such as linguistic
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features, Part-of-Speech (POS) features, and sentiment analysis features
using a domain ontology to detect fake reviews with a rule-based
classifier.

If instead of focusing only on reviews we focus on detecting anoma-
lies in texts in a more general way, we could find specific methods
to solve this task such as the one developed by Ruff et al. (2019),
who presented Context Vector Data Description (CVDD), a text-specific
anomaly detection method that allows working with sequences of
variable-length embeddings using self-attention mechanisms. To over-
come the limitations of CVDD, Mu et al. (2021) proposed tadnet, a
textual anomaly detection network that uses an adversarial training
strategy to detect anomalous texts in Social Internet of Things. In
addition, thanks to the capture of the different semantic contexts of
the texts, both models achieve interpretability and flexibility, allowing
to detect which parts of the texts have caused the anomaly.

Other authors, instead of developing text-specific AD models, make
use of well-known AD and NLP techniques to design architectures that
solve the problem. Song and Suh (2019) propose to analyze the accident
reports of a chemical processing plant to detect anomalous conditions,
defined as unexperienced accidents that occur in unusual conditions.
The authors work directly with the original text extracting the meaning-
ful keywords of the reports using the term frequency–inverse document
frequency (TF–IDF) index. Based on this, and using the local outlier
factor (LOF) algorithm, they identify anomaly accidents in terms of
local density clusters, finding four major types of anomaly accidents.
Working with the original texts and not with embeddings they achieve
a certain interpretability in the results. In another approach presented
by Seo et al. (2020), a framework is proposed to identify unusual but
noteworthy customer responses and extracting significant words and
phrases. The authors use Doc2Vec to vectorize customer responses to
which LOF is applied to identify unusual responses and, based on a TF–
IDF analysis and the distances in the embedding space, visualize useful
information about the results through a network graph.

In some of the works described above, as well as in most of the
published works, the detection of fake reviews focuses on detecting
type 1 reviews, that is, reviews that positively or negatively describe a
product but whose intention is not genuine since they do not come from
a real buyer (Salminen et al., 2022; Birim et al., 2022; Vidanagama
et al., 2022). Other works seek to detect infrequent reviews to detect
interesting aspects of their products and services (Song and Suh, 2019;
Seo et al., 2020), while other approaches do not focus exactly on
reviews but try to find anomalies in texts in a global way (Ruff et al.,
2019; Mu et al., 2021). In most of these works, moreover, explainability
is not a major issue. Since there are several works based on these
scenarios, in this work we focus on detecting type 2 and 3 fake reviews,
which refer to reviews that do not provide information about the
product itself, but with a special emphasis on explainability. In this
way, the objective of this work is to design a pipeline capable of
distinguishing reviews related to a specific product (normal reviews)
from reviews that do not and therefore do not provide information to
the users that read them (anomalous reviews), for example, because
they wrongly describe other products or because they are too generic.
In addition, the classifications carried out by the system are explained
through an analysis process based on NLP techniques.

3. Background

This section introduces the theoretical foundations as well as the
ideas taken as the basis for the proposed pipeline.

3.1. The MPNet model

Although there are machine learning models capable of dealing
directly with images or text, the majority of models are usually de-
signed to be trained using numerical vectors that represent the sample
data (tabular data). This input format of the data is the usual one for
3

classic anomaly detection methods. In the NLP area, there are multiple
techniques to represent texts using vectors of real numbers, which are
known as embeddings. These techniques allow the generation of vector
spaces that try to represent the relationships and semantic similarities
of the language, so that, for example, two synonymous words will be
found at a shorter distance in the vector space than two unrelated
words.

Embeddings can be calculated independently for each word of the
language (word embeddings), which led to models such as word2vec
(Mikolov et al., 2013) or Global Vectors (GloVe) (Pennington et al.,
2014). The representation of a sentence (sentence embedding) or a
document (document embedding) will therefore be the sum of all the
individual representations of the terms that make it up. To obtain
representations of fixed length, it is usual to perform operations such
as the mean. In certain cases, these operations between embeddings
can worsen or even invalidate the final embedding, so specific models
have been developed capable of understanding and representing a text
as a whole, instead of just encoding it word by word. Among these
models are those based on transformers (Vaswani et al., 2017), such as
BERT (Devlin et al., 2018), XLNet (Yang et al., 2019), GPT-3 (Brown
et al., 2020) or GPT-4 (OpenAI, 2023), which have been trained over
large-scale datasets and can solve different tasks, including sentence
embedding.

Since it inherits the advantages of the BERT and XLNet models
while overcoming their limitations, in this work we used the pre-
trained MPNet (Song et al., 2020) model to calculate the embeddings of
the reviews. MPNet combines Masked Language Modeling (MLM) and
Permuted Language Modeling (PLM) to predict token dependencies,
using auxiliary position information as input to enable the model to
view a complete sentence and reduce position differences. MPNet maps
sentences and paragraphs to a 768 dimensional dense vector space
𝐞 ∈ R768×1, providing fast and quality encodings. Computing time is
a critical aspect in the area in which this work is framed, since in
e-commerce platforms (and online reviews in general) we can find a
huge number of products and reviews to deal with. Models like GPT-
3 or GPT-4 are more advanced, but in addition to not being open
source, they demand much higher computational resources, which may
be unaffordable or excessive.

3.2. The DAEF network

Anomaly detection is a field with a large number of algorithms that
solve the problem of distinguishing between normal and anomalous
instances in a wide variety of ways (Chandola et al., 2009; Khan and
Madden, 2014). Depending on the assumptions made and the processes
they employ, we can distinguish different types of methods. Among the
reconstruction-based methods are autoencoder (AE) networks (Vincent
et al., 2010), one of the most widely used models. AE is a type of
self-associative neural network whose output layer seeks to reproduce
the data presented to the input layer after having gone through a
dimensional compression phase. In this way, they manage to obtain a
representation of the input data in a space with a dimension smaller
than the original, learning a compact representation of the data, re-
taining the important information, and compressing the redundant
one.

One of the objectives of our pipeline is to generate a normality
score for each review. This score allows us, among other things, to
order the different reviews by their level of normality. When AE
networks are used in anomaly detection scenarios, the classification is
usually carried out based on the reconstruction error that they emit
to reproduce in its output the embeddings of the reviews it receives
as inputs, which represents the level of normality of the evaluated
instance. This reconstruction error can be used as the normality score
we are looking for. Due to the speed of its training, we have decided to
use DAEF (Deep AutoEncoder for Federated learning) (Novoa-Paradela
et al., 2023) as our anomaly detection model. Unlike traditional neural



Engineering Applications of Artificial Intelligence 133 (2024) 108065D. Novoa-Paradela et al.
Fig. 1. General modules that form the proposed pipeline.
networks, DAEF trains a deep AE network in a non-iterative way, which
drastically reduces its training time without losing the performance of
traditional (iterative) AEs.

In DAEF, a first single-layer encoder reduces the dimensionality of
the input data and it is adjusted using a Distributed Singular Value
Decomposition (DSVD) (Fontenla-Romero et al., 2021) process. This
can be accomplished by a low-rank matrix approximation of the input
data, which is a minimization problem that tries to approximate a
given matrix by another one subject to the constraint that the ap-
proximating matrix has reduced rank (Eckart and Young, 1936). The
size of this rank is determined by the size of the hidden layer. In
the subsequent layers, the decoder part of the network, the goal is
to reconstruct the low-dimensional representation of the input at the
network’s output by training the decoder layer by layer through a non-
iterative process. Similar to Extreme Learning Machine Autoencoders
(ELM-AE) (Kasun et al., 2013), DAEF employs an auxiliary network to
determine the parameters of each layer of the decoder in an unsuper-
vised way, using Regularized One-Layer Neural Networks (ROLANN) as
the regularization method (Fontenla-Romero et al., 2021).

The proposed pipeline uses DAEF to classify the embeddings of the
reviews, being able to issue a normality score associated with each of
the review classifications.

4. The proposed pipeline

The purpose of the proposed pipeline is, given the text reviews of an
item, to classify them as normal if they refer to it, and as anomalous
if they describe different products or if they are so generic that they
do not provide useful information to consumers. These classifications
will be accompanied by a normality score and explanations that justify
their classification as normal or anomalous. Fig. 1 shows the three
modules that are part of the proposed pipeline to solve this task:
(1) Text encoding; (2) Anomaly detection; (3) Explainability. In the
first phase, the text reviews of the target product are encoded using
a pretrained MPNet transformer (Song et al., 2020). In the second
phase, a DAEF autoencoder (Novoa-Paradela et al., 2023) is trained
using these embeddings to learn the anomaly detection task. Using the
reconstruction errors issued by the network and a predefined threshold
error, the model can classify reviews as normal (error greater than the
threshold) or anomalous (error less than the threshold). For the last
phase, we propose a method based on the most frequent normal terms
to generate an explanation associated with each classification.

In the following, the architecture modules and operation flow are
described. To illustrate this process, we will use a concrete example
where the product considered as normal corresponds to ‘‘Kind chocolate
bars’’ (Fig. 2).

4.1. Text encoding

The pipeline starts from the list of reviews associated with the prod-
uct considered as normal, in our example scenario the product ‘‘Kind
chocolate bars’’. Given the set of reviews in text format, the objective of
the first module is the representation of these reviews using the MPNet
transformer model. As discussed in the previous section, MPNet allows
mapping sentences and paragraphs into a 768 dimensional dense vector
space to be used for different downstream tasks, such as information
4

retrieval, clustering, or sentence similarity. In our case, we use them to
perform the anomaly detection task.

In order to carry out this transformation of the textual reviews, we
propose the use of the Hugging Face library (Hugging Face). By default,
MPNet allows working with texts up to 384 words or tokens. If the input
texts contain more than 384 words they will be truncated, although
this is not a problem in the context of e-commerce, as most reviews
are smaller than this limit. Furthermore, if the environment in which
the embeddings are computed has a CUDA-compatible device such as
a GPU, this operation will be significantly accelerated.

4.2. Anomaly detection

Once the embeddings of the target product reviews are collected,
the anomaly detection model is trained. In this work we propose the
use of the DAEF autoencoder network (Novoa-Paradela et al., 2023).
As with any other autoencoder, it is based on the assumption that all,
or at least most of the training samples belong to the normal class, even
though they are not labeled.

After the network training, for each input example, the network
issues a reconstruction error at the output. In this work, reconstruction
errors are calculated using Mean Squared Error (MSE). This error
quantifies the normality of the review as it passes through the network.
The most normal reviews will emit lower reconstruction errors, while
the most anomalous reviews will produce the highest values. By setting
a threshold error we can classify the reviews as normal or anomalous.
The way to define this threshold error is very varied. If we know about
the percentage of anomalies in the training dataset, we can use various
percentiles to calculate it. If we do not have any information, we can
use automatic techniques such as the interquartile range (IQR) of the
reconstruction errors of the training examples, defined by:

𝐼𝑄𝑅 = 𝑄3 −𝑄1 (1)

where 𝑄1 and 𝑄3 represent the first and the third quartiles. We define
two error thresholds, one for outlier errors (𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝐼𝑄𝑅) and another for
extreme outliers (𝑒𝑥𝑡𝑟𝑒𝑚𝑒𝐼𝑄𝑅), as:

𝑜𝑢𝑡𝑙𝑖𝑒𝑟𝐼𝑄𝑅 = 𝑄3 + 1.5 × 𝐼𝑄𝑅 (2)

𝑒𝑥𝑡𝑟𝑒𝑚𝑒𝐼𝑄𝑅 = 𝑄3 + 3 × 𝐼𝑄𝑅 (3)

In any case, it is recommendable to experiment with different values
to adapt the behavior of the system to our needs.

Using this anomaly detection module for every review its classifica-
tion as normal (0) or anomalous (1) will be available together with the
corresponding reconstruction error.

4.3. Explanations

Many explainability techniques base their operation on determining
which characteristics of the dataset have most influenced the pre-
dictions. For example, in industrial scenarios, it is common for the
features of the datasets to come directly from the physical aspects
measured by the sensors of the machines, giving rise to variables such
as temperatures, pressures, or vibrations. By quantifying the influence
of each of these variables on the output of the system we can achieve
very useful explanations.
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Fig. 2. Proposed pipeline considering the product ‘‘Kind chocolate bars’’ as the normal class.
However, in the scenario proposed in this paper, the data received
by the anomaly detection model as input are the reviews’ embeddings,
these being numerical vectors. The variables that make up the embed-
dings are not associated with aspects understandable by human beings
such as temperatures or pressures, so determining which ones have
influenced the most would not provide us with useful information.

To overcome this problem, in this paper we propose an approach
based on a statistical analysis of the product reviews. After the classifi-
cation of the training reviews, the original list is filtered by removing
those classified as anomalous by the model. These normal reviews are
the ones used to elaborate the explanations of the system. Based on the
definitions of normal and anomalous review presented in Section 2,
our hypothesis assumes that normal reviews always refer directly or
indirectly to the target product so that there will be a list of terms used
5

very frequently among normal texts. The appearance of one or more of
these ‘‘normal’’ terms in a review would justify its classification by the
system as normal. In the same way, anomalous reviews may be justified
with the non-presence of said terms.

To determine which are these normal terms, their frequency is
analyzed. To do this, the texts of the reviews are processed using
different NLP techniques including tokenization, post tagging, lemmati-
zation, and stop word removal. This task is carried out using the NLTK
library (Bird et al., 2009). From these processed text reviews classified
as normal, we can calculate the list of most frequent terms. For our
specific example (Fig. 2), we can observe the M ranking of the 30 most
frequent terms and their number of occurrences. As we can see, among
the terms referring to the normal product there are also generic terms
that could be common in products of all types, such as love, good, or like.
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To eliminate these generic terms, we also built the lists (N) of the most
frequent terms for other items belonging to different categories from
that of the item being explained (e.g., ‘‘fashion’’, ‘‘electronics’’, ‘‘video
games’’, etc.). The terms present in those lists are subtracted from the
target ranking (M), giving rise to the final list of frequent terms specific
to our normal product.

Employing this final term list and the classifications made by the
anomaly detection model the explanations are generated. For each text
review, if the review is classified as normal, it is checked if it contains
any of the frequent terms from the list or any possible semantically
related term, such as a synonym. The cosine similarity calculated by
MPNet is used to calculate the similarity between these terms. If the
review to be processed was classified as anomalous, it is explained as
the non-appearance of normal terms.

Using the classifications and reconstruction errors output by the
model, as well as the resulting explanations, the final output of the
system is constructed (Fig. 2).

5. Evaluation

In this section, several experiments are presented to show the behav-
ior of the proposed pipeline in real scenarios. The section is divided into
two parts: the evaluation of the anomaly detection task (Section 5.1),
and the evaluation of explanations (Section 5.2). In the first one, the
capability of the pipeline to detect anomalous reviews is evaluated
using products from the Amazon platform. The second part discusses
the problems derived from evaluating explainability techniques in this
same scenario. In addition, a human study is presented to evaluate the
benefits of adopting such explanations, both those generated by the ex-
plainability technique proposed in this paper and other state-of-the-art
techniques.

5.1. Evaluating the anomaly detection task

The anomaly detection task that solves the proposed pipeline can
be evaluated following the usual methodology in the field of anomaly
detection. In this first part of the evaluation we will describe the test
scenario used, the methodology employed and, finally, we will discuss
the results obtained.

5.1.1. Experimental setup
The objective of this study is to evaluate the capacity of the pipeline

in a real anomaly detection scenario. Although in Section 4.2 we
propose the use of DAEF as the anomaly detection method, differ-
ent alternatives were compared. Specifically, a second non-iterative
implementation of autoencoder networks, two boundary-based meth-
ods and a density-based method were employed. These methods are
Online Sequential Extreme Learning Machine (OS-ELM) (Liang et al.,
2006), One-Class Support Vector Machine (OC-SVM) (Wang et al.,
2004), Isolation Forest (IF) (Liu et al., 2008), and Local Outlier Factor
(LOF) (Breunig et al., 2000) respectively.

For the evaluation, we employed datasets obtained from the large
Amazon database (Amazon), which collects reviews of various products
from the years 1996 to 2018. The main problem with this dataset
is that the reviews that compose it are not labeled as normal or
anomalous. Because of this, to simulate a scenario similar to the one
described throughout the article, we have decided to select the reviews
corresponding to several of the most demanded products. Thus, for a
given test we could consider the reviews of one product as normal, and
introduce reviews from other products as anomalous. Seven different
product categories were selected, for which the two products with
the highest number of reviews were used, resulting in a total of 14
products. Table 1 summarizes its characteristics. In all cases, MPNet
was used as the model to encode the text reviews.

Besides, we considered two types of tests based on the products
6

used:
Table 1
Characteristics of the products used.

Product Category Reviews

Chocolate bars Grocery and gourmet food 11 526
Anise seeds Grocery and gourmet food 9083
Colored pencils Office products 14 340
Ergonomic cushion Office products 11 942
Gaming mouse Video games 6462
PS4 membership Video games 5135
Bluetooth speaker Electronics 28 539
Wi-Fi range extender Electronics 20 873
Foot insoles Amazon fashion 4384
Yoga leggings Amazon fashion 3889
Hamilton album Amazon music 3411
Partners album Amazon music 3243
Hygrometer Industry and scientific 14 331
Vacuum Industry and scientific 12 182

• 1 vs. 6 — Far products: For each of the seven categories, in
this type of tests the product with the most reviews from one
of the categories has been considered as the normal class, while
the product with the highest number of reviews from each of the
other six categories was considered the anomalous class. The fact
that the product considered normal belongs to a different category
should facilitate its distinction.

• 1 vs. 1 — Near products: For each of the seven categories, in
these tests the two products with the most reviews within the
same category have been selected. One is considered the normal
class and the other the abnormal one. The fact that both products
belong to the same category should make it more difficult to
distinguish them since they may have common characteristics.

The anomaly detection algorithms were trained using only normal
data (the product considered as normal), while the test phase included
data from both classes in a balanced manner (50% normal and 50%
anomalies).

To evaluate the performance of each algorithm with each combi-
nation of hyperparameters a 10-fold was used. The normal data were
divided into 10-folds so that, at each training run, 9 folds of normal
data were used for training, while the remaining fold and the anomaly
set were used together in a balanced manner for testing.

In this work, reconstruction errors at the output of the anomaly
detector were calculated using Mean Squared Error (MSE). To estab-
lish the threshold above which this error indicates a given instance
corresponds to an anomaly, among the various methods available, we
employed the interquartile range (IQR) of the reconstruction errors of
the training examples. In addition, throughout the tests, we also tested
other thresholds using fixed percentiles (𝑄95, 𝑄90, 𝑄80, 𝑄70, 𝑄60 and
𝑄50), since a priori it is not easy to figure out which one can provide the
best results, so it is considered as an additional hyperparameter to be
taken into account in the case of DAEF and OS-ELM autoencoders. The
OC-SVM method constitutes an exception as it automatically assigns a
score to each input instance and decides its classification based on an
internally calculated value. In the case of IF and LOF, the parameter
contamination is used to define the threshold, so it was also considered
as an additional hyperparameter.

To measure the performance of the algorithms the F1-score metric
was used, considering the anomalous class as the positive one, and
based on the number of true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN):

𝐹1 = 2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

= 2 × 𝑇𝑃
2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(4)

Finally, the combinations of hyperparameters chosen for each algo-
rithm, as well as the error thresholds, were selected using a grid search
and are available in Appendix (Tables A.9 and A.10).

All the evaluation tests were performed in a machine equipped with

an Intel Core i7-11700k processor and 64 GB of RAM.
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Table 2
Average test F1-score ± standard deviation for the 1 vs. 6 datasets.

Normal class Anomalous class DAEF OS-ELM OC-SVM IF LOF

Chocolate bars [Colored pencils, Gaming mouse,
Bluetooth speaker, Foot insoles,
Hamilton album, Hygrometer]

93.3 ± 0.9 96.8 ± 0.1 95.4 ± 0.1 97.2 ± 0.1 97.6 ± 0.1

Colored pencils [Chocolate bars, Gaming mouse,
Bluetooth speaker, Foot insoles,
Hamilton album, Hygrometer]

96.2 ± 0.5 96.1 ± 0.2 94.5 ± 0.1 94.7 ± 0.2 95.9 ± 0.1

Gaming mouse [Chocolate bars, Colored pencils,
Bluetooth speaker, Foot insoles,
Hamilton album, Hygrometer]

93.2 ± 0.7 95.0 ± 0.1 93.3 ± 0.2 93.9 ± 0.2 94.4 ± 0.1

Bluetooth speaker [Chocolate bars, Colored pencils,
Gaming mouse, Foot insoles,
Hamilton album, Hygrometer]

94.9 ± 0.6 94.8 ± 0.2 93.9 ± 0.1 93.8 ± 0.2 94.4 ± 0.2

Foot insoles [Chocolate bars, Colored pencils,
Gaming mouse, Bluetooth speaker,
Hamilton album, Hygrometer]

96.4 ± 1.1 96.5 ± 0.1 95.2 ± 0.05 93.9 ± 0.4 96.9 ± 0.1

Hamilton album [Chocolate bars, Colored pencils,
Gaming mouse, Bluetooth speaker,
Foot insoles, Hygrometer]

94.3 ± 0.7 95.6 ± 0.2 94.6 ± 0.2 93.8 ± 0.2 93.9 ± 0.1

Hygrometer [Chocolate bars, Colored pencils,
Gaming mouse, Bluetooth speaker,
Foot insoles, Hamilton album]

92.7 ± 1.0 94.4 ± 0.1 92.5 ± 0.1 92.6 ± 0.5 92.9 ± 0.1
5.1.2. Evaluating the anomaly detection task
Table 2 shows the results of the 1 vs. 6 — Far products experimen-

tation. Statistical tests were carried out to compare the performance
of the five approaches. A Kruskal–Wallis and Tukey’s HSD test (Os-
tertagova et al., 2014; Nanda et al., 2021) with a significance level
of 5% was used for each dataset to highlight in bold the models that
rank first. As can be seen, the performance of the anomaly detection
algorithms in general is very close. OS-ELM ranks as the best model
for five of the seven datasets, while DAEF and LOF each rank first
twice. A Nemenyi statistical test (Demšar, 2006; García and Herrera,
2008) was carried out to compare the global performance of the
algorithms. Using a significance level of 5% and the F1-scores of the
algorithms for the different datasets, the five methods rank in the same
position, represented graphically by Fig. 3. In light of the results, we
can affirm that the embeddings produced by the MPNet model provide
an encoding with sufficient quality for the anomaly detection models
to be able to differentiate between the evaluated products.

Table 3 collects the results of test 1 vs. 1 — Near products. Again, a
Kruskal–Wallis and Tukey’s HSD test (Ostertagova et al., 2014; Nanda
et al., 2021) with a significance level of 5% have been used for each
dataset to highlight in bold the models that rank first. In this case, for
some products such as the two music albums, the differences between
the performance of the algorithms are more remarkable. Once again,
OS-ELM continues to rank first for most times (6/14), followed in this
case by LOF (5/14), DAEF (3/14), IF (1/14), and OC-SVM (0/14).
A Nemenyi statistical test (Demšar, 2006; García and Herrera, 2008)
was carried out to compare the global performance of the algorithms.
Using a significance level of 5% and the F1-scores of the algorithms
for the different datasets, OS-ELM, LOF, DAEF, and OC-SVM are placed
in the first position, represented graphically by Fig. 4, while IF is in a
lower rank. The overall performance of the anomaly detection methods
is still good, although it has been slightly reduced concerning the
previous tests, possibly because the task is a little more complicated as
the products are semantically closer to each other. Nevertheless, once
again, the quality of the embeddings allows a proper differentiation
between products. In this type of scenario, new reviews appear over
time, even when the model is already in production. This would mean
retraining the algorithm from scratch if we want to incorporate it into
the model. This problem can be solved by using DAEF or OS-ELM, as
they are two of the few anomaly detection models that allow what is
known as online or incremental training, so its use can be beneficial.
The main difference between both is that DAEF enables the use of
deep architectures, while OS-ELM employs autoencoders with a single
7

hidden layer.
Fig. 3. Graphical representation of Nemenyi test with 𝛼 = 0.05 for the 1 vs. 6 tests.
The critical distance (CD) obtained was 2.31.

Fig. 4. Graphical representation of Nemenyi test with 𝛼 = 0.05 for the 1 vs. 1 tests.
The critical distance (CD) obtained was 1.63.

5.2. Evaluating the explanations for model classifications

In Section 4.3, we proposed an explainability method to support
the model decisions based on the occurrence of frequent terms, re-
lying on the hypothesis that normal reviews will tend to use certain
terms regularly, while anomalous reviews will not. In this section, this
approach is compared, qualitatively through user surveys, with two
other popular alternative approaches to achieve such explainability,
specifically SHAP (Lundberg and Lee, 2017) and GPT-3 (Brown et al.,
2020).

5.2.1. Explanations based on SHAP
Some explainability techniques have been adapted to deal with

texts. In the case of NLP models, specifically transformers, SHAP (SHap-
ley Additive exPlanations) (Lundberg and Lee, 2017) is one of the most
widely used techniques. SHAP is a game theory-based approach to ex-
plain the output of any machine learning model. SHAP also assigns each
feature an importance value for a particular prediction, but it has been
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Table 3
Average test F1-score ± standard deviation for the 1 vs. 1 datasets.

Normal class Anomalous class DAEF OS-ELM OC-SVM IF LOF

Chocolate bars Anise seeds 91.6 ± 2.0 92.2 ± 0.1 90.3 ± 0.1 91.6 ± 0.6 92.8 ± 0.1
Anise seeds Chocolate bars 92.3 ± 0.6 90.1 ± 0.1 91.4 ± 0.1 89.9 ± 0.3 90.4 ± 0.1
Colored pencils Ergonomic cushion 96.3 ± 1.1 96.9 ± 0.1 94.9 ± 0.1 97.0 ± 0.2 97.0 ± 0.1
Ergonomic cushion Colored pencils 96.4 ± 0.8 96.4 ± 0.1 94.4 ± 0.1 96.3 ± 0.2 96.6 ± 0.1
Gaming mouse PS4 membership 93.4 ± 1.1 94.1 ± 0.1 92.0 ± 0.1 93.7 ± 0.2 93.9 ± 0.1
PS4 membership Gaming mouse 92.6 ± 1.2 94.0 ± 0.2 92.0 ± 0.2 90.0 ± 0.3 90.3 ± 0.1
Bluetooth speaker Wi-Fi range extender 90.5 ± 2.5 90.8 ± 0.1 91.3 ± 0.1 93.1 ± 0.2 92.7 ± 0.1
Wi-Fi range extender Bluetooth speaker 92.8 ± 0.6 93.7 ± 0.1 92.5 ± 0.1 92.1 ± 0.3 91.9 ± 0.1
Foot insoles Yoga leggings 91.2 ± 0.5 90.4 ± 0.1 90.8 ± 0.1 90.6 ± 0.2 91.2 ± 0.1
Yoga leggings Foot insoles 90.2 ± 1.8 91.2 ± 0.2 90.7 ± 0.3 87.9 ± 0.6 88.4 ± 0.1
Hamilton album Partners album 82.5 ± 1.3 83.4 ± 0.3 80.3 ± 0.3 62.4 ± 3.4 72.0 ± 0.5
Partners album Hamilton album 84.1 ± 1.6 86.9 ± 0.1 83.8 ± 0.1 75.9 ± 1.3 80.7 ± 0.2
Hygrometer Vacuum 91.8 ± 0.4 89.8 ± 0.1 90.5 ± 0.1 88.5 ± 0.6 89.3 ± 0.1
Vacuum Hygrometer 93.6 ± 1.1 93.8 ± 0.1 92.6 ± 0.1 93.6 ± 0.2 93.9 ± 0.1
Fig. 5. Explanation generated by SHAP for the anomalous reviews detection problem raised in this work. In this scenario, the reviews to be analyzed correspond to the product
‘‘chocolate bars’’ (Bars). The review of this example was correctly classified as normal. The most influential terms in its classification as normal are marked in red, while the terms
that promote the opposite class are highlighted in blue, in this case practically none since we are dealing with an obvious case. Greater intensity implies greater influence. In this
case, the review terms that have most influenced its classification as normal are ‘‘snack’’ and ‘‘tasting’’.
extended to provide interpretability to models that use embeddings as
input. In these cases, it can quantify the importance of each word of the
original text in the prediction, which generates a quite understandable
interpretation for a human being.

In this work, we considered that SHAP could be a good alternative
to our proposal to generate the explanations associated with the classi-
fication of the reviews. Fig. 5 shows the explanation generated by SHAP
for a review classified as normal, where it can be seen that each term
of the review has an associated score representing its influence on the
classification. Despite this, for the evaluation of explanation techniques
and to facilitate the understanding of the explanation by the final users
(many of them unfamiliar with these techniques), during this work the
explanations generated by SHAP were simplified, showing only the five
most influential terms, instead of all.

5.2.2. Explanations based on GPT-3
There is no doubt that GPT-3 has started a technological revolution

at all levels. Its availability to the general public has led to the discovery
of a large number of unimaginable features before its release. The
original idea was to create a high-level conversational bot, trained
with a large amount of text available on the web, such as books,
online encyclopedias, or forums. However, its deep understanding of
language has far exceeded the preset idea of a chatbot. GPT-3 is capable
of successfully carrying out tasks that go beyond writing a joke or
summarizing a novel, GPT-3 is capable of analyzing and developing
code in multiple programming languages, generating SEO positioning
strategies, or carrying out NLP tasks traditionally solved by ad hoc
models, such as sentiment analysis.

Due to its enormous potential, in this work, we have decided to
study GPT-3 as an explainability model. To do this, first of all, we
have introduced a prompt in which we describe the task that our
anomaly detection model is carrying out, as well as the format with
which we would like to work in future prompts (see Fig. 6). After
this, and following the predefined format, GPT-3 is ready to generate
the explanations (see Fig. 7). Although GPT-3 does not have direct
8

Table 4
Area of knowledge of the survey participants.

Knowledge area Participants

Engineering and architecture 87 (36.1%)
Social and legal sciences 77 (32.0%)
Natural sciences 33 (13.7%)
Arts and humanities 23 (9.5%)
Health sciences 17 (7.1%)
Others 4 (1.7%)

knowledge of the anomaly detection model, its ability to generate
consistent and intuitive responses can be of great help to humans
reading the explanations.

We should note that since GPT-3 trains on a wide range of data
from the internet, including data that may contain biases, there is a
risk that the generated explanations may reflect or amplify those biases.
It is essential to exercise caution and perform a critical analysis of the
explanations generated, considering their context and possible inherent
biases.

5.2.3. How to evaluate explainability
Unlike other tasks such as anomaly detection, the quality of the

explanations generated to provide certain interpretability to a model
is not easily measurable. In a scenario like the one described in this
paper, the subjectivity of the users plays a strong role when determining
whether an explanation is appropriate or not. Due to this, we have
decided to carry out a comparative study of the three explainability
techniques using a survey. This survey was disseminated through the
students, professors, and research and administrative staff of our uni-
versity, giving rise to a total of 241 participants. Table 4 shows the
number of participants by area of knowledge. To build the survey,
reviews from the ‘‘1 vs. 6’’ scenario described in Table 2 were used,
considering ‘‘chocolate bars’’ as the normal class, and using DAEF as
an anomaly detection method.
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Fig. 6. Initial prompt to present the anomaly detection problem to be solved to GPT-3.
Fig. 7. Prompt in which the classification of a review is explained by GPT-3. The product considered as normal is chocolate bars and the review has been classified as normal
by the anomaly detection model.
The survey consists of two different tests: (1) Forward simula-
tion (Hase and Bansal, 2020), which allows measuring the effect of
explanations on users; (2) Personal utility, which allows measuring the
utility of the explanations based on the personal preferences of the
users.

5.2.4. Forward simulation
This test is inspired by the work carried out by Hase and Bansal

(2020) and is divided into four phases: a Learning phase, a Pre-
prediction phase, a Learning phase with explanations, and a Post-
prediction phase. To begin, users are given 20 examples from the
model’s validation set with reviews and model predictions with no
explanations. Then they must predict the model’s output for 10 new
reviews. Users cannot access the example reviews from the learning
phase while they are in this prediction phase. Next, they return to the
same learning examples, now with explanations included. Finally, they
predict the behavior of the model again on the same instances as in
the first round of prediction. The classes of reviews chosen for each of
the phases described are balanced between normal and abnormal. By
design, any improvement in user performance in the Post prediction
phase is attributable only to the addition of explanations that helped
the user to better understand the behavior of the model.
9

Fig. 8 represents this procedure, where 𝑥 represents a review, 𝑦
is the class predicted by the model, and �̃� the class predicted by the
human simulation. Taking this into account, the Explanation Effect can
be calculated as follows:

𝐸𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛𝐸𝑓𝑓𝑒𝑐𝑡 = 𝑃𝑜𝑠𝑡 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 − 𝑃𝑟𝑒 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (5)

where the pre and post accuracies area calculated comparing the user’s
prediction against the model’s prediction. In order not to bias the
results, we have decided that each person surveyed will only partic-
ipate in the forward simulation of a single explainability technique,
so that the total number of participants was divided randomly into
three groups, each one associated with one of the three techniques:
Terms frequency (78), SHAP (89), and GPT-3 (77). The three groups
of participants faced the same reviews throughout the four phases of
the test, only the explanations presented in the third phase of the
test (learning with explanations) varied depending on the assigned
group/technique. Throughout the survey, we have warned users several
times that they should try to simulate the behavior of the anomaly
detection model, instead of ranking the reviews using their personal
criteria.

Tables 5 and 6 show the results of this test. As can be seen in the
first table, the average explanation effect of the three explainability
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Fig. 8. Forward simulation test procedure to measure human users’ ability to understand and predict model behavior. To isolate the impact of explanations, baseline accuracy is
measured first, followed by accuracy measurement after users have access to explanations of the model’s behavior. The explained examples are different from the test instances.
Table 5
Forward simulation tests. Average accuracy and Explanation effect (± standard
deviation) for each explainability technique.

Technique Pre accuracy Post accuracy Explanation effect

Terms frequency 76.2 ± 13.0 72.8 ± 13.8 −3.4 ± 12.7
SHAP 72.4 ± 14.9 71.9 ± 14.9 −0.5 ± 13.8
GPT-3 69.7 ± 15.2 70.1 ± 17.1 0.4 ± 14.3

Table 6
Forward simulation tests. Average accuracy and explanation effect (± standard
deviation) broken down by participants’ area of knowledge.

Area of knowledge Pre accuracy Post accuracy Explanation effect

Engineering and architecture 76.3 ± 14.5 73.9 ± 16.1 −2.4 ± 12.9
Social and legal sciences 72.2 ± 13.0 69.5 ± 15.8 −2.7 ± 13.0
Natural sciences 70.9 ± 14.7 75.4 ± 12.8 4.5 ± 13.5
Arts and humanities 68.7 ± 17.7 67.8 ± 14.8 −0.9 ± 19.0
Health sciences 72.0 ± 14.2 71.3 ± 10.6 −0.7 ± 10.3

techniques has not been very remarkable. The high standard deviation
suggests a high variability between the different study participants,
both in the initial (Pre) and subsequent (Post) classifications and there-
fore in the explanation effect. The initial difference between the groups
in the Pre-accuracy and the closeness of the three techniques in the
explanation effect does not allow us to opt for any of the three options.

In Table 6 we can see the results of the test based on the area of
knowledge of the participants. The results obtained using the different
explainability techniques have been aggregated. The purpose of this
comparison is to analyze whether there is any relationship between the
technical background of the respondents and their performance on the
test. As can be seen, there are slight differences between the values of
pre and post accuracy, with the group of respondents belonging to the
area of natural sciences standing out, whose explanation effect was the
only positive one (4.5%).

Analyzing the results we can affirm that the initial accuracy (pre-
accuracy) is quite high, which indicates that the respondents tend to
successfully reproduce the behavior of the model even if they do not
have the explanations. This could be because, in this case, both the
input data to the AD model (in natural language) and the problem it
solves are easily understandable to a human, which means that the
respondents can solve the classification problem by themselves. The
standard deviation accompanying the pre-accuracy results is notable
but does not become too high, which reaffirms the previous argument.

After supplying the respondents with the explanations associated
with the reviews, the post-accuracy obtained by them presents values
very similar to the previous scores (pre-accuracy). We can therefore
affirm that in general terms the effect of the explanations, in this case,
has not been beneficial for the users during this test.

The non-improvement may be due to several reasons. One of them
may be the presence of reviews that show a certain degree of ambiguity,
which not only makes their classification difficult for the respondents
but also for the AD models. However, in real scenarios the occurrence of
reviews whose normality score is around the threshold value would be
something to be expected, not all events are easily classifiable. Another
possible reason may be that the tendency of some users throughout the
survey has been to classify the reviews using their personal criteria,
rather than trying to simulate the behavior of the anomaly detection
model.
10
Table 7
Personal utility tests. Average ranking (± standard deviation) for each explainability
technique.

Technique Position

Terms frequency 1.6 ± 0.4
SHAP 2.1 ± 0.5
GPT-3 1.7 ± 0.5

Table 8
Personal utility tests. Average ranking (± standard deviation) for each technique and
area of knowledge.

Area of knowledge Technique Position

Terms frequency 1.6 ± 0.4
Engineering and architecture SHAP 2.2 ± 0.5

GPT-3 1.7 ± 0.5

Terms frequency 1.7 ± 0.4
Social and legal sciences SHAP 1.9 ± 0.4

GPT-3 1.6 ± 0.5

Terms frequency 1.6 ± 0.4
Natural sciences SHAP 2.0 ± 0.5

GPT-3 1.7 ± 0.5

Terms frequency 1.5 ± 0.4
Arts and humanities SHAP 1.9 ± 0.5

GPT-3 1.8 ± 0.5

Terms frequency 1.8 ± 0.3
Health sciences SHAP 2.1 ± 0.5

GPT-3 1.6 ± 0.5

5.2.5. Personal utility
After completing the first test, the participants were given a second

exercise, common to all participants, regardless of the group to which
they were assigned in the previous phase. This consists of a subjective
evaluation of the three explainability techniques. The idea is to present
the participant with a review, its classification by the model, and an
explanation generated by each of the three explainability techniques.
The participant must order the explanations based on how useful it
is to understand the reasoning behind the model’s decision (ties were
allowed between explanations). This process was repeated with a total
of eight reviews. Tables 7 and 8 show the final average rankings of the
explainability techniques.

As can be seen in Table 7, the explanations based on Term frequency
(1.6) and GPT-3 (1.7) are in very close positions, both being above
the third method SHAP (2.1). The preference of respondents for the
first two methods may be due to the fact that the format of their
explanations is more accessible and descriptive for a larger part of the
population. Grouping the results by areas of knowledge (Table 8), we
can see that the general trend is maintained for most areas. We can
highlight the case of Social and Legal Sciences and Health Sciences,
areas in which the positions in the ranking of Terms frequency and
GPT-3 techniques are slightly inverted, with GPT-3 being the preferred
option.

6. Conclusion

In this work, we have proposed a pipeline to detect anomalous
reviews associated with Amazon products, which can be directly ex-
trapolated to other online review platforms or scenarios with similar
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characteristics. The representation of the reviews using MPNet embed-
dings has enabled the training of classical anomaly detection algorithms
that have achieved a high performance in terms of F1-score. These have
been evaluated using reviews from different products and categories,
and the score they emit allows us to sort the reviews based on their
normality.

A technique based on the occurrence of frequent terms has been
proposed to generate explanations associated with the classifications of
the reviews. This technique has been compared with SHAP, one of the
reference post-hoc techniques in the field of explainability, and with
GPT-3, due to its high power and versatility. To evaluate this aspect of
the pipeline, we conducted a two-part survey in which 241 members
of the university community participated.

From the first part of the explainability test we can conclude that, in
general terms, the effect of the explanations has not been beneficial for
the users. In any case, these tests allow us to reflect on the difficulty of
using explainability and evaluation techniques in borderline scenarios
where subjectivity plays an important role, such as the one presented
in this article or in other fields of NLP, as well as in areas such as image
or audio generation.

Regarding the second part of the explainability test, we have been
able to conclude that respondents preferred explanations that presented
a more natural and familiar appearance over more condensed and
concise explanations such as those provided by SHAP, regardless of the
explanation effect they provide. Explanations based on term frequency
analysis have been preferred by respondents along with GPT-3, how-
ever, our approach presents significantly lower computational costs and
both its use and the explanations produced are simpler for the users.

However, it is necessary to mention some of the limitations of the
proposed architecture. The main constraint of the presented approach
is that, given the nature of the problem, it is necessary to train and
maintain an anomaly detection model for each product of the platform,
which in some cases could involve problems such as system upscaling.

Moreover, in this type of situation, new reviews come in over time
even after the model is already in production. This would mean retrain-
ing the algorithm from scratch if we want to incorporate them into the
model. This problem is solved with the use of DAEF or OS-ELM as they
are two of the few anomaly detection models that allow what is known
as online or incremental training. The main difference between both is
that OS-ELM employs autoencoders with a single hidden layer, while
DAEF enables the use of deep architectures, which can be beneficial in
certain scenarios.

Finally, the calculation of review embeddings using transformer
models can be a slow operation if we are faced with a scenario of a
certain magnitude, for example, millions of reviews for each product,
which can become a limitation if sufficient hardware resources are not
available.

In future work, it would be interesting to evaluate GPT-3 and other
large language models carrying out the complete process followed by
the pipeline proposed in this work, instead of being tested only in
the explainability module. We have not performed this test due to
the high computational cost that would be involved in processing the
thousands of reviews to be evaluated. Since it is common for text
reviews to be accompanied by images, it would also be of great interest
to employ multimodal models for their analysis as a whole, which
could be very beneficial to understanding user opinions at a deeper
level (Pérez-Núñez et al., 2023). If we had information about users in
relation to their purchases, it would also be interesting to test the use
of recommender systems to discern between legitimate and illegitimate
comments from the user’s point of view.

Regarding explainability, another interesting possible line of future
work would be to broaden the scope of the survey, both in terms of
the number of products involved and the number of reviews, in order
to clarify the conclusions reached at the forward simulation stage. It
would be very useful to try to present the explanations issued by SHAP
11

in a more familiar and natural format for the end user, so that we
can see if their level of preference is increased for the general public.
Finally, it would be interesting to develop an explainable-by-design
anomaly detection algorithm, thus avoiding the need to use post-hoc
explainability techniques.
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ppendix. Hyperparameters used during training

This appendix contains the values of the hyperparameters finally
hosen as the best for each method and dataset, listed in Tables A.9
nd A.10.

• Deep Autoencoder for Federated learning (DAEF)
(Novoa-Paradela et al., 2023).

– Architecture: Neurons per layer.
– 𝜆ℎ𝑖𝑑 : Regularization hyperparameter of the hidden layer.
– 𝜆𝑙𝑎𝑠𝑡: Regularization hyperparameter of the last layer.
– 𝜇: Anomaly threshold.

• Online Sequential Extreme Learning Machine (OS-ELM) (Liang
et al., 2006).

– Architecture: Neurons per layer.
– 𝜇: Anomaly threshold.

• One-Class Support Vector Machine (OC-SVM) (Wang et al., 2004).

– An upper bound on the fraction of training errors and a

lower bound of the fraction of support vectors (𝜈).
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Table A.9
Hyperparameters used during the 1 vs. 6 experimentation.

Normal class DAEF OS-ELM OC-SVM IF LOF

Chocolate bars Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: outlier IQR

Arch: [768, 400, 768],
𝜇: extreme IQR

𝜈: 0.1,
kernel: linear,
𝛾: scale

Estimators: 1000,
𝑐: 0.05

Neighbors: 2000,
𝑐: 0.05

Colored pencils Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.1, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 500, 768],
𝜇: extreme IQR

𝜈: 0.1, kernel: linear,
𝛾: scale

Estimators: 300,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.05

Gaming mouse Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.1, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 400, 768],
𝜇: extreme IQR

𝜈: 0.1,
kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 2000,
𝑐: 0.05

Bluetooth speaker Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.75, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 300, 768],
𝜇: outlier IQR

𝜈: 0.1,
kernel: poly,
degree: 3, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1

Foot insoles Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: outlier IQR

Arch: [768, 300, 768],
𝜇: extreme IQR

𝜈: 0.1,
kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.05

Neighbors: 2000,
𝑐: 0.05

Hamilton album Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.75, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 100, 768],
𝜇: outlier IQR

𝜈: 0.1,
kernel: poly,
degree: 2, 𝛾: scale

Estimators: 200,
𝑐: 0.1

Neighbors: 1000,
𝑐: 0.1

Hygrometer Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: outlier IQR

Arch: [768, 200, 768],
𝜇: outlier IQR

𝜈: 0.1,
kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1
Table A.10
Hyperparameters used during the 1 vs. 1 experimentation.

Normal class DAEF OS-ELM OC-SVM IF LOF

Chocolate bars Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.1, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: 𝑄90

Arch: [768, 500, 768],
𝜇: outlier IQR

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1

Anise seeds Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄80

Arch: [768, 400, 768],
𝜇: outlier IQR

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.2

Neighbors: 3000,
𝑐: 0.2

Colored pencils Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.25, 𝜆𝑙𝑎𝑠𝑡: 0.25,
𝜇: outlier IQR

Arch: [768, 500, 768],
𝜇: extreme IQR

𝜈: 0.1,
kernel: linear, 𝛾: scale

Estimators: 500,
𝑐: 0.05

Neighbors: 4000,
𝑐: 0.05

Ergonomic cushion Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.5, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 200, 768],
𝜇: extreme IQR

𝜈: 0.1,
kernel: sigmoid, 𝛾: scale

Estimators: 500,
𝑐: 0.05

Neighbors: 3000,
𝑐: 0.05

Gaming mouse Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 500, 768],
𝜇: extreme IQR

𝜈: 0.1, kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 3000,
𝑐: 0.1

PS4 membership Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.1, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: 𝑄90

Arch: [768, 400, 768],
𝜇: extreme IQR

𝜈: 0.1, kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.2

Neighbors: 1000,
𝑐: 0.2

Bluetooth speaker Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 20, 768],
𝜇: 𝑄90

𝜈: 0.1, kernel: poly,
degree: 2, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1

Wi-Fi range extender Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.25, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: 𝑄90

Arch: [768, 500, 768],
𝜇: outlier IQR

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1

Foot insoles Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.75, 𝜆𝑙𝑎𝑠𝑡: 0.1,
𝜇: outlier IQR

Arch: [768, 20, 768],
𝜇: extreme IQR

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.2

Neighbors: 500,
𝑐: 0.2

Yoga leggings Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 20, 768],
𝜇: extreme IQR

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 500,
𝑐: 0.2

Neighbors: 300,
𝑐: 0.2

Hamilton album Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 100, 768],
𝜇: 𝑄80

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 200,
𝑐: 0.2

Neighbors: 50,
𝑐: 0.2

Partners album Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 50, 768],
𝜇: 𝑄80

𝜈: 0.2, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.2

Neighbors: 300,
𝑐: 0.2

Hygrometer Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 100, 768],
𝜇: 𝑄90

𝜈: 0.1, kernel: poly,
degree: 4, 𝛾: scale

Estimators: 1000,
𝑐: 0.2

Neighbors: 4000,
𝑐: 0.2

Vacuum Arch: [768, 550, 650, 768],
𝜆ℎ𝑖𝑑 : 0.9, 𝜆𝑙𝑎𝑠𝑡: 0.9,
𝜇: 𝑄90

Arch: [768, 300, 768],
𝜇: outlier IQR

𝜈: 0.1, kernel: poly,
degree: 3, 𝛾: scale

Estimators: 300,
𝑐: 0.1

Neighbors: 4000,
𝑐: 0.1
12
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– Kernel type: Linear, Polynomial or RBF.
– Kernel coefficient 𝛾 (in the case of polynomial and RBF

kernels).
– Degree (in the case of polynomial kernel).

• Isolation Forest (IF) (Liu et al., 2008).

– The number of base estimators in the ensemble.
– Contamination of the dataset (𝑐).

• Local Outlier Factor (LOF) (Breunig et al., 2000).

– Number of neighbors.
– Contamination of the dataset (𝑐).
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