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A B S T R A C T

Despite the significant improvements in both throughput and cost provided by modern Next-Generation
Sequencing (NGS) platforms, sequencing errors in NGS datasets can still degrade the quality of downstream
analysis. Although state-of-the-art correction tools can provide high accuracy to improve such analysis, they are
limited to apply a single correction algorithm while also requiring long runtimes when processing large NGS
datasets. Furthermore, current parallel correctors generally only provide efficient support for shared-memory
systems lacking the ability to scale out across a cluster of multicore nodes, or they require the availability of
specific hardware devices or features. In this paper we present a Big Data Error Correction (BigDEC) tool that
overcomes all those limitations by: (1) implementing three different error correction algorithms based on the
widely extended 𝑘-mer spectrum method; (2) providing scalable performance for large datasets by efficiently
exploiting the capabilities of Big Data technologies on multicore clusters based on commodity hardware; (3)
supporting two different Big Data processing frameworks (Spark and Flink) to provide greater flexibility to
end users; (4) including an efficient, stream-based merge operation to ease downstream processing of the
corrected datasets; and (5) significantly outperforming existing parallel tools, being up to 79% faster on a
16-node multicore cluster when using the same underlying correction algorithm. BigDEC is publicly available
to download at https://github.com/UDC-GAC/BigDEC.
1. Introduction

Currently, Next-Generation Sequencing (NGS) [1,2] is considered
s an extremely useful technology for the prevention, diagnosis and
reatment of a wide spectrum of diseases including genetic condi-
ions, chronic pathologies and infectious diseases, or even to reveal
he progression of SARS-CoV2 [3–5]. The continuous development of
GS over the years has made it possible to generate hundreds of
illions of DNA sequence fragments (the so-called reads) in a single
un, while drastically reducing its financial cost. For example, the price
f sequencing the human genome had been reduced to less than $1,000
n 2018 [6]. Furthermore, it is expected that the sequencing capabilities
will continue to grow in the coming years, with some studies predicting
that between 100 million and up to 2 billion human genomes could be
sequenced by 2025 [7].

Nowadays, the dominant NGS platform in the market are Illumina
sequencers [8], which are characterized by generating short DNA reads
(most often 50–150 base pairs). Due to their cost efficiency and rela-
tively high accuracy, Illumina datasets are frequently used for many
fundamental applications such as de novo genome assembly [9] or
cancer mutation discovery. However, NGS platforms are imperfect and
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can introduce sequencing errors in generated reads which can affect
the quality of downstream analysis. For instance, it is estimated that
Illumina sequencers introduce approximately one error in every one
thousand nucleotides [10]. Therefore, error correction is an important
pre-processing step in many NGS pipelines. The underlying idea is
that the prior usage of correction tools on raw NGS datasets provides
assemblers with a cleaner input and subsequently leads to improved
results.

Despite the rich abundance of tools aimed at correcting short-read
NGS datasets [11–17], a common drawback is that they are all limited
to apply a single correction algorithm over the input data. According
to multiple studies found in the literature [18–20], the accuracy of
error correction algorithms varies substantially across different types
of datasets, genome coverage, error distribution or even the organism
from which reads have been obtained, with no single tool performing
best on all the scenarios [20]. This fact makes it difficult for bioinfor-
maticians to decide in advance which one to use for a particular NGS
pipeline. Therefore, having a single tool capable of correcting errors
by applying several algorithms separately can provide better accuracy
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in a greater variety of scenarios. This tool should be easy to use and
computationally efficient for very large NGS datasets.

Furthermore, many of the existing correctors can only take advan-
tage of the computational resources of multicore architectures to reduce
correction times, thus being limited to support shared-memory systems
through multithreading. Some other correctors require the availability
of specific hardware devices (e.g GPUs) or CPU features (e.g. AVX-512),
which reduces the range of potential users who can use them. Although
there are a few tools that can be executed on distributed-memory
systems such as multicore clusters, their performance is suboptimal
when processing very large datasets. This issue is specially relevant in
the NGS context due to the explosion in the amount of genomic data
being generated, which demands the use of more efficient scale-out ap-
proaches both in terms of computing and storage resources, something
that can be tackled through exploiting Big Data technologies [21–24].

In this paper we present BigDEC, a Big Data Error Correction
parallel tool intended for short-read NGS datasets that provides the
following contributions over the state of the art:

• Up to our knowledge, this is the first corrector that integrates
three different approaches within the same tool. The algorithms
included in BigDEC are based on the 𝑘-mer spectrum method,
which is the most extended technique for short-read error correc-
tion due to its simplicity and good accuracy. More specifically,
the supported algorithms are based on those proposed by Mus-
ket [11], BLESS2 [12] and RECKONER [14]. These algorithms
can be performed individually over the input dataset in a single
execution of the tool, thus enabling potential optimizations in
terms of performance due to the sharing of certain computation
phases.

• Up to our knowledge, BigDEC is also the first parallel corrector
that can be executed using different data processing engines, cur-
rently supporting two popular open-source and widely extended
Big Data processing frameworks: Apache Spark [25] and Apache
Flink [26]. Along with the support for the Hadoop Distributed File
System (HDFS) [27] to store large NGS datasets, BigDEC extends
the execution of multiple correction algorithms to distributed-
memory systems while providing more flexibility to scientists
than previous tools.

• The parallel approach included in BigDEC, based on the combi-
nation of the aforementioned Big Data technologies, ensures high
scalability when correcting large datasets by efficiently exploit-
ing the performance of multicore clusters based on commodity
nodes without requiring any specific hardware device or feature.
Furthermore, BigDEC implements an efficient stream-based merge
operation that combines all the corrected output files generated
on the cluster nodes into a single output file. This feature is useful
in those scenarios where downstream analyses are performed
with tools that do not support distributed processing over HDFS,
and its efficiency is key to minimize disk and network overheads.

• BigDEC has been implemented in ‘‘pure’’ Java code (i.e. 100%
Java) to maximize cross-platform portability across different sys-
tems, supporting both single- and paired-end datasets stored in
FASTQ [28], a sequence format widely spread among state-of-
the-art correctors. Our tool is publicly available to the scientific
community as free open-source software released under the GNU
GPLv3 license.

The rest of this paper is organized as follows. Section 2 introduces
the background of the paper. Section 3 discusses the related work. The
esign and implementation of our tool is described in Section 4. Section
presents the experimental results carried out on a 16-node cluster to
ssess the performance and scalability of BigDEC comparatively with
315

ther state-of-the-art tools. Finally, Section 6 concludes the paper. u
. Background

This section introduces the main concepts needed to understand our
roposal, namely background about Big Data technologies, the basics
f the 𝑘-mer spectrum-based error correction method and some details
egarding the FASTQ format.

.1. Big data technologies

Scientists and researchers are currently facing new challenges when
toring and analyzing large datasets. The characteristics of Big Data
equire powerful and novel parallel approaches to extract meaningful
nformation from such massive datasets in a scalable manner by effi-
iently exploiting the computational resources of distributed-memory
ystems. The Google MapReduce programming paradigm [29] and its
ssociated open-source implementation, the Apache Hadoop project
30], were the cornerstone of Big Data processing over the last decade.
n fact, the exploitation of such technologies has transformed multi-
le disciplines including weather forecasting [31], healthcare [32,33],
edical imaging simulation [34], deep learning [35] and genome
nalysis [21,36,37], among others. The key for their success is that
he MapReduce model provides a quite convenient way to implement
istributed applications, allowing programmers to focus on the task
ather than on other low-level parallelization issues such as inter-
rocess communications. This is opposed to other previous models such
s MPI, which requires much more effort from programmers to obtain
igh performance.
Furthermore, Hadoop also provides a distributed storage layer in

rder to efficiently support the MapReduce model: the Hadoop Dis-
ributed File System (HDFS) [27]. HDFS is a block-oriented file system
mplemented in Java that is specifically designed to provide high band-
idth by distributing and replicating data across a cluster of commodity
achines. This file system has built-in fault tolerance by using a data
lock replication scheme, and the number of times that each block is
eplicated over the cluster is known as the replication factor. Relying on
DFS, Hadoop MapReduce attempts to schedule processing tasks on the
luster machines where the input data blocks reside, thus minimizing
ata movements across the network.
Nowadays, Hadoop MapReduce has been largely superseded by
ore advanced frameworks such as Apache Spark [25] and Apache
link [26], which also take advantage of HDFS features. These frame-
orks overcome the disadvantages of MapReduce by providing a richer
rogramming API to allow for more flexible data-parallel operations
ver distributed datasets, by reducing disk-based processing through in-
emory computations to improve overall performance, by supporting
treaming and interactive data processing, and by offering interfaces to
mplement applications in multiple languages (e.g. Java, Scala, Python,
) in order to ease software development. At the highest level of ab-
traction, both Spark and Flink provide programmers with appropriate
nterfaces and data structures that allow to process a large dataset as
collection of data elements distributed over a cluster of machines,
hich can be efficiently operated in parallel. More details about these
rameworks are provided next, mostly focused on their support for
atch processing as this is the relevant context for this work.

.1.1. Spark and Flink overview
Spark is an open-source, general-purpose Big Data framework that

upports both batch and streaming processing models. The fundamental
ata structure in Spark is based on the Resilient Distributed Dataset
RDD) [38], which provides an immutable, distributed collection of
ata elements partitioned across the cluster that can be created in dif-
erent ways, for instance by loading an external dataset from supported
ile systems such as HDFS. Once created, an RDD can be manipulated
sing a rich set of data-parallel operations (e.g. map, filter). For in-
tance, the map transformation processes each RDD element through a

ser-defined function and returns a new RDD representing the results,
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hile filter returns a new RDD formed by selecting only those elements
f the source RDD on which a user-defined function returns true.
Although RDD was the primary user-facing API since the inception

f Spark, new higher-level APIs have been introduced later to make
arge-scale processing even easier: Dataframes/Datasets. On the one
and, Dataframes are, like RDDs, immutable distributed collections of
ata but, differently to RDDs, such data are organized into named
olumns like a table in a relational database. They allow developers
o impose a structure onto a distributed dataset, providing a domain
pecific language to manipulate it. Dataframe API is built on top of
he Spark SQL engine [39], which takes advantage of Catalyst to
enerate an optimized logical and physical query plan to improve
erformance [40]. On the other hand, Dataset API is just an extension
of Dataframes which provides the functionality of type-safe, object-
oriented interface of the RDD API together with the performance
benefits of the Catalyst optimizer.

While Spark is mainly a batch processing engine that also supports
streaming computations, Flink is a native, record-by-record stream en-
gine that supports batch processing by simply considering batches to be
bounded data streams. The basic building blocks of Flink applications
are composed of streaming dataflows that can be transformed by user-
defined operators. These dataflows form directed graphs that start with
one or more data sources and finish in one or more data sinks. For
batch processing, the Flink Dataset API allows programmers to perform
transformations (e.g. map, filter) on distributed data collections in a
similar way to Spark. These Datasets are initially created from certain
data sources (e.g. by reading files, or from local collections), and results
are returned via data sinks which may, for example, write the data to
distributed files.

From now on, we will use the term ‘‘Dataset’’ regardless of the
316

framework/API to refer to a distributed collection of data elements, c
whereas ‘‘dataset’’ will be used for genomic data (i.e. FASTQ reads in
our context). The term for a specific data structure or API (e.g. Spark
RDD) will be used to explain or clarify something specifically related
to it.

2.1.2. Cluster deployment
Both frameworks are designed to be deployed on a cluster of com-

modity machines without requiring any specific hardware on them,
by following a master/worker architecture as depicted in Fig. 1. It
is important to remark that these frameworks are implemented in
programming languages that run on top of the Java Virtual Machine
(JVM): Spark in Scala and Flink in Java, just like HDFS (also in Java).
So, their runtime systems are composed of software components in
the form of JVM processes deployed across the cluster machines. More
specifically, these systems consist of two types of JVMs: one that runs
on the master node, and one (or more) executed on the worker nodes.
For Spark, such JVMs are called Master/Executor, respectively, and
JobManager/TaskManager in the case of Flink.

As can be seen Fig. 1, users launch their applications through
he master node. Spark/Flink applications run as independent sets of
rocesses across the cluster that are coordinated by the main function
f the program, which is executed within a JVM that usually also runs
n the master node. This main program, called Spark Driver or Flink
lient, defines the Datasets and declares the parallel transformations to
e carried out over them, submitting such requests to the Spark Master
r Flink JobManager to be processed across the cluster. The worker
odes are the places where all the processing tasks are scheduled among
he Executors/TaskManagers. Their computational resources determine
he maximum parallelism for the applications, and they are generally
onfigured to allow the execution of as many processing tasks as CPU

ores available on each worker node. Their resources are allocated
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Fig. 2. Example of two DNA reads in FASTQ format (75 bases).

o Spark/Flink applications through a cluster manager. Although both
rameworks support external cluster managers such as YARN [41],
they can also run in standalone mode by providing a built-in resource
manager and scheduler. For simplicity, we will focus on this standalone
mode in this work.

Regarding distributed storage, HDFS also relies on a master/worker
architecture, where the deployment consists of running a JVM pro-
cess on the master node (NameNode) and one JVM per worker node
(DataNode). On the one hand, the NameNode is in charge of storing
the metadata, so it knows for any given file in HDFS the list of data
blocks, their location on the workers and the number of replicas, among
other information. On the other hand, the DataNodes are responsible for
storing the actual data blocks using local disks physically attached to
worker nodes. They perform the low-level read and write requests from
the HDFS clients, which are the Spark/Flink applications in our context.

2.2. 𝑘-mer spectrum-based error correction

Multiple methods have been proposed to correct sequencing errors
in NGS datasets [18,19,42,43]. Among them, the most popular one
for correcting short reads is the 𝑘-mer spectrum-based (or 𝑘-spectrum-
based) approach, mainly due to its simplicity, competitive accuracy
and good performance compared to alignment-based approaches. The
general idea of the 𝑘-spectrum-based method consists in generating
the set of distinct overlapping substrings of a fixed length 𝑘 (so-called
𝑘-mers) from the input reads. The corresponding frequency for each
𝑘-mer (i.e. its multiplicity) is determined during the 𝑘-mer counting
step. Because multiple reads are generated from a similar genomic
location, it is highly probable that these reads contain the same 𝑘-mer.
So, if the multiplicity of a 𝑘-mer is very low we can assume that it
contains erroneous bases. Those 𝑘-mers with a multiplicity equal to
or higher than a certain threshold are considered as solid (trusted) 𝑘-
mers, whereas the remaining ones are considered weak (or untrusted).
Solid 𝑘-mers are highly likely to occur in the genome, being unlikely
to have been altered by sequencing errors. Therefore, input reads that
only contain solid 𝑘-mers are assumed to be error-free, whereas those
reads that contain weak 𝑘-mers are corrected by repeatedly trying to
replace them by similar solid 𝑘-mers. The 𝑘-mer multiplicity threshold
that separates solid 𝑘-mers from weak ones can be often specified by the
user, but most correctors can automatically determine an appropriate
value from the 𝑘-mer multiplicity histogram. Overall, many 𝑘-spectrum-
based tools mainly differ in the specific strategy used for implementing
the error correction step, which ultimately determines its accuracy and
computational efficiency.

2.3. FASTQ sequence format

The FASTQ format [28] is a human-readable, text-based file format
intended for storing both a biological sequence (usually nucleotide
sequence) and its corresponding quality scores. Each of the nucleotides
and quality scores are encoded using a single ASCII character in order
to minimize the file size. This format is currently considered de facto
standard for storing the output of high-throughput NGS platforms such
as Illumina sequencers, among many others.

FASTQ represents each DNA sequence using four lines, as can be
317

seen in Fig. 2 which shows an extract from a FASTQ file containing a
two DNA reads. The first line begins with a ‘@’ character that marks
the beginning of the sequence. Everything from the leading ‘@’ to
the first whitespace character is considered the sequence identifier
(e.g. ERR580958.25). After the first space, an optional sequence de-
scription can appear in this first line, which usually contains specific
information from the NGS sequencer. The second line contains the raw
nucleotide bases: adenine (‘A’), cytosine (‘C’), guanine (‘G’) or thymine
(‘T’). An ‘N’ base in this line means that the NGS sequencer was not
able to make a basecall for this base. The third line begins with a
‘+’ character that marks the end of the nucleotides and is optionally
followed by the same sequence identifier and description (if any) from
the first line. The last line encodes the quality values for the nucleotide
sequence in line 2, containing the same number of characters as bases.
These scores represent the likelihood of the base being called wrong
by the NGS sequencer, also encoded using ASCII characters to represent
the numerical quality scores. These scores can be taken into account by
the correction algorithms in order to make decisions about correcting
sequencing errors within the bases.

3. Related work

We can find in the literature previous works that take advantage
of parallel architectures to increase the performance of 𝑘-spectrum-
based error correctors: Musket [11], BLESS2 [12], RECKONER [14],
Lighter [15], SPECTR [16], Quake [44], CUDA-EC [45], DecGPU [46],
GA-EC [47], RACER [48], Blue [49], BFC [50], QuorUM [51], FADE
52], ZEC [53] and SMusket [54]. Most of them only provide a parallel
mplementation through multithreading, so that their scalability is
imited to exploit the computational resources of a single machine.
ome of them (SPECTR, CUDA-EC and DecGPU) are designed to be
xecuted on specific hardware (e.g. NVIDIA GPUs, AVX-512), whereas
LESS2, ZEC and SMusket are the only ones that can be executed on
istributed-memory systems and without requiring specific hardware.
n the one hand, both BLESS2 and ZEC combine MPI to work on differ-
nt machines with a multithreading approach based on OpenMP [55].
n the other hand, SMusket is our previous work based on Spark that
xtends the Musket correction algorithm to be executed on clusters of
ommodity machines.
A common drawback for all the previous tools is that they are

imited to implement a single error correction algorithm. According
o previous benchmarking studies on error correction methods [18–20,
2,56], there is no one-fits-all corrector. For instance, authors in [20]
valuate the ability of several error correction algorithms to fix errors
cross different types of datasets with various levels of heterogeneity
nd using various coverage settings. According to their results, the best
ethod varies substantially across different types of datasets depending
n several factors (e.g. genome coverage). In [18], authors compare
ix k-spectrum-based correction algorithms using multiple paired-end
atasets varying their coverage depth, read length and genome size.
heir experimental results suggest that good performance of a certain
lgorithm for a specific dataset does not guarantee its ability to perform
s well for another type of dataset. Therefore, the availability of a
orrector that integrates multiple algorithms into a single tool can be of
reat interest for bioinformaticians, especially if the procedure of apply-
ng all of them over the input dataset is simple, fast and scalable over
cluster of commodity machines to correct large datasets efficiently.
urthermore, existing correctors are restricted to be executed with a
pecific computing library of processing framework (e.g. MPI, Spark),
o providing more flexibility in this regards can expand the potential
ange of users of the tool. These are all the challenges we intend to

ddress with the proposal of the BigDEC tool in this paper.
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Fig. 3. Streamlined UML diagram of the overall BigDEC design with the main classes.
. Implementation

BigDEC is a novel Big Data tool to speed up the correction of
hort-read NGS datasets by taking advantage of the computational
apabilities provided by distributed-memory systems such as multi-
ore clusters. Unlike previous correctors, our tool provides support for
hree different algorithms that are based on the 𝑘-spectrum method:
usket [11], BLESS2 [12] and RECKONER [14]. These algorithms
ave been selected due to their popularity, good accuracy [9,20] and
reat similarities in their overall workflow, which not only eases the
mplementation of our tool but also allows to introduce performance
ptimizations. It is important to remark that BigDEC provides the same
utput (i.e. error correction accuracy) as its counterpart standalone
ools but in a more scalable way thanks to relying on several Big Data
echnologies, namely Spark, Flink and HDFS. Similar to the standalone
ools, BigDEC requires as arguments the path to the input FASTQ file for
orrecting single-end datasets (two paths for paired-end correction), as
ell as the 𝑘-mer length to be used, among other optional arguments.
oreover, it accepts the path to a configuration file where other param-
ters can be set, such as the algorithms to be used during the execution,
ome other options related with Spark, Flink and HDFS, and other more
dvanced, algorithm-specific settings that are intended for expert users.
urthermore, our tool is designed following a modular, object-oriented
pproach to enhance code reusability and ease its future extension with
ew algorithms or frameworks through class inheritance, as depicted in
ig. 3.
Unlike the standalone tools, which are all implemented in C++,

BigDEC has been implemented in Java since Spark and Flink frame-
works do not provide C++-based APIs to transform RDD/Datasets.
Although these frameworks do allow to execute C++ code, wrapping
the standalone tools is not feasible without source code modifications.
Moreover, these tools must also be modified to take advantage of HDFS
features (e.g. data locality). Even though the use of Java may penalize
the overall performance of BigDEC as the computational efficiency
of the JVM is lower than that of languages compiled to native code
(e.g. C/C++), it enhances cross-platform portability across different
systems (BigDEC is 100% Java code).

4.1. Overall workflow

At the highest level of abstraction, the overall workflow of BigDEC
can be simplified into four main phases: (1) 𝑘-mer generation and
counting from the input DNA reads; (2) creation of the 𝑘-mer histogram
to determine the multiplicity thresholds (one per correction algorithm);
(3) filtering out weak 𝑘-mers to obtain solid ones; and (4) execution
318
of the specific correction routine for each algorithm over the input
reads using solid 𝑘-mers and writing of the corrected reads to the
corresponding output files.

Algorithm 1 shows the pseudocode to correct a single-end dataset
that illustrates the previously described workflow. Note that this pseu-
docode does not take into account those specific aspects related with
parallelization or with Big Data technologies for simplicity purposes,
which are later explained in following sections. The execution starts by
reading the input file in order to generate all the 𝑘-mers from each read
(lines 5–10). In this code block, (𝐿 - 𝐾 + 1) 𝑘-mers are generated in a
read of length 𝐿 (i.e. 𝐿 bases or nucleotides), being 𝐾 the 𝑘-mer length
specified as input argument. The number of 𝑘-mer occurrences (i.e. its
multiplicity) is also computed so that unique 𝑘-mers can be filtered
out in the next phase since they are considered to be largely untrusted
(see line 11). Next, the 𝑘-mer histogram is created from non-unique 𝑘-
mers and multiplicity thresholds are determined from such histogram
for each correction algorithm (lines 12–14). Next phase is in charge of
filtering out weak 𝑘-mers according to the minimum threshold value to
remove as few 𝑘-mers as possible. To do so, firstly the algorithms are
sorted in ascending order according to their corresponding thresholds
and then 𝑘-mer filtering is performed (lines 15–16). The correction
algorithms are then applied over the input reads in that same threshold
order so that they use exclusively the set of solid 𝑘-mers that correspond
to them during the correction phase (lines 18–24). In this way, we
ensure that their accuracy is not affected since the code routines to
correct the reads in BigDEC are exactly the same as that of their
counterpart standalone tools, but implemented in Java, and they use
the same solid 𝑘-mers during correction. Note also that the set of solid
𝑘-mers for each algorithm is filtered out according to its corresponding
threshold only when strictly necessary (see lines 17 and 19–21). Finally,
each algorithm writes the corrected reads in the corresponding output
file (line 24).

Although Algorithm 1 is intended for single-end datasets, paired-end
correction requires minor changes. In this case, the two ends of paired
reads are distributed into two separate input files, with one of them
containing the forward reads and the other one containing the corre-
sponding reverse reads. Therefore, BigDEC must generate the 𝑘-mers
for both forward and reverse reads during the 𝑘-mer counting phase.
During the error correction phase, both ends of paired reads must
be processed through the correction routine and the corrected reads
written to separate output files (i.e. two output files per algorithm).

The workflow described in this section illustrates some of the poten-
tial benefits of our proposal, not only in terms of usability by allowing
to apply multiple correction algorithms built within the same tool, but
also in terms of performance since the three first phases are common

to all of them.
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.2. BigDEC deployment overview

Fig. 4 depicts the high-level overview of the tool on Spark and Flink
lusters. First of all, the user must submit the Java application to the
luster through the master node using the packaged JAR file of BigDEC
see 1 in the figure). The main function of the application, which repre-
ents the Spark Driver or Flink Client, will connect to the Spark Master
r Flink JobManager (see 2) to obtain computational resources from the
orker nodes to process the input FASTQ file stored in HDFS (see 3,
wo files in case of paired-end correction). Next, distributed computing
mong the workers begins (see 4), each one in charge of processing a
ertain chunk of the input file/s to perform the 𝑘-mer counting phase. It
s important to remark that each Executor/TaskManager will require the
ull set of solid 𝑘-mers during the error correction phase, as the solidity
f all the 𝑘-mers for each input read assigned to them must be tested by
omparing their multiplicity with the corresponding threshold. How-
ver, solid 𝑘-mers are actually distributed across multiple workers in
ur cluster environment. To solve this issue, solid 𝑘-mers are written to
DFS in CSV format to make them available to all workers (see 5). In
his way, Executors/TaskManagers can load those 𝑘-mers from HDFS in
local Java Map collection before performing error correction. Finally,
orrected reads are written back to HDFS (see 6). The BigDEC overview
ust briefly outlined here is detailed in the following sections.

.3. Spark/Flink parallelization

The parallel approach used to obtain the set of solid 𝑘-mers from
he input dataset stored in HDFS is illustrated in Fig. 5. As explained
n Section 2.1.2, HDFS files are actually distributed across the worker
odes and stored in small data chunks or blocks of a fixed length (see
eft part of the figure), which are managed by the DataNodes processes.
hen processing a file from HDFS, logical splits are created from HDFS
ata blocks (one split per block by default). Remark that a split is just a
ogical reference to data, whereas an HDFS block is a physical location
here actual data are stored. Generally, splits are preferably scheduled
o be processed by Big Data frameworks to a worker node that hosts
he data referred by the split for performance reasons. BigDEC allows
onfiguring the number of logical splits that are created from each
319
HDFS block through a command-line option (two splits per block are
used in the figure as an example).

The total number of splits (𝑁𝑆 from now on) directly affects the
ay Spark partitions an RDD/Dataset: it creates a single partition for
ach input split. In the example shown in Fig. 5, 𝑁𝑆 is equal to 4 and
hus 𝑁 = 4, 𝑁 being the number of partitions of the RDD/Dataset
reated from the input file. When processing an RDD/Dataset, Spark
uns a single concurrent task for each partition up to 𝑃 tasks, 𝑃 being
he total number of CPU cores available on worker nodes (i.e. 𝑃 is the
aximum parallelism). Therefore, 𝑁𝑆 should be equal to (or higher
han) 𝑃 to ensure that all the available cores are used by the Spark
xecutors for processing tasks. Generally, it is beneficial to create more
han one split/partition per CPU core (e.g. 𝑁𝑆 = 2 × 𝑃 = 𝑁) so that
he workload is more evenly distributed among the Executors. However,
Flink relies on a different approach compared to Spark by running a
fixed number of data source tasks that depends on the configured par-
allelism of those Flink operators and not on the 𝑁𝑆 value. These data
source tasks request splits from the Flink JobManager for processing
them on the TaskManagers, and the split assignment tries to exploit
locality preference (splits are fetched from the JobManager one after the
other, local ones first and remote ones later). As the default parallelism
for Flink operators is usually configured to 𝑃 to exploit all the available
resources (i.e. 𝑃 data source tasks are executed), the maximum number
of partitions for any Flink Dataset is also 𝑃 regardless of the number
of splits (i.e. 𝑁 <= 𝑃 ). In terms of efficiency, BigDEC ensures that
𝑁𝑆 >= 𝑃 in order to feed all the data source tasks with input data.

Once the Dataset that contains the input reads has been created, 𝑘-
ers can be generated within each partition to perform their counting
nd then proceed to filter out unique ones. Details for these steps
re not shown in Fig. 5 for simplicity purposes, but the next section
escribes them together with the specific operations that are required
or Spark and Flink (all the steps prior to the red asterisk that can be
een in Fig. 5 will be detailed). The result of these steps is a new Dataset
ontaining only non-unique 𝑘-mers, from which the histogram can be
enerated and thresholds computed for each algorithm. Algorithms are
hen sorted according to their thresholds and the Dataset containing
on-unique 𝑘-mers is filtered using the minimum value (see also lines
5–16 in Algorithm 1). This step creates a new Dataset that represents
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Algorithm 1: Pseudocode of BigDEC to correct a single-end
ASTQ dataset

1 INPUT: Path to sequence file (𝑖𝑓 𝑖𝑙𝑒) with 𝑁 reads; 𝐾 as 𝑘-mer length;
List 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠 with 𝐶 algorithms to apply

2 OUTPUT: Sequence files (𝑜𝑓𝑖𝑙𝑒𝑖) with 𝑁 corrected reads each, with
0 < 𝑖 < 𝐶

/* Reading of input reads and 𝑘-mer counting */
3 Initialize empty list 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠
4 Initialize empty map 𝑘𝑚𝑒𝑟𝑠 // Map-like data structure to

store <𝑘-mer,multiplicity> pairs
5 for 0 < 𝑖 < 𝑁 do
6 Read sequence 𝑆𝑖 from input file 𝑖𝑓 𝑖𝑙𝑒
7 Add 𝑆𝑖 to 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠
8 𝐿 = Length(𝑆𝑖)
9 𝑠𝑒𝑞𝐾𝑚𝑒𝑟𝑠 = CreateKmers(𝑆𝑖, 𝐿, 𝐾) // Generate (𝐿 −𝐾 + 1)

𝑘-mers with multiplicity 1
10 Put 𝑠𝑒𝑞𝐾𝑚𝑒𝑟𝑠 into 𝑘𝑚𝑒𝑟𝑠 map updating their multiplicities
end

/* Filtering out unique 𝑘-mers and determining
thresholds from the 𝑘-mer histogram */

1 𝑘𝑚𝑒𝑟𝑠 = RemoveKmers(𝑘𝑚𝑒𝑟𝑠, 1) // Filter out 𝑘-mers with
multiplicity 1

2 ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 = CreateKmerHistogram(𝑘𝑚𝑒𝑟𝑠)
3 for 0 < 𝑖 < 𝐶 do

/* 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[𝑖] represents 𝑘-mer threshold for
𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(𝑖) */

14 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[𝑖] = DetermineKmerThreshold(ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚, 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(𝑖))
end

/* Filtering out weak 𝑘-mers using the minimum
threshold value */

5 Sort(𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠) // Sort list in ascending order
according to their thresholds

6 𝑠𝑜𝑙𝑖𝑑𝐾𝑚𝑒𝑟𝑠 = RemoveKmers(𝑘𝑚𝑒𝑟𝑠, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[0])

/* Performing error correction for each algorithm and
writing the output files */

7 𝑝𝑟𝑒𝑣𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = INT_MAX // Integer maximum value
8 for 0 < 𝑖 < 𝐶 do
19 if 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[𝑖] > 𝑝𝑟𝑒𝑣𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
20 𝑠𝑜𝑙𝑖𝑑𝐾𝑚𝑒𝑟𝑠 = RemoveKmers(𝑠𝑜𝑙𝑖𝑑𝐾𝑚𝑒𝑟𝑠, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[𝑖])

end
21 𝑝𝑟𝑒𝑣𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠[𝑖]
22 for 0 < 𝑗 < 𝑁 do
23 𝑂𝑗 = CorrectErrors(𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠(𝑗), 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(𝑖), 𝑠𝑜𝑙𝑖𝑑𝐾𝑚𝑒𝑟𝑠, 𝐾)
24 Write corrected sequence 𝑂𝑗 into output file 𝑜𝑓𝑖𝑙𝑒𝑖

end
end

the set of solid 𝑘-mers for the first correction algorithm. As previously
explained in Section 4.2, solid 𝑘-mers are written to HDFS in CSV
format to make them available to all worker nodes during the error
correction phase. It is important to remark that when writing a Dataset
to HDFS, multiple output files are usually created. On the one hand,
Flink writes as many files as the parallelism configured for data sink
tasks, which are in charge of writing the Dataset to HDFS. Similar
320

f

to data sources, these Flink operators are configured with maximum
parallelism, so 𝑃 data sinks are running (i.e. 𝐿 = 𝑃 in Fig. 5, 𝐿 being
the number of output CSV files). On the other hand, Spark writes as
many files as the number of RDD/Dataset partitions (𝑀 in the figure).
Our tool ensures that the RDD/Dataset of solid 𝑘-mers is created with
at least 𝑃 partitions (i.e. 𝑀 >= 𝑃 ), but the user can modify this
setting through the BigDEC configuration file. Therefore, Spark writes
𝑀 output CSV files to HDFS (i.e. 𝐿 = 𝑀 in the figure). After writing
the Dataset to HDFS, BigDEC merges all output files into a single one
to ease the reading of solid 𝑘-mers on Executors/TaskManagers before
starting the error correction phase. The overhead of this copy-merge
operation is negligible, as the resulting CSV file is typically of the order
of a few megabytes in size.

4.3.1. Input reading and 𝑘-mer counting
To create the initial Dataset from the input file, BigDEC does not

rely on general-purpose methods provided by Spark and Flink for read-
ing text-based files. These built-in methods cannot handle the FASTQ
format straightforwardly since they process text files on a line-by-line
basis by default (i.e. one record per line). However, FASTQ is a text-
based sequence format that involves multiple lines per DNA read, as
previously explained in Section 2.3. Even though the default record
elimiter in those reading methods can be replaced by the character
hat separates FASTQ reads (‘@’) within the file, this would not work
ince such character can also appear in the quality string (see Fig. 2).
ne simple solution is to preprocess the input file to convert FASTQ
eads into an appropriate line-by-line format (i.e. one DNA read per
ine). This approach, which is used by some previous Hadoop/Spark
ools [57–59], incurs significant overhead. Instead, BigDEC relies on
he Hadoop Sequence Parser (HSP) [60] to avoid any preprocess-
ng. HSP is a Java library that allows reading unaligned sequence
ormats (FASTQ/FASTA) directly from any Hadoop-compatible file sys-
em (e.g. local file system, HDFS). Using HSP, Spark RDDs and Flink
atasets can be created in an efficient and simple way, supporting both
ingle- and paired-end reads.

park implementation. Fig. 6(a) shows the BigDEC implementation of
he input reading and 𝑘-mer counting steps using Spark RDDs/Datasets.
n initial RDD is created from the input file using the newAPIHadoopFile
ethod provided by Spark together with the FastQInputFormat class
rom HSP, which extends the Hadoop FileInputFormat class to support
ASTQ files. HSP generates <key,value> pairs of type <Long, Text>,
here the key is the byte offset in the input file for each read and
he value is the text-based content of the read itself: identifier, bases
nd qualities. Offsets are not needed so that keys are discarded by
pplying a values transformation on the initial RDD. The text contained
n the values is parsed accordingly by chaining a map transformation
hat converts each RDD element (i.e. each Text object) into an custom
equence object. As a result, a new RDD of type Sequence is obtained
named readsRDD in Fig. 6(a)). When using Spark Datasets, this RDD
s converted into a Dataset of type Sequence using the createDataset
ethod (named readsDS in the figure). From this RDD/Dataset that
ontains the input reads, 𝑘-mers are then generated by applying the
ppropriate transformation depending on the API: flatMapToPair and

latMap for RDDs and Datasets, respectively. The function executed
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Fig. 6. Reading of input sequences, 𝑘-mer counting and filtering out unique 𝑘-mers using Spark and Flink.
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y these transformations outputs each 𝑘-mer as key together with a
ultiplicity of one as value. To perform 𝑘-mer counting, the values for
ach key are aggregated by just adding all the values (i.e. multiplicities)
ogether for each key (i.e. 𝑘-mer). When using RDDs, this can be
one with just a reduceByKey transformation, whereas Datasets require
haining groupByKey and count. Next, unique 𝑘-mers are filtered out
y applying a filter transformation that returns a new RDD/Dataset
ormed by selecting those 𝑘-mers whose multiplicity is higher than
ne. The resulting RDD/Dataset contains non-unique 𝑘-mers and their
orresponding multiplicities.

link implementation. Fig. 6(b) shows the same steps implemented
sing Flink. The initial Dataset is created using HSP and the createInput
ethod provided by Flink. This Dataset contains <key,value> tuples of
ype <Long, Text> with the same meaning as in Spark. The text-based
ontent of each read is parsed by applying a map transformation to
btain a Dataset of type <Long, Sequence>. Unlike Spark, the offsets
i.e. first tuple field) are not discarded as they are needed to keep
orrected reads in the output file in the same input order. In Spark,
he partitions of the initial RDD are created from the splits so that the
𝑡ℎ partition contains the data from the 𝑖𝑡ℎ split. Therefore, the RDD
artition order reflects the order of the reads within the input file.
ince all the transformations applied by BigDEC on this RDD do not
hange such partitioning, the order when writing the corrected reads
o HDFS is ensured. However, the split assignment performed by the
link JobManager does not ensure any particular order, so a certain
ata source task can process, for example, splits 15, 102, 3 𝑦 24 (in that
rder). To solve this issue, the Flink Dataset is partitioned by key using
custom range partitioner so that all keys falling in the same range
ill land in the same partition (see partitionCustom transformation in
ig. 6(b)). As the keys represent the byte offset for each read within
he input file, the partition number can be calculated as the division
etween the byte offset and the partition size. Partition size is simply
btained by dividing the input file size by the number of Dataset
artitions, which is equal to the maximum parallelism 𝑃 . To ensure
he order within each partition, a sortPartition transformation is applied
fter partitioning to sort reads in ascending order based on their offset.
o perform 𝑘-mer counting, the procedure is very similar to Spark
atasets. Using flatMap, 𝑘-mers are generated for each read and then
ggregated by applying a groupBy transformation to group the Dataset
y key (i.e. the first tuple field). Multiplicities are then computed
hrough an aggregate transformation on the second tuple field (sum(1)).
inally, unique 𝑘-mers are removed with a filter transformation as in
he case of Spark.

.3.2. Error correction
As a result of all the previous steps, solid 𝑘-mers and their multi-

licities can be loaded from HDFS on each Executor/TaskManager to
erform error correction (see Fig. 7). In this last phase, each read in
he input Dataset must be processed to correct potential sequencing
321
rrors using the algorithms specified by the user. Their execution order
epends on their corresponding multiplicity thresholds, as explained in
ection 4.1. Basically, the Dataset containing the input reads is operated
y applying a map transformation that processes each element through
function that implements the specific correction routine for a certain
lgorithm. These routines haven been reimplemented in Java from
heir original counterparts to keep their quality of error correction.
he corrected Dataset is finally written to HDFS, and this correction–
riting loop is repeated until all algorithms selected by the user have
een applied. Note that, if required, the set of solid 𝑘-mers is filtered
ccordingly for each algorithm before applying the map transformation
o correct the input reads. In case of paired-end correction, the only
ifference would be that there are two input Datasets to be operated
hrough the map transformation, with one of them containing forward
eads and the other one containing the reverse reads. The two corrected
atasets are written to HDFS on separate directories.
Once the correction phase has finished, 𝑄 output files have been

reated on HDFS for each algorithm (2 × 𝑄 in case of paired-end cor-
ection). The number of files depends on the number of RDD/Dataset
artitions for Spark (i.e. 𝑄 = 𝑁) and the configured parallelism for
ata sinks in the case of Flink (i.e. 𝑄 = 𝑃 ), as previously explained
hen writing solid 𝑘-mers to HDFS (see Section 4.3). For Spark, it is
enerally beneficial to create the input Dataset with multiple partitions
er CPU core so that the workload gets distributed more evenly among
xecutors (e.g. 𝑁 = 4 × 𝑃 ).
Optionally, the output files for each algorithm can be merged by

igDEC into a single FASTQ file and copied it to the local file system of
he master node for further downstream analyses (e.g. mapping, assem-
ly). The most simple approach is to perform this copy-merge operation
ithin the Spark/Flink Driver/Client process on the master node just
fter error correction has finished. Due to specific organization of the
ataset partitions for both frameworks (see Section 4.3.1), combining
he output files by their numbering order is enough to guarantee that
he order of the corrected reads is the same as in the input file.
evertheless, this feature of the merge operation can be disabled when
utput ordering is not needed, which may slightly improve performance
specially in the case of Flink since the Dataset partitions would not
eed to be sorted (see Fig. 6(b)).
Finally, it is important to remark that the copy-merge operation

an be avoided when downstream analyses are performed using tools
hat support distributed processing on HDFS [61,62]. Otherwise, it
an be enabled by the user through a command-line option that also
llows specifying the destination path on the master node where final
utput files are copied. Although this operation incurs disk and network
verhead, next section describes a more efficient approach by merging
iles on a stream basis as they are written to HDFS.
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Fig. 7. Overview of the error correction phase and copy-merge operation.
Fig. 8. Error correction using a helper thread to merge output files on a stream basis.
a
p

4.4. Stream-based merge operation

To ease downstream analyses of the corrected reads, the copy-merge
operation would be needed when HDFS is not supported by the next
steps of the bioinformatics pipeline. To improve the performance of this
operation, BigDEC includes a stream-based, multithreaded approach
that can be enabled to merge and copy output files to the master node
as they are written to HDFS. As can be seen in Fig. 8, the basic idea
is to launch a new merger thread within the Spark/Flink Driver/Client
process each time the input Dataset is operated using one of the
correction algorithms. Each thread will be in charge of monitoring the
HDFS directory where output files are written for a certain algorithm
in order to detect new content and copy it to the final output file
stored in the master node. However, the merger thread must operate
differently depending on the framework being used, since the writing
of the corrected Dataset to HDFS creates a different number of output
files (𝑄 in the figure) for Spark and Flink, as previously explained.

On the one hand, Spark writes as many output files as the number
f RDD/Dataset partitions (𝑄 = 𝑁), which in turns 𝑁 depends on
the number of input splits (𝑁𝑆) as explained before in Section 4.3
(𝑄 = 𝑁 = 𝑁𝑆). For performance reasons, it is usually beneficial
for Spark to create the input RDD/Dataset with much more partitions
than available CPU cores (i.e. 𝑁 > 𝑃 ). In this scenario, the merger
thread monitors HDFS to detect new files written by the Executors. Such
files represent already corrected partitions and can be copied by the
merger thread to the final output file on the master node while the
Executors are correcting the remaining partitions. To ensure the order
of the corrected reads within the final merged file, new detected files
must be copied according to their numbering (i.e. 𝑖th output file must
be copied before 𝑗th output file, with 𝑖 < 𝑗). This approach allows
effectively overlapping computation (error correction) and I/O (copy-
merge operation). Increasing 𝑁𝑆 potentially enhances the chances for
322
overlapping: more but smaller partitions are created, which can be
corrected and written to HDFS faster. It is worth noting that the benefits
of this approach also apply between the execution of different algo-
rithms thanks to multithreading. When a certain algorithm has finished,
its merger thread will continue to copy-merge the remaining output
files while the next algorithm and its corresponding merger thread are
already being executed. The same reasoning can also be applied for
paired-end correction, where the two input Datasets to be corrected
use separate merger threads to copy-merge their corresponding output
files.

On the other hand, Flink writes as many output files as the config-
ured parallelism for the data sink operators regardless of the number of
splits, as explained in Section 4.3. BigDEC configures such parallelism
to the maximum level for performance reasons, so that 𝑃 output files
re created per each algorithm (𝑄 = 𝑃 = 𝑁). The custom range
artitioner used by BigDEC (see Section 4.3.1) ensures that the 𝑖th
data sink writes the corrected reads from the 𝑖th Dataset partition,
with 1 < 𝑖 <= 𝑃 . To ensure the order of the corrected reads within
the final merged file, output files must be also copied according to
their numbering. Another consequence of the custom partitioner is that
almost equal-sized partitions are created, so the number of reads within
each one is roughly the same, which favors a more balanced workload.
In this scenario, the merger thread monitors HDFS to detect new
content written in the first output file and copy it to the final output
file on the master node. Only once the first file has been fully copied,
it can proceed with the next one to ensure the order of the corrected
reads within the merged file. Due to having a balanced workload,
all the data sinks will finish writing at about the same time, so the
benefits for overlapping in single-algorithm executions are limited to
just copy the first file. Nevertheless, this approach still remains useful
when executing multiple algorithms and/or in paired-end correction,
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Table 1
FASTQ datasets used in the experimental evaluation of BigDEC.
Dataset Tag Organism #Reads Length

SRR8655541 SRR86 Mus musculus 2 × 150.2 M 75 bp
SRR567455 SRR56 Homo sapiens 2 × 251.9 M 75 bp
ERR580958 ERR58 Labrus bergylta 2 × 148.7 M 100 bp
SRR8908980 SRR89 Homo sapiens 2 × 199.1 M 100 bp

as the chances for overlapping computation and I/O increase, as will
be shown in the performance evaluation.

To experimentally evaluate the benefits of the stream-based merge
operation, Section 5.1 will assess its impact on BigDEC performance
ompared to performing the copy-merge just after error correction has
inished.

. Performance evaluation

The experimental evaluation has been focused on performance
i.e. execution time) since the quality of error correction provided by
igDEC remains the same as that of the counterpart standalone tools, as
xplained in Section 4.1. To perform such evaluation, the experiments
ere carried out on a 16-worker commodity cluster running Spark
.1.2, Flink 1.14.0 and Hadoop HDFS 3.3.1. Each worker node consists
f two Intel Xeon E5-2660 octa-core processors, 64 GiB of memory and
ne 1 TiB local disk intended for HDFS data storage (i.e. 16 cores per
ode and 𝑃 = 256 cores in total). Nodes are interconnected through
igabit Ethernet and InfiniBand FDR. The cluster runs GNU/Linux
entOS 7.9.2009 with kernel 3.10.0–1160 and the JVM version is
racle JDK 11.0.11. Regarding HDFS settings, the block size and the
eplication factor were set to 64 MiB and 3, respectively. To deploy
park, Flink and HDFS on the cluster nodes, the Big Data Evaluator
BDEv) tool [63] has been used running one Executor/TaskManager
VM process per node configured with 16 cores and 54 GiB of memory.
oth the Spark Driver and Flink Client are executed on the master node
f the cluster together with the Spark Master and the Flink JobManager
rocesses (see Fig. 1).
Four publicly available datasets with different characteristics have

een evaluated, named after their accession numbers in the European
ucleotide Archive [64] and tagged accordingly for the sake of clarity
see second column in Table 1). The fifth column in this table refers
o the total number of input FASTQ reads for paired-end correction,
hereas the read length (last column) is expressed in terms of the num-
er of base pairs (bp). All the results shown in this section correspond to
he median value for a set of five executions for each experiment using
fixed 𝑘-mer length of 25, although the observed variance in runtimes
as not significant. Finally, eight splits per CPU core have been used,
o the total number of splits for a certain experiment can be calculated
s 𝑁𝑆 = 8×16×#𝑛𝑜𝑑𝑒𝑠, being #𝑛𝑜𝑑𝑒𝑠 the number of worker nodes used
n the experiment.

.1. Impact of the stream-based merge

This first set of experiments analyzes the benefits provided by the
tream-based copy-merge operation described in Section 4.4. To do so,
ts performance is compared with that of the naive approach where
he copy-merge is performed after error correction (see Section 4.3.2)
nd with that obtained when the copy-merge is disabled. The results
re shown for paired-end correction, which is the most computation-
lly intensive scenario under evaluation, using ERR58 and SRR89 as
epresentative datasets (the results for other datasets are very similar).
Fig. 9 shows the runtimes of BigDEC with Spark (labeled SP in the

igure) and Flink (FL) for single-algorithm performance using Musket
M), varying the number of nodes from 4 to 16. In the case of Spark,
esults using the Dataset API are shown (labeled SP-DS-M), although
esults for the RDD API are very similar. As can be seen in Fig. 9(a),
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o

park takes full advantage of the stream-based merge as runtimes are
early identical to those obtained when the merge is not performed,
specially for 8 and 16 nodes. For instance, runtime is reduced by 21%
nd 23% on 16 nodes when using the stream-based merge compared to
he naive approach for ERR58 and SRR89, respectively. As expected,
he performance benefits for Flink (see Fig. 9(b)) are lower than for
park due to less chances for overlapping, as previously explained in
ection 4.4. However, runtimes reductions of about 6% and 10% are
btained when using 16 nodes for ERR58 and SRR89, respectively,
hich shows that our approach is also useful for single-algorithm
erformance.
Fig. 10 shows the runtimes for multi-algorithm performance execut-

ng the three correction algorithms currently supported by BigDEC. In
his scenario, the performance of this operation is key as the amount of
utput data to copy-merge is increased by a factor of 3x. The overhead
ncurred using the naive approach compared to not performing the
erge is very significant. For example, the merge operation for the
RR58 dataset represents from 30% to 45% of the total runtime for
park when using the naive approach (see Fig. 10(a)), and from 28%
o 60% in the case of Flink (Fig. 10(b)). Nevertheless, the stream-
ased merge clearly shows its full effectiveness by reducing runtimes
ignificantly, especially for Spark where merge overheads are virtually
emoved when using 8 and 16 nodes. Although the benefits for Flink are
gain lower than for Spark, these results confirm that multi-algorithm
xecution takes more advantage of the stream-based merge, with run-
imes reductions of 10%, 36% and 51% for ERR58 when using 4, 8 and
6 nodes, respectively, and 15%, 41% and 55% for SRR89. Therefore,
he larger the dataset, the higher the benefit provided our stream-based
erge (SRR89 contains 33% more reads than ERR58, see Table 1).
These results also allow to state that BigDEC provides very good

calability overall, as performance improves proportionally when using
ore hardware resources. All the experimental results shown hereafter
ave been obtained using the stream-based copy-merge operation due
o its better performance.

.2. Spark vs Flink

The second set of experiments compares the performance of BigDEC
hen using Spark RDDs, Spark Datasets and Flink Datasets, considering
oth single- and paired-end correction so that one and two input files,
espectively, are processed for each experiment. For comparison pur-
oses, results for SMusket are also provided in this section, as this tool
s the most similar 𝑘-spectrum-based parallel corrector to BigDEC in the
tate of the art. As mentioned in Section 3, SMusket is implemented on
op of the Spark RDD API but only limited to implement the Musket
lgorithm [11]. Another limitation is that the copy-merge operation in
Musket can only be performed after error correction has finished. To
ase the comparison, BigDEC is configured to apply only the Musket
lgorithm as SMusket does, so that the computations performed during
he error correction phase remain exactly the same for both tools.
Fig. 11 shows the runtimes obtained for SRR56, ERR58 and SRR89,

arying the number of nodes from 4 to 16. Several analyses can be done
ased on these results. When comparing SMusket with BigDEC using
he same Big Data processing framework (Spark), we can conclude that
ur tool is significantly faster in all the scenarios under evaluation,
ven when comparing them using the same Spark API (i.e. RDD).
n fact, BigDEC using RDDs (labeled SP-RDD-M in the figure) clearly
utperforms SMusket, providing speedups of up to 1.5x, 1.3x and 1.4x
or SRR56, ERR58 and SRR89, respectively, when using 16 nodes. The
erformance improvements increase even more when using the Spark
ataset API (labeled SP-DS-M), which allows stating that this API can
rovide an extra performance boost over RDDs in our scenario. For
nstance, BigDEC using Spark Datasets is up to 1.7 and 1.8 times faster
han SMusket on 16 nodes for single- and paired-end correction of
RR56, respectively, while also providing an average runtime reduction

f around 11% over BigDEC using RDDs.
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(

Fig. 9. Runtimes of BigDEC using Spark and Flink Datasets running the Musket algorithm.
Fig. 10. Runtimes of BigDEC using Spark and Flink Datasets running BLESS2, Musket and RECKONER algorithms.
When comparing BigDEC using Spark Datasets with Flink Datasets
labeled FL-DS-M), we can conclude that the former outperforms the
324
latter in all the experiments, being up to 1.9 and 1.7 times faster on
16 nodes for single- and paired-end correction of SRR56, respectively.
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Fig. 11. Runtimes of SMusket and BigDEC tools using the Musket algorithm for single- and paired-end correction.
Nevertheless, Flink performance remains very competitive when com-
pared to both Spark-based implementations using RDDs, especially for
paired-end correction. Roughly speaking, Flink provides very similar
overall performance to SMusket, even outperforming it in most of the
paired-end experiments.

5.3. Benefits of multi-algorithm execution

These experiments analyze the benefits of providing specific sup-
port for multi-algorithm executions in BigDEC due to sharing some of
the workflow phases (e.g. input reading, 𝑘-mer counting). To do so,
this section compares the total runtime of BigDEC running the three
algorithms in separate executions with that of running all of them in
a single one (i.e. using the multi-algorithm feature). For comparison
purposes, the individual runtime for each algorithm is also included,
which represents the single-algorithm performance. The results are
shown using Spark and Flink Datasets for paired-end correction of
ERR58 and SRR89, but the overall conclusions obtained would be
325
mostly the same if results for the other datasets or single-end correction
were included.

Fig. 12 shows the runtimes for ERR58 and SRR89, varying the
number of nodes from 4 to 16. The total runtime of BigDEC running the
three algorithms in separate executions is labeled as ‘‘(B+M+R)’’ in the
figure, which is calculated as the sum of the runtime for each algorithm
separately, whereas ‘‘(ALL)’’ represents the runtime when running all
of them in a single BigDEC execution. Generally speaking, both Spark
and Flink take clear advantage of the multi-algorithm feature, obtaining
important performance benefits in all the scenarios and number of
nodes for both datasets. The average runtime reductions for Spark when
using the multi-algorithm mode are 46%, 49% and 42% when using 4, 8
and 16 nodes, respectively, as can be seen in Fig. 12(a). For Flink, those
runtimes reductions are on average 38%, 37% and 42%, respectively
(see Fig. 12(b)), so slightly lower values than Spark for 4 and 8 nodes,
but still very significant.

These results also allows comparing the performance at the single-
algorithm level, although this is not the focus of this work. We can
conclude that BLESS2 and RECKONER perform very similar overall,
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Fig. 12. Runtimes of BigDEC using Spark and Flink Datasets for single- and multi-algorithm performance.
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whereas Musket is clearly the most computationally intensive algo-
rithm, probably due to its multi-stage correction routine which corrects
each read based on three different techniques that are conducted
iteratively [11].

5.4. Performance comparison with standalone tools

The last set of experiments are focused on measuring the maxi-
mum performance benefits provided by BigDEC when distributing the
workload across the whole cluster, so using all the hardware resources
(16 nodes in our testbed). The performance of BigDEC using Spark
and Flink Datasets is compared with their counterpart standalone tools
when support for distributed-memory systems is available. This is
possible for Musket using its Spark-based implementation (SMusket) as
in Section 5.2, and also for BLESS2 that provides an MPI implementa-
tion. We also include the results for their corresponding multithreaded
versions to be used as reference, but limited to take advantage of a
whole single node (16 cores). Furthermore, this section presents results
for all the datasets shown in Table 1.

Table 2 provides the runtimes for paired-end correction obtained
y BigDEC using the Musket algorithm with Spark and Flink Datasets,
ogether with the results for SMusket and its multithreaded version.
s can be observed, BigDEC using Spark Datasets achieves significant
peedups of up to 1.7x and 1.8x over the Flink-based version and
Musket, respectively (1.5x and 1.7x on average). These results confirm
wo facts: (1) our Spark-based implementation is clearly the fastest
ption, providing a runtime reduction of up to 45% over SMusket; and
2) our Flink-based version is still able to outperform the performance
f SMusket for paired-end correction, as previously mentioned in Sec-
ion 5.2, even when using a Big Data framework that has shown a lower
verall performance than Spark according to our evaluation. Compared
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i

to the multitheaded version, BigDEC provides an average runtime
reduction of around 95% and 93% for Spark and Flink, respectively,
with a maximum speedup of 26x for the Spark version, which allows
significantly reducing runtimes from more than 5 h to less than 15 min
when correcting the SRR89 dataset.

Table 3 shows the same results for BigDEC but using the BLESS2
algorithm, and compares them to the MPI version of BLESS2 on 16
nodes and its multithreaded counterpart on one node. On the one
hand, the performance benefits of the Spark version over the Flink
one practically remain the same as before, with an average speedup of
around 1.5x. On the other hand, BigDEC using Spark and Flink provides
significant runtime reductions over BLESS2 using MPI: up to 79% and
70% when correcting the SRR56 dataset, respectively, on the same
hardware resources. Overall, both Spark and Flink clearly outperform
the MPI-based implementation, achieving runtime reductions of around
73% and 60% on average. The performance of the multithreaded
version is rather good at least compared to Musket, since the maximum
speedup for the Spark version is reduced to 12.8x for SRR86, with
average runtime reductions of around 91% and 86% for Spark and
Flink, respectively.

Table 4 provides the runtimes for BigDEC using the RECKONER
lgorithm. In this case, there is no counterpart standalone tool for
istributed-memory systems, so the results can only be compared to
he multithreaded version. Nevertheless, these results are still use-
ul to confirm that BigDEC is the suitable replacement of standalone
ools to correct large datasets on a cluster, whereas highly optimized
ultithreaded implementations such as the one provided by RECK-
NER would be the preferred choice otherwise. Basically, Big Data
rocessing frameworks are specifically designed to provide scalability
n distributed-memory systems, and not to replace parallel paradigms
ntended for shared-memory systems. In fact, RECKONER is the fastest
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Table 2
Runtimes (in seconds) for paired-end correction obtained by BigDEC using the Musket algorithm with Spark Datasets (SP-DS-M)
and Flink Datasets (FL-DS-M) on 16 nodes. Results are compared to those obtained by SMusket using Spark on 16 nodes and
its multithreaded counterpart (Musket) on one whole node. The percentage values shown in brackets are calculated using
BigDEC runtimes as a reference for Spark/Flink, respectively, in this order.
Dataset 16 nodes (256 cores) 1 node (16 cores)

BigDEC (SP-DS-M) BigDEC (FL-DS-M) SMusket (Spark) Musket (threads)

SRR86 369 607 674 (−45%/−10%) 6589 (−94%/−91%)
SRR56 560 945 1011 (−45%/−7%) 14642 (−96%/−94%)
ERR58 915 1292 1371 (−33%/−6%) 16195 (−94%/−92%)
SRR89 898 1228 1319 (−32%/−7%) 19285 (−95%/−94%)

Average −38.8%/−7.5% −94.8%/−92.8%
Table 3
Runtimes (in seconds) for paired-end correction obtained by BigDEC using the BLESS2 algorithm with Spark Datasets (SP-DS-B)
and Flink Datasets (FL-DS-B) on 16 nodes. Results are compared to those obtained by BLESS2 using MPI on 16 nodes and its
multithreaded support on one whole node. The percentage values shown in brackets are calculated using BigDEC runtimes as
a reference for Spark/Flink, respectively, in this order.
Dataset 16 nodes (256 cores) 1 node (16 cores)

BigDEC (SP-DS-B) BigDEC (FL-DS-B) BLESS2 (MPI) BLESS2 (threads)

SRR86 340 535 1232 (−72%/−57%) 4343 (−92%/−88%)
SRR56 538 780 2601 (−79%/−70%) 5908 (−91%/−87%)
ERR58 648 956 1798 (−64%/−47%) 4798 (−87%/−80%)
SRR89 623 918 2513 (−75%/−64%) 7569 (−92%/−88%)

Average −72.5%/−59.5% −90.5%/−85.8%
Table 4
Runtimes (in seconds) for paired-end correction obtained by BigDEC using the RECK-
ONER algorithm with Spark Datasets (SP-DS-R) and Flink Datasets (FL-DS-R) on 16
nodes. Results are compared to those obtained by RECKONER using its multithreaded
support on one whole node. The percentage values shown in brackets are calculated
using BigDEC runtimes as a reference for Spark/Flink, respectively, in this order.
Dataset 16 nodes (256 cores) 1 node (16 cores)

BigDEC (SP-DS-B) BigDEC (FL-DS-B) RECKONER (threads)

SRR86 315 514 2079 (−85%/−75%)
SRR56 906 1163 8849 (−90%/−87%)
ERR58 658 1001 4474 (−85%/−78%)
SRR89 581 936 3489 (−83%/−73%)

Average −85.8%/−78.3%

multithreaded tool in our experiments, and probably the preferred
option in terms of performance when hardware resources are limited.
However, the performance benefits of BigDEC when distributing the
workload across the cluster are still good. The maximum speedups
are around 9.8x and 7.6x for Spark and Flink, respectively, providing
runtime reductions of around 86% and 78% on average. The maximum
speedups are obtained when correcting the largest dataset in terms of
the total number of reads (i.e. SRR56, see Table 1), showing the ability
of our tool to handle large datasets.
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Finally, Table 5 provides the runtimes obtained by BigDEC for
both single- and paired-end correction modes when using the multi-
algorithm feature, so running the three supported algorithms. The
results using Spark (SP-DS-A) and Flink Datasets (FL-DS-A) are com-
pared to those obtained by SMusket (Spark) and BLESS2 (MPI), which
are limited to a single algorithm, using the same hardware resources
(16 nodes). On the one hand, BigDEC using Spark is able to match or
even improve the performance of SMusket for three of the four datasets
regardless of using single- or paired-end correction, being up to 13%
faster for SRR89. On the other hand, the runtimes for the Flink-based
version compared to SMusket are slightly worse, but still competitive
taking into account the lower raw performance of Flink compared to
Spark and that the correction is performed running three algorithms
instead of just only one. When comparing BigDEC to BLESS2, the results
are noticeable better. As can be seen, the average runtime reductions
using Spark are around 43% for single- and paired-correction, being
up to two times faster for SRR86 and SRR89. In this case, even the
Flink-based version clearly outperforms BLESS2, except for the paired-
end correction of the ERR58 dataset. For instance, BigDEC using Flink
is approximately more than 30% faster than BLESS2 for SRR86 and
SRR56, respectively, using paired-end correction. Overall, these results
validate our approach as they prove that BigDEC using the multi-
algorithm mode can be even faster than previous single-algorithm tools
for distributed-memory systems.
Table 5
Runtimes (in seconds) obtained by BigDEC using the three supported correction algorithms with Spark Datasets (SP-DS-A) and Flink Datasets
(FL-DS-A) on 16 nodes. Results are compared to those obtained by SMusket and BLESS2 using Spark and MPI, respectively, on the same
hardware resources. The percentage values shown in brackets are calculated using BigDEC runtimes as a reference for Spark/Flink, respectively,
in this order.

Dataset BigDEC (SP-DS-A) BigDEC (FL-DS-A) SMusket (Spark) BLESS2 (MPI)

Single-end

SRR86 321 512 295 (+9%/+74%) 574 (−44%/−11%)
SRR56 757 1068 505 (+50%/+111%) 1405 (−46%/−24%)
ERR58 510 711 511 (0%/+39%) 843 (−40%/−16%)
SRR89 610 914 700 (−13%/+31%) 1071 (−43%/−15%)

Average +11.4%/+63.8% −43.3%/−16.5%

Paired-end

SRR86 625 833 674 (−7%/+23%) 1232 (−49%/−32%)
SRR56 1536 1798 1011 (+52%/+78%) 2601 (−41%/−31%)
ERR58 1264 1877 1371 (−8%/+37%) 1798 (−30%/+4%)
SRR89 1262 1789 1319 (−4%/+36%) 2513 (−50%/−29%)

Average +8.2%/+43.5% −42.5%/−21.9%
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6. Conclusions

The need for speed is increasing as fast as the NGS datasets swell,
which demands bioinformatics tools providing the ability to scale out
across a cluster of multicore nodes to reduce runtimes when processing
such large datasets. In this paper we have presented BigDEC, a parallel
tool implemented in Java intended for correcting large NGS datasets
across a cluster of commodity machines that is able to perform error
correction using two different Big Data processing frameworks (Spark
and Flink) and three different 𝑘-spectrum-based algorithms from the
tate of the art (Musket, BLESS2 and RECKONER).
The comprehensive experimental evaluation of BigDEC using four

ublicly available FASTQ datasets has shown that Spark clearly outper-
orms Flink for single- and multi-algorithm performance, being around
.4 times faster on average. When comparing BigDEC to previous
arallel correctors for distributed-memory systems, our tool provides
ignificant performance benefits for single-algorithm execution, being
p to 45% and 79% faster than SMusket and BLESS2, respectively,
hen using a 16-node cluster. Moreover, BigDEC is able to correct
dataset with 199 million 100-bp reads using the three supported
lgorithms up to two times faster than BLESS2, a single-algorithm
ool based on a hybrid parallel approach (MPI+OpenMP). Our BigDEC
mplementation is distributed as free open-source software released
nder the GNU GPLv3 license and is available to download at https:
//github.com/UDC-GAC/BigDEC.

As future work, we will explore the possibility of porting BigDEC
to an unified programming model using Apache Beam in order to add
support for other distributed data processing backends.
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