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ABSTRACT

On the one hand, there is extensive evidence from medicine and psy-
cholinguistics fields of changes in language usage from people suffering
from mental health problems. On the other hand, social media platforms
provide a vast repository of written language. There is a recent trend in
computational linguistics where researchers aim to exploit social posts
to detect individuals at risk. In this thesis, we follow that line in the field
of depression detection. A shortcoming in actual research efforts is the
need for more interpretability of the models’ decisions. To mitigate that
problem, we investigate the development of models based on validated
clinical symptoms to identify depressive signs.
The contributions of this thesis are three-fold: (i) new models for de-

pression severity estimation based on symptom markers, (ii) the creation
of new datasets for helping the development of new symptom-based
approaches, and (iii) the exploration of recent massive large language
models for helping with the scaling up of the datasets construction. As a
final step, we incorporate the above contributions into a demonstrative
platform to be used by health professionals. This thesis contributes to
advancing the understanding and detection of depression through symp-
tom markers, and lays the foundation for future research in this critical
area of depression detection on social media.
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RESUMEN

Existe evidencia proveniente de los campos de la medicina y psicolingüís-
tica sobre cambios en el uso del lenguaje de personas que sufren prob-
lemas de salud mental. Por otro lado, las redes sociales proporcionan
un amplio repositorio de lenguaje escrito. Hay una tendencia reciente
en lingüística computacional donde los investigadores buscan explotar
publicaciones en las redes para detectar usuarios en riesgo. En esta tesis,
seguimos esa línea en el campo de detección de la depresión. Sin embargo,
un defecto de estas investigaciones es la necesidad de una mayor inter-
pretabilidad de las decisiones de los modelos. Para mitigar ese problema,
investigamos el desarrollo de modelos basados en síntomas validados
clínicamente.
Las contribuciones de esta tesis tienen tres enfoques: i): nuevos mode-

los para la estimación de la gravedad basados en marcadores de síntomas,
ii) creación de colecciones para ayudar al desarrollo de métodos basa-
dos en síntomas, y iii) la exploración de los recientes modelos masivos
de lenguaje para ayudar en la creación de colecciones. Buscando una
integración práctica de los modelos de detección de la depresión, incor-
poramos nuestras aportaciones a una plataforma demostrativa para su
uso por parte de clínicos. Esta tesis contribuye a avanzar en la compren-
sión y detección de la depresión a través de sus síntomas, y sienta bases
para futuras investigaciones en el área de la detección de la depresión en
las redes sociales.
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RESUMO

Hai unha evidencia extensa que provén dos campos da medicina e a
psicolingüística sobre os cambios no uso do lenguaxe das persoas que
sofren problemas de saúde mental. Por outro lado, as redes sociais propor-
cionan un amplo repositorio de linguaxe escrito. Existe unha tendencia
recente na lingüística computacional onde os investigadores buscan ex-
plotar publicacións nas redes para detectar usuarios en risco. Nesta tese,
seguimos esa liña no campo da detección da depresión. Porén, un defecto
das investigacións previas é a necesidade dunha maior interpretabilidade
das decisións dos modelos. Para mitigar ese problema, investigamos o de-
senvolvemento de modelos baseados en síntomas validados clínicamente
para identificar sinais de depresión.
As contribucións desta tese teñen tres enfoques diferentes: i) novos

modelos para a estimación da gravidade baseados en marcadores de
síntomas, ii) a creación de coleccións para axudar ao desenvolvemento de
métodos baseados en síntomas, e iii) a exploración dos recentes modelos
masivos de linguaxe para axudar a escalar a creación destes datasets.
Como último paso, e na nosa procura dunha integración práctica dos
modelos de detección da depresión, incorporamos as nosas aportacións
anteriores a unha plataforma demostrativa para o seu uso por parte de
clínicos. Esta tesis contribúe a avanzar na comprensión e detección da
depresión a través de marcadores de síntomas, e asenta as bases para
futuras investigacións nesta área crítica da detección da depresión nas
redes sociais.
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1
INTRODUCTION

Mental disorders, including depression, are among the most prevalent
public health issues. According to theWorldHealthOrganization (WHO),
approximately 332 million individuals globally are affected by major de-
pressive disorder 1. Mental health plays a pivotal role in fostering happi-
ness, promoting social interaction, and contributing to individual and
population health. Good mental health is a fundamental prerequisite for
success in all aspects of life.Moreover, it significantly impacts national out-
put and labour force productivity 2. Early intervention in depressive disor-
ders is critical in mitigating their impact and consequences (Picardi et al.
2016). However, due to the stigma surrounding mental disorders, more
than 60% of individuals affected do not seek professional support (Gul-
liver et al. 2010), which is particularly concerning considering the increas-
ing number of cases among young people (Thapar et al. 2022). To help
with this problem, governments and agencies have launched programs to
raise awareness of the importance of mental health in their citizens. Nev-
ertheless, the limited resources of public health systems severely constrain
their capacity for case detection and diagnosis (Arango et al. 2018).
As an alternative to public health systems, social platforms are a promis-

ing channel to assess risks in an unobtrusive manner (Coppersmith et al.
2015). The proliferation of social media constitutes a valuable resource for
detecting early signs of depression. Individuals experiencing depression
often find comfort in expressing their thoughts and emotions on these
platforms, motivated by factors such as privacy and anonimity (Callahan
and Inckle 2012; Kauer et al. 2014). Consequently, social media provides
a unique opportunity to access valuable information about individu-
als’ health risks that would otherwise remain impossible to obtain. Re-
searchers in Information Retrieval (IR), Natural Language Processing
(NLP) and Machine Learning (ML) have leveraged the vast resources

1 https://apps.who.int/iris/handle/10665/254610
2 https://www.who.int/europe/health-topics/mental-health

3
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4 introduction

of social networking to obtain considerable advancements in detecting
signs of depression (Ríssola et al. 2021). However, one shortcoming in
current research efforts is the need for more interpretability of the models’
decisions (Walsh et al. 2020a). In the domain of mental health detection,
where reliable interpretation of outcomes is crucial for clinicians, it be-
comes essential for models to produce trustworthy and interpretable
classification outcomes (Ernala et al. 2019).
In line with this objective, this doctoral thesis focuses on developing

models based on validated clinical symptoms to identify depressive signs
on social media. By incorporating clinical markers into the models’ deci-
sions, we aim to improve the interpretability of their outputs by health
professionals. For this reason, we adhere to established clinical protocols,
considering the 21 symptoms covered in the Beck Depression Inventory
(BDI-II), a questionnaire widely used to measure depression. The BDI-II
encompasses a range of depressive symptoms such as irritability, pes-
simism or sleep problems. The BDI-II not only serves as a tool to detect
depression but also as a grading tool for severity estimation. In adhering
to clinical protocols, we aspire to build predictive models that not only
detect but also provide detailed severity estimations, thereby equipping
health professionals with robust tools for a complete diagnosis.

1.1 motivation

Depressive disorders have numerous harmful effects. Nevertheless, there
are validated and effective treatments available, which can be boosted
with therapies and intervention programs (Duarte et al. 2009). An early
and accurate detection significantly reduces the negative impact of the
disorder (Halfin 2007; Picardi et al. 2016). In clinical practice, the diag-
nosis and severity of depression relies on validated psychometric tests.
These questionnaires have a satisfactory performance in diagnosing indi-
viduals (Smarr and Keefer 2011). Relevant examples are the Patient Health
Questionnaire 9 (PHQ-9) (Kroenke et al. 2001), the Center for Epidemio-
logic Studies Depression Scale (Eaton et al. 2004) or the Hamilton Rating
Scale for Depression (Hamilton 1980). Among these, the BDI-II is one
of the most widely recognized and reliable instruments, with existing
extensive empirical evidence supporting its efficacy (Dozois et al. 1998).
However, self-reporting and family reporting often serve as the pri-

marymethods for detecting cases of depressive illnesses (Sanchez-Villegas
et al. 2008). Population-level analysis via traditional methods often re-
quires substantial resources. For instance, phone surveys are a common
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approach that can lead to significant delays in obtaining practical results 3.
For this reason, both public and private health organizations have made
these questionnaires available to users for self-completion. In certain
instances, online tests based on these questionnaires even provide recom-
mendations for individuals to seek professional medical help according
to their scores. Per contra, when aiming for a precise diagnosis, conven-
tional procedures have certain limitations. Beyond the societal stigma
associated with mental health problems, which can influence individuals’
willingness to provide accurate questionnaire responses, studies have
examined how these responses can drastically fluctuate based on variable
factors (Cameron et al. 2011). The final scores can be easily manipulated,
as they can be minimized or exaggerated. Bowling (2005) studied the
quality results’ variations based on the administration of these tests. So-
cial expectations, such as doing a test in front of a doctor, would change
the results drastically compared to doing it in a friendly environment like
your room.
The development of these instruments stems from extensive prior

work into understanding the underlying causes of depression. Studies
on topics related to depressive conditions have been performed within
the medicine and psycholinguistics fields (Campbell and Pennebaker
2003; Rude et al. 2004). All of them have tried to identify the presence of
symptoms, causes and how to perform a precise diagnosis. A large body
of this research has delved into understanding the connection between
language and mental health. Such works underscore the impact that
words can have on our emotional state and cognitive states. Pennebaker’s
pioneering work explored the subtle nuances of language use in daily life,
demonstrating that certain patterns of language, such as the frequent use
of first-person pronouns, can serve as indicators of an individual’s mental
well-being (Pennebaker et al. 2003).
Consequently, social media offers a complementary opportunity to

obtain valuable information about individuals’ mental states, supplement-
ing traditional professional therapy. The combination of computational
linguistics with the extensive data derived from social networks has pro-
duced significant progress in detecting depression indicators (Garg 2023;
Ríssola et al. 2021). Recognizing the great importance of this domain,
substantial efforts have been dedicated to creating curated experimental
benchmarks (Parapar et al. 2023; Zirikly et al. 2022).These resources have
facilitated the development and evaluation of numerous new predictive
models, which will be elaborated upon in the related work section.

3 https://www.cdc.gov/brfss/about/index.htm

https://www.cdc.gov/brfss/about/index.htm
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While researchers in this field do not aim to replace mental health
professionals, they seek to support their work. Clinicians play an indis-
pensable role in validating the predictionsmade by computationalmodels
and taking appropriate action with individuals when necessary. Careful
application of computational models can amplify the reach and efficacy of
these professionals and facilitate their workflows. Nevertheless, most cur-
rent models exhibit several limitations in achieving this objective (Walsh
et al. 2020a). A significant barrier is their limited capacity to explain
their predictions, often resulting in scepticism among professionals. For
practitioners to trust and incorporate these models into their daily work,
they require reliable interpretations of the models’ decisions (Hauser
et al. 2022). One approach to address this involves designing new models
incorporating trustworthy and reliable explanations (Ernala et al. 2019).
Following that path, emerging research has explored using symptoms
obtained from validated clinical questionnaires. Most of these proposals,
particularly in the field of depression, leverage symptom markers from
the BDI-II (Beck et al. 1996b) or the PHQ-9 (Kroenke et al. 2001) inven-
tories, which cover a variety of depressive symptoms such as irritability,
pessimism, and sleep disturbances. The application of such symptom
markers has been shown to enhance the explainability, generalization,
and overall performance of depression detection models (Nguyen et al.
2022a; Zhang et al. 2022a,b).

1.2 aim and scope

Our principal aim is to exploit the language used in social media to
construct computational models for detecting and estimating the severity
of depression. One pre-requisite of the models presented here is that they
follow clinical schemas to provide interpretable and practical outputs.
For this reason, our solutions leverage user-generated content to develop
models that can effectively predict the evidence of depressive symptoms.
To do so, we focus on the applicability of techniques within the fields of
IR, NLP and ML.
Using an established tool for diagnosing depression, such as the BDI-II,

is vital to ensure that our models offer trustworthy diagnostic support.
Recognizing the limited resources available for identifying depressive
symptoms, our second goal focuses on constructing datasets centred
on symptom markers. To achieve this, we leverage the descriptions of
the BDI-II to employ various text mining techniques to filter candidate
linguistic expressions associated with depressive symptoms. Moreover,
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we include symptom-by-symptom analyses of our resources, and perform
experiments to validate its practical utility in different classification tasks.
Parallel to our resource-creation efforts, we also analyze the importance
of a robust annotation methodology for constructing resources in this
complex domain. Following this idea, we explore the capabilities of recent
conversational Large Language Models (LLMs) in dataset creation and
augmentation. Bringing all these efforts together, the final part of the
thesis introduces these contributions in the form of a demonstrative
platform designed for healthcare professionals.
Evaluation plays a crucial role in experimental sciences such as IR

and NLP. A reliable evaluation is especially critical in the mental health
detection domain since model outcomes can directly influence clini-
cal decisions and overall mental health assessments. In this thesis, our
approaches and resources are building upon the foundation laid by a well-
known experimental benchmark. Specifically, the Early Risk Prediction
on the Internet (eRisk 4) (Losada et al. 2017, 2018, 2019, 2020; Parapar
et al. 2021b, 2022). By evaluating our models on the eRisk collections,
we not only ensure a consistent basis of comparison with other leading
researchers but also align our work with an established framework known
for its reliability and clinical relevance.

1.3 structure and contributions of the thesis

This doctoral thesis is divided into four parts with nine chapters. Contri-
bution chapters are meant to be as self-contained as possible. Below, we
present the organization of this dissertation in more detail:

part i The initial part contains three foundational chapters: Chapter 1,
which is the introduction to this thesis, and Chapter 2, which
presents the related work on the main themes covered in our
study. The introduction is structured in three parts: i) the con-
text andmotivation, ii) the aim and scope and iii) the structure
and main contributions of our work. In the related work, we re-
view the most relevant advancements in the field of depression
detection on the Internet and their evolution to the present day.
The last chapter (Chapter 3) presents the research methods and
experimental guidelines followed in our work. Initially, we con-
textualize the eRisk experimental benchmark and how it aligns
with our proposals, since all our contributions are related to the

4 https://erisk.irlab.org/

https://erisk.irlab.org/
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eRisk framework. Following this, we provide an overview of the
tasks and collections that guide our approaches, explaining how
our research aligns with them. Concluding this part, we present
the main metrics adopted in our contributions, elaborating on
how we evaluate the efficacy of our models.

part ii We present here two different classification frameworks that
automatically estimate the 21 symptoms of the BDI-II question-
naire. On the one hand, Chapter 4 uses word embeddings to
explore the presence of these symptoms depending on their
sensitivity. We refer to symptom sensitivity in terms of users’
inclination to openly discuss them (i.e., there are more intimate
symptoms, and users avoid explicitly talking about them). For
this reason, we analyzed the sensitivity of each symptom and
devised two different methods to capture the different char-
acteristics that each symptom may have. On the other hand,
Chapter 5 uses sentence transformers to create a classification
pipeline that estimates depression severity through semantic
similarities. In this work, we focus on selecting users’ posts
related to depressive symptoms by exploring different data se-
lection strategies. Once we selected the most risky posts from
the test user, we produce a semantic ranking that gives us train-
ing labelled sentences. These training sentences are previous
labelled and we know they are associated with depressive symp-
toms. Subsequently, we utilize the sentences derived from these
rankings as evidence for predicting symptom severities.

part iii First, this part contains the work related to the construction
of symptom-based resources for depressive disorder. We intro-
duce two pivotal resources: BDI-Sen, discussed in Chapter 6,
andDepreSym, explained in Chapter 7. Both resources comprise
symptom-annotated sentence datasets for depression, offering
manual annotations related to the 21 symptoms covered in the
BDI-II. In Chapter 6 (BDI-Sen), we begin by describing the
retrieval strategy we employed to obtain candidate sentences
for annotation. Subsequently, three assessors decided on the
actual relevance of the candidates. Progressing further into this
part, we provide an in-depth analyses of this resource, studying
the linguistic style, emotional attributes and other psycholin-
guistic markers of the sentences. Additionally, we conducted a
series of experiments investigating the utility of BDI-Sen for var-
ious tasks, including the detection and severity classification of
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symptoms. Finally, we also examine their generalization when
considering symptoms from other mental diseases.

In Chapter 7 (DepreSym), we study alternative forms of symp-
tom labelling. For this purpose, we leverage the eRisk 2023
ranking tasks, which is centred on developing ranking methods
to find sentences associated with depressive symptoms. The
construction of DepreSym is based on the ranking methods of
the task participants. In this case, the labelled sentences come
from a pool of diverse ranking methods, and the final candidate
sentences were obtained using top-k pooling from them. Due
to the complex nature of the relevance annotation, we designed
a robust assessment methodology carried out by three expert
assessors. To validate the effectiveness of this methodology, we
calculate the inter-rater agreement and conduct further anal-
ysis of the resulting set of judgements. Additionally, we also
explore the feasibility of employing recent conversational LLMs
(ChatGPT and GPT-4) to assist in this complex task. We un-
dertake a comprehensive examination of their performance,
determine their main limitations and analyze their role as com-
plement or replacement for human annotators.

Finally, in Chapter 8, we introduce PsyProf, a demonstrative
platform designed for the task of assessing depression sever-
ity. The platform is intended to be used by health professionals
to demonstrate effective depression screening capabilities. We
integrate in this platform the previous models that estimate
the presence of BDI-II symptoms. Moreover, we have comple-
mented our tool with user profiling methods to bring wider
context when measuring at-risk users. Finally, we also included
the functionality for collecting the data from social media users,
which can help to create symptom-based datasets with the in-
spection coming from health professionals.

part iv Concluding this dissertation, we present the primary conclu-
sions of our research and discuss the potential direction for
future work. Additionally, we look into the ethical considera-
tions and challenges surrounding the detection of mental health
indicators on social media.





2
RELATED WORK

In this chapter, we will review the most relevant work and advancements
in the field of depression detection on the Internet. We begin by describ-
ing the initial efforts of this research domain, with a strong focus on
detecting patterns in language use. Subsequently, we will discuss the
main methods and techniques employed for mental health assessment
and their evolution to the present day.

2.1 the digital footprint of mental health

Language has long been investigated as a mirror reflecting our mental
and emotional well-being. Before we started sharing our lives on social
media, experts in psychology and medicine explored that the words we
choose can offer indicators about our mental well-being. People who are
depressed, for instance, might talk about the world in a particular way,
choosing certain words or phrases more often than others.
Historically, expert clinicians analyzed these subtle changes in speech

or writing during therapy sessions or clinical interviews. Pioneering work
by Pennebaker et al. (2003) revealed that words people use can indeed
provide clues about their emotional state. By analyzing personal diaries,
he found patterns in language that connected with mental health prob-
lems in people’s lives. Following this idea, clinical practitioners relied
on patients’ words as essential tools for diagnosis and therapy. However,
the proliferation of social media platforms in the last years has amplified
this connection between language and mental health. The vast digital
footprints left behind by individuals on these platforms provide an un-
precedented corpus of linguistic data.
People started expressing themselves more openly and frequently on

social platforms. Traditional research about social media and mental
health activity has thoroughly addressed how the users’ self-disclosure of
their illnesses and symptoms affects their mental health. Many studies

11
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have analyzed the benefit of self-disclosure on social media users (Hayes
et al. 2016; Luo and Hancock 2020) . Mental health-related self-disclosureSelf-disclosure

refers to any
communication
about oneself

communicated by
an individual to

others.

on social media may help users perceive higher levels of social support
and reduce psychological distress (Seo et al. 2016). In addition, positive
disclosure tends to produce more positive feedback for the community,
improving the connectedness feelings (Metzler and Scheithauer 2017).
Moreover, people being authentic in the disclosure shows improvements
in self-esteem (Yang et al. 2017). These and other reasons (like anonymity
(Andalibi et al. 2017) or reduced perception of vulnerability (Lin et al.
2021) explain why many social media users are prone to talk about their
inner selves in those public forums.
Computational researchers saw an opportunity in this vast amount of

information available. A growing body of work has revealed that there are
indeed specific linguistic markers and patterns of online behaviour that
are indicative of mental health issues. These patterns, often unnoticed in
daily conversations, become more evident when analyzed with computa-
tional tools over large datasets. From the frequency and timing of posts
to the choice of words and sentiments expressed, computational studies
have explored numerous nuances in the online behavior of individuals.
Next, we are going to delve into some of these pivotal studies.
De Choudhury et al. (2013a,b, 2016) have conducted extensive studies

on how social media data can be leveraged to understand and poten-
tially predict mental health conditions, including depression and suicidal
ideation. Their pioneering work introduced linguistic and social network
analysis into traditional machine learning classifiers, thereby developing
systems capable of predicting online risks. In the first study on depression
and social media (De Choudhury et al. 2013a), the authors used Twitter
data to explore features such as text content, posting frequency, and user
interactions. To obtain the data, they used crowdsourcing on Twitter users
who reported having been diagnosed with depression, with 476 users.
They observed a higher frequency of words related to emotional states
commonly associated with depression, such as sadness and loneliness. Ad-
ditionally, the language patterns suggested fewer social interactions and
greater use of past-tense verbs, possibly indicating regrets or reflections
about past events.
In a subsequent study (De Choudhury et al. 2016), authors used Reddit

data to identify shifts in mental states that could lead to suicidal ideation.
This work exemplifies how computational techniques can be applied to
gain deeper insights into mental health risks. The study observed no-
table changes in linguistic style indicative of suicidal thoughts, including
increased use of first-person pronouns and a more negative emotional
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tone. Specifically, they found a rise in terms related to emotional pain,
self-harm, or existential dread as individuals moved closer to expressing
suicidal ideation. Both studies concluded that predicting mental risks
through social media is feasible and aligned well with existing psycho-
logical literature. Moreover, they demonstrated the potential for early
diagnosis and intervention via non-intrusive means, emphasizing the
potential of this line of research.
Coppersmith’s research has also influenced machine learning and nat-

ural language processing applications in mental health studies (Copper-
smith et al. 2015; Loveys et al. 2018b). In one of their first works (Cop-
persmith et al. 2015), they analysed Twitter data to identify linguistic
markers related to four distinct mental health conditions: post-traumatic
stress disorder (PTSD), depression, bipolar disorder, and seasonal affec-
tive disorder (SAD). To identify users for each condition, the researchers
relied on online self-disclosures, such as tweets stating, "I was diagnosed
with depression." Meanwhile, the control group was randomly selected.
Three primary methods were employed in the study to quantify linguistic
differences: 1) Linguistic Inquiry and Word Count (LIWC) categories, 2)
activity patterns on Twitter (e.g., number of mentions, tweets per day,
and interactions), and 3) language modelling. The LIWC (Pennebaker
et al. 2001) is a text analysis software categorising words into psychologi-
cally meaningful groups. It can measure the frequency of words that fall
under specific categories such as emotional tone, cognitive processes or
social references (e.g., friends, family). The study found that language
models outperformed the other methods, suggesting that the complexity
of language holds more nuanced signals than what is captured by LIWC
or activity patterns alone. Combining the two types of features, language
models and LIWC, further improved the classification results. On the
analytical front, the study identified linguistic terms associated with emo-
tional states like anger, swearing, and anxiety more frequently in tweets
from individuals with depression. Interestingly, Twitter activity patterns
were less effective than the other methods in distinguishing users with
mental health conditions from the control group.
An important yet often overlooked aspect in the study of linguistic

markers for mental health conditions is the role of demographic variables,
particularly culture and gender. These factors can profoundly influence
howmental illnesses are perceived andmanifested. Language, as a vehicle
of culture and identity, can reveal these nuances in attitudes towards
mental health and even the symptoms themselves. De Choudhury and
Coppermisth have contributed to recognizing these differences by exam-
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ining their data across different cultures and genders (De Choudhury
et al. 2017; Loveys et al. 2018b).
In De Choudhury et al. (2017), the authors analyzed tweets from users

who had self-reported some form of mental illness. They divided the
users into two groups: ‘Western’ (comprising users from the United States
and the United Kingdom) and ‘Non-Western’ (users from South Africa
and India). For linguistic analysis, they employed both LIWC and topic
modelling methods. The study found that ‘Non-Western’ users tended to
inhibit their depression, using more positive and fewer negative terms
compared to their ‘Western’ counterparts. Furthermore, ‘Western’ users
were more expressive about their emotional processes and social expe-
riences in their language. When considering gender, the study revealed
that women exhibited greater sadness and anxiety in their language and
showed a higher concern for social and family issues.

Loveys et al. (2018b) conducted an exploratory analysis to investigate
linguistic differences in the expression of depression among various cul-
tural groups within the United States. The study specifically compared
the language used by White, Asian, Pacific Islander, Black or African
American, and Hispanic or Latino individuals discussing their mental
health on an online support forum. Consistent with Choudhury’s find-
ings, Coppermisth also observed cross-cultural variations in the online
language used by individuals with depression. Asian and Pacific Islander
users tended to inhibit the expression of negative emotions, while White
and Black or African American users displayed more negativity in their
language. Hispanic and Latino users exhibited a wide range of positive
and negative emotions compared to other groups.This made the effects of
depression less evident among Asian and Pacific Islanders. With regard to
topic modelling, the study did not find many differences across cultures.
For instance, the ‘friendship’ topic was prevalent across all cultural groups,
suggesting that loneliness or the ‘need for a friend’ is a common concern
for individuals with depression.

2.2 key features

In this section, we will comment the pivotal extracted features commonly
employed for building mental health detection systems. Most traditional
methods in the field employed linguistic features, as the ones commented
previously. Specifically, these features often serve as input for standardma-
chine learning classifiers such as Support Vector Machine (SVM) (Jamil
et al. 2017; Ortega-Mendoza et al. 2018), Naive Bayes (NB) (Sadeque et al.
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2017; Villegas et al. 2017), Random Forest (RF) techniques (Almeida et al.
2017; Cacheda et al. 2018) and Logistic Regression (LR) (Preoţiuc-Pietro
et al. 2015; Ramiandrisoa et al. 2018).
Lexicon-based approaches have always been applied due to their straight-

forward yet effective methodology. These approaches rely on counting
the frequency of words that belong to predefined, manually-created cate-
gories, linking them to psychological variables. Several lexicons and dic-
tionaries have been used to facilitate this connection. The LIWC are the
most commonly used categories for this purpose, both in English (Gun-
tuku et al. 2017; Trotzek et al. 2018) and also in other languages such as
Spanish (Ramírez-Cifuentes et al. 2020). Other works also complemented
LIWC with emotion (Uban and Rosso 2020b) or depression-specific dic-
tionaires (Al-Mosaiwi and Johnstone 2018). For instance, Nguyen et al.
(2014) employed the ANEW lexicon (Bradley and Lang 1999) to extract
sentiments conveyed in the publications. It consists of 1034 words rated
in terms of valence and arousal, suitable for quantitative estimation. The
categories provided by these lexicons have also been explored for building
topic modelling techniques to detect depression risks (Resnik et al. 2013;
Schwartz et al. 2014).
While lexicon-based approaches focus on the psychological categoriza-

tion of individual words, other research employed more text-agnostic
models like Bag-of-Words (BoW) and n-grams to capture the nuances of
language usage. The Bag-of-Words model represents text data by count-
ing the frequency of each word in a document, disregarding the order.
This provides a high-dimensional vector, sparse representation that is
particularly effective for tasks that capture the overall thematic content.
On the other hand, n-grams extend this concept by considering se-

quences of ‘n’ consecutive words or characters. For example, bi-grams
(two-word sequences) and tri-grams (three-word sequences) are often
used to capture common phrases that may offer deeper insights into the
individual’s psychological state. All of their publications are aggregated
into a single document to create these high-dimensional vectors that
represent a user’s language. Given the substantial size of the vocabulary,
these methods often utilize word filtering techniques such as eliminating
stopwords or restricting the vocabulary to words from specific lexicons
to form the vectors that represent the user (Almeida et al. 2017; Cacheda
et al. 2018; Coppersmith et al. 2014a; Oliveira 2020; Ortega-Mendoza et al.
2018; Trotzek et al. 2018).
Metadata associated with user profiles and their online activity can also

be instrumental in identifying mental health risks. Researchers have be-
gun to explore a variety of metadata attributes, such as posting frequency,
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time of posts, and user interactionmetrics, to supplement language-based
analyses. Posting activity, for instance, could reveal patterns indicative of
insomnia or increased anxiety (Almeida et al. 2017; Cacheda et al. 2018;
Tsugawa et al. 2015). The frequency and nature of interactions with other
users can also offer clues into social withdrawal or emotional states (Cop-
persmith et al. 2014a; De Choudhury et al. 2013b; Park et al. 2015; Preoţiuc-
Pietro et al. 2015). The length of posts, often measured in terms of charac-
ters or words, can be another insightful feature. Long, detailed posts may
indicate a higher level of engagement or emotional investment, while
shorter posts might suggest a more reserved or cautious approach to shar-
ing personal information (Cacheda et al. 2019; De Choudhury et al. 2013a;
Ramiandrisoa et al. 2018; Trotzek et al. 2018). By incorporating metadata,
researchers can more accurately model the complexities mental health
disorders, often improving the predictive performance of their machine
learning algorithms (Coppersmith et al. 2014b).
As machine learning techniques continue to evolve, the field has wit-

nessed a shift towardsmore advanced deep learningmethods that capture
the language in a different manner. Unlike traditional features that treat
each word independently, deep learning approaches often encode posts as
sequences to capture the semantic and contextual relationships between
words. One of the most prevalent techniques is word embeddings, where
each word or phrase from the vocabulary is mapped to vectors of real
numbers, encapsulating much richer semantic information (Orabi et al.
2018).

Orabi et al. (2018) pre-trained optimised word embedding models
in a depression collection from CLPsych to learn better features repre-
sentation of health-specific tasks. For this optimisation, their Word2Vec
model not only predicts words but also the possible disease related to
that word (i.e., depressed, Post-traumatic Stress Disorder (PTSD) or nei-
ther). In particular, they explored convolutional and recurrent neural
networks (CNNs and RNNs) based on different word embedding models
and compared their performance. The experiments showed that the best
deep learning models were the RNN-based ones. Moreover, optimising
the word embedding models showed good generalisation abilities on a
different dataset.
In Trotzek et al. (2018), the authors addressed the task of early detec-

tion of depression using various word embedding models and compared
their performance against linguistic metadata features. In this study, the
researchers utilized data from the eRisk 2017 edition, specifically from
the depression task, for training and evaluation. For linguistic features,
they employed LIWC categories along with an additional set of features,
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such as text length, title length, and terms related to depression, anxiety,
therapy, or diagnosis. In terms of deep learning techniques, they evalu-
ated a Convolutional Neural Network (CNN) that utilized different word
embeddings, including pre-trained Word2Vec (Mikolov et al. 2013) and
GloVe (Pennington et al. 2014) embeddings. They also trained a custom
Word2Vec model using Reddit data from 2007 to 2015. For the classifi-
cation task, CNNs were deployed with word embeddings serving as the
input. Additionally, metadata features were used in conjunction with a
logistic regression classifier. Interestingly, the metadata features outper-
formed theword embeddings. An ensemble approach that combined both
methods yielded the best results, suggesting that using ensembles com-
prising more than two models with different objectives holds promise.
Following the use of word embeddings, the advent of transformer archi-

tectures has marked another milestone, offering even more sophisticated
ways to encode the syntactic and semantic structures inherent in natural
language. These architectures have made a significant impact in the do-
main of mental health research, providing nuanced understanding and
improved classification performance. Initially introduced by Vaswani
et al. (2017) in the paper ‘Attention is All you Need’, the transformer
architecture has revolutionized the field of NLP. Transformers utilize self-
attentionmechanisms to process each token in relation to all other tokens
in the input sequence simultaneously. This enables the model to capture
long-range dependencies and relationships between words or sub-words.
One of the most significant advancements brought about by transformers
is the notion of ’contextualized embeddings.’ Traditional word embed-
dings like the ones we commented earlier (Word2Vec (Mikolov et al. 2013)
and GloVe (Pennington et al. 2014)) represent each word with a static
vector, meaning the same word has the exact representation regardless of
its context. In contrast, contextualized embeddings provide a dynamic
representation of each word based on its surrounding context.This allows
for a more nuanced understanding of word meanings, as the same word
can have different representations based on how it is used, making it
highly beneficial for tasks that require understanding the complexity of
human language, including mental health analysis.
In Jiang et al. (2020), the authors studied eight mental health condi-

tions, gathering datasets through self-identification methods on social
media platforms. This research is one of the first works that leveraged
contextual representations for mental health detection, comparing its
efficacy with a baseline logistic regression model trained on LIWC fea-
tures. The study introduced an attention-based model utilizing BERT
representations for input, and a REALM-like model (Guu et al. 2020),
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influenced by the recent progress in open-domain question-answering.
All models were designed for performing user-level classification tasks,
determining whether an individual has a specific diagnosis by evaluating
an aggregated representation of their posts. The classification models
based on transformers demonstrated that they outperformed LIWC by
a large margin. Moreover, the results showed that linguistic traits for
mental health detection are more easily recognized at the user-level and
thus, aggregating post-level signals can be helpful for a more accurate
diagnosis.
In the last years, the majority of research inmental health detection has

shifted towards leveraging transformer models, underscoring their adapt-
ability and efficacy for the mental health domain (Martínez-Castaño et al.
2020; Pérez et al. 2023b; Uban and Rosso 2020b). Even Large Language
Models (LLMs) were specifically pre-trained in diverse collections related
to mental health forums to help the research community (Ji et al. 2022).
This evolution in model design is evident in works proposed to the lead-
ing experimental benchmarks in this domain, which will be elaborated
upon in the following Subsection.

2.3 experimental benchmarks in mental health
detection on social media

As the field of mental health detection via social media has grown in pop-
ularity, the research community has produced experimental benchmarks.
These initiatives serve as collaborative platforms, enabling researchers to
innovate and develop effective methods for identifying and assessing on-
line risks. By offering task definitions, test collections, and standardized
evaluation methodologies, these benchmarks facilitate the comparison
of computational approaches on a global scale.
In this context, eRisk (Losada et al. 2017, 2018, 2019, 2020; Parapar

et al. 2021b, 2022, 2023) and the Computational Linguistics and Clini-
cal Psychology (CLPsych 1) (Goharian et al. 2021; Loveys et al. 2018a;
Niederhoffer et al. 2019; Zirikly et al. 2022) are the two most popular
experimental frameworks in the field. Both initiatives have operated as
distinct workshops within broader conferences. Both specialized bench-
marks are dedicated to fostering interdisciplinary collaboration between
computational linguistics, information retrieval and clinical psychology
researchers. Through the years, they have presented a diverse range of
methodologies and innovative solutions, encouraging the incorporation

1 https://clpsych.org

https://clpsych.org
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of features that we discussed before: linguistic features, social network
analysis, and other computational strategies into studying and treating
mental health issues. The outcomes of the research presented at these
workshops offer novel insights into mental health diagnostics and set the
benchmark for future work in this rapidly evolving interdisciplinary field.
The CLPsych and the eRisk initiatives both serve as important plat-

forms for research on mental health detection and risk assessment. How-
ever, they differ in a few aspects. CLPsych addresses the intersection of
clinical psychology and computational linguistics in a wide array of topics,
not just risk assessment. On the other hand, eRisk focuses on early risk
prediction and is more centred on computational methods for detecting
specific types of mental health disorders such as depression, pathological
gambling or anorexia. While CLPsych may involve multiple data sources,
including clinical records and social media posts, eRisk primarily targets
user-generated online data (all the tasks proposed use Reddit as data
source). In summary, while both initiatives have made significant contri-
butions to mental health research, they differ in focus, methodologies,
and community engagement, complementing the other in enriching the
landscape of computational approaches to mental health.
Next, we will delve into the major tasks and contributions presented in

the context of the eRisk. This focus aligns closely with our own research
objectives, as the models and resources we introduce in this dissertation
are grounded within the eRisk framework.

2.4 erisk initiative

The eRisk initiative is part of the Conference and Labs of the Evaluation
Forum (CLEF) evaluation campaign, which contributes to the systematic
evaluation of information access systems, primarily through experimen-
tation on shared tasks. eRisk explores the evaluation methodology, effec-
tiveness metrics and practical applications related to health and safety on
the Internet.
eRisk organizers propose different tasks every edition, each one focus-

ing on a specific aspect of social media risk assessment. These tasks are
designed to explore different dimensions of risk, providing a comprehen-
sive evaluation framework for researchers and practitioners in the field.
Starting with a pilot task in the 2017 edition (Losada et al. 2017), which
focused on giving early alerts of depression tendencies, eRisk has been
continued with tasks covering a wide range of mental illnesses. We can
find challenges covering diseases such as eating disorders, pathological
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Table 2.1:Depressive levels related to the BDI-II score.

Depression level BDI-II Score

Minimal depression (0-9)
Mild depression (10-18)
Moderate depression (19-29)
Severe depression (30-63)

gambling or self-harm. One particular value of eRisk tasks is that they
introduce additional challenges beyond binary classification scenarios,
as organizers recognize the complexities associated with mental health-
related content in social media. For instance, many eRisk tasks involve
intensity or severity estimation, where participants are required to quan-
tify the severity of mental health concerns. By incorporating this scenario,
researchers are encouraged to develop models that capture more nuanced
mental health risks.

2.5 erisk task: measuring the severity of the
signs of depression

In the recent three editions of eRisk (2019, 2020 and 2021), a new task
came up aimed at estimating the level of depression, calledMeasuring the
Severity of the Signs of Depression.TheChapters 4 and 5 are directly related
with this task, as we present a variety of methods under this experimental
benchmark. The remaining chapters are also strongly related, describing
methods and resources focused on identifying BDI-II symptoms.
The task aims to estimate the level of depression based on users’ publi-

cations from social media.The levels correspond to the BDI-II (Beck et al.
1996a) questionnaire scores. The participants were given their history of
posting for all the users, and they had to predict the BDI-II responses
for each user. The history of each user covered a total of 2 years of publi-
cations. The predicted answers are based on the evidence found in the
history of publications. Therefore, for each user, the collection provides
twomain elements: (1) their real responses to the symptoms of the BDI-II
(ground truth) and (2) their entire Writing History (WH).
BDI-II 2 is a self-report instrument designed to assess the severity of

depressive symptoms in adolescents and adults. It consists of 21 symptoms

2 The full BDI-II can be consulted at https://erisk.irlab.org/2019/ (Task 3)

https://erisk.irlab.org/2019/
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Sadness Loss of energy

0. I do not feel sad.

1. I feel sad much of the time.

2. I am sad all the time.

3. I am so sad or unhappy that I can't stand it.

0. I have as much energy as ever.

1. I have less energy than I used to have.
2. I do not have enough energy to do very much.

3. I do not have enough energy to do anything.

. . .

Self-dislike

0. I don't feel disappointed in myself.

1. I am dissapointed in myself.

2. I am disguted with myself.

3. I hate myself.

. . .

Guiltiness

0. I don't feel particularly guilty.

1. I feel guilty a good part of the time.

2. I feel quite guilty most of the time.

3. I feel guilty all of the time.

Figure 2.1: Four BDI-II symptoms and their corresponding options.

that measure attitudes and symptoms of clinical depression (Beck et al.
1996b; Steer et al. 1986). Each symptom contains four answer options
accompanied by a sentence explaining its meaning. The options are rated
from 0 to 3 according to the Likert scale (Joshi et al. 2015). Options scale
in terms of severity, from the total absence of the symptom to a total
identification. It takes approximately 10 to 15 minutes to complete it.
BDI-II has shown high internal consistency, and its validity has been
established through extensive research.
Figure 2.1 shows four BDI-II symptoms and their possible options.The

symptoms are: Sadness, Loss of energy, Self-dislike and Guiltiness. The
accumulating result of all the 21 symptoms is associated with a scale of
depression manifestation. Table 2.1 shows these levels, where the maxi-
mum score is 63 (i.e., all the answers from the questionnaire are replied
with a 3).
In what follows, we highlight the primary contributions that were

submitted to this shared task. The first edition in 2019 did not provide
participants with training data. Consequently, a majority of participant
teams leaned towards rule-based solutions. Several participants, as noted
by Abed-Esfahani et al. (2019) and Trifan and Oliveira (2019), utilized
hand-crafted features based on LIWC and depression-specific lexicons
combined with logistic regression classifiers. The classification of risks
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associated with BDI-II symptoms was based on the presence and intensity
of these identified features.
For example, Trifan and Oliveira (2019) proposed a rule-based ap-

proach, comprising the 21 symptoms into six broader categories. For each
category, they generated estimated responses by combining various fea-
tures, including the prevalence of specific lexical categories in posts and
the use of personal pronouns, among others. In contrast, Abed-Esfahani
et al. (2019) obtained external training data and designed a supervised
machine learning methodology.Their feature extraction relied on embed-
dings generated by the GPT model. Subsequent vectorial representations
of users integrated with both lexical and semantic features, facilitating
a comparative analysis with BDI-II responses. Pioneering the adoption
of word embeddings in this task was (Rijen et al. 2019), who employed
GloVe word embeddings to compute the semantic similarity between
symptom options and user publications.
In the next edition, 2020, the participating teams were provided with

the data from 2019 for training their models. As a result, we could see
more works related to designing supervised learning methods. Although
some work continued to address the problem as a rule-based approach,
most models elaborated on supervised learning methods as training
data became available. Trifan et al. (2020) obtained the best results at
the symptom-level using a rule-based approach. The authors captured
different psycholinguistic patterns and behavioural features to model
each rule. More specifically, they represent the user’s writings history as
a vector of several depression-specific features. Some examples are guilt
emotions, sleep or irritation. For each category, they calculated a user
score using the frequency of the categories for that user concerning the
total number of occurrences over the training dataset.
These scores were then normalized to the interval [0-3] of the BDI-II.

In particular, one common approach was to design a multi-classification
task (Martínez-Castaño et al. 2020; Uban and Rosso 2020a), where they
trained one individual classifier for each BDI-II symptom, with one class
per option available. Martínez-Castaño et al. (2020) were the first in
using a BERT-based classifier trained explicitly for the task. The authors
fine-tuned the base language model with a head for multi-classification
for every symptom. They also balanced the classes’ weights due to the
training data’s sparsity. In inference, their system predicts the answer for
a given user, obtaining the softmax prediction for every publication. The
class with the highest accumulated value is the estimated answer by the
system. They experimented with different LLMs, and RoBERTa achieved
the greatest performance.
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In the 2021 edition, participants had access to the training data from
the two prior years. This year, there was a predominant shift towards
fine-tuned LLMs in submitted works. Notably, the top three articles de-
ployed BERT-based classifiers (Basile et al. 2021; Shih-Hung and Qiu 2021;
Spartalis et al. 2021). The work by Basile et al. (2021) had the best results.
They trained multiple neural models supplemented with data annotated
by psychologists, adhering to the DSM-V schema. Their BERT-based
approach adopted a two-stage training methodology. Firstly, they curated
posts from subreddits addressing mental health issues, including depres-
sion, self-harm, and anxiety, and then trained a classifier to distinguish
these topics. In the subsequent phase, the authors extracted the [CLS]
embedding for each post and computed the probability associated with
the depression category. While the former served as the primary repre-
sentation for classification tasks, the latter provided an insight into post
relevance. Leveraging this representation, they trained a classifier for each
of the 21 symptoms. Spartalis et al. (2021) used semantic features with
Sentence Transformers (SBERT) to extract one dense representation per
training user. These user vectors are then fed to standard ML classifiers,
such as Linear SVM (Mammone et al. 2009) and Naive Bayes (Berrar
2018).

2.6 the integration of clinical symptoms in nlp
for mental health

As the eRisk task centred on predicting depression via BDI-II symptoms
gained traction, the use of symptoms for developing depression detection
models gained more and more attention. Instead of solely relying on vast
amounts of unstructured data, researchers started to see the merit in
structured clinical questionnaires and symptom lists. This combination
of traditional clinical wisdom with computational techniques promised
greater accuracy and a richer context in understanding mental health
through the lens of NLP. For this reason, apart from the eRisk proposals, a
recent line ofwork focused on developingmodels that integrate depressive
symptoms as reliable clinical markers. Recent studies have explored the
creation of symptom-based prediction models for signs of depression.
These models showed the importance of presenting reliable depression
markers to aid health professionals in their diagnosis (Coppersmith et al.
2018).
Many of these studies employed Large LanguageModels (LLMs) as the

base for their classifiers (Nguyen et al. 2022a; Zhang et al. 2022a,b). For ex-
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ample, Zhang et al. (2022a) introduced a psychiatric scale-guidedmethod
to screen risky posts related to the dimensions defined in clinical depres-
sion questionnaires. By using depression templates, which come from
BDI-II, they obtained direct expressions of depressive symptoms. They
optimized their approach by filtering out irrelevant posts, concentrating
on those that align with the depression templates. A hierarchical network
incorporating BERT further aggregates the selected posts of a user, and as-
signs higher weights to important contents related to depressive signs. To
measure the similarity between posts and depression templates, authors
used pretrained sentence transformers to get the sentence representations
and calculate the cosine similarity.
AHierarchical AttentionalNetwork equippedwithBERT (HAN-BERT)

is proposed to advance in explainable predictions. In this work, the au-
thors showed in different qualitative examples how leveraging the atten-
tion weights can serve as explanations accompanying the model predic-
tions. Moreover, they established a methodology for early risk prediction,
where they proposed an online algorithm based on an evolving queue of
risky posts that can significantly reduce the number of model inferences
to boost efficiency. In an early risk detection scenario, we need to incre-
mentally make predictions each time a user posts instead of processing
the whole posting history once. If the models’ predicted probability ex-
ceeds a predefined threshold, it will report an early alert of depression
and stop further calculations.
Their Hierarchical Attentional Network with BERT (HAN-BERT) was

designed to provide enhanced, explainable predictions. The attention
weights in their models were leveraged as valuable insights into the rea-
soning behind the predictions. Additionally, they designed amethodology
for early risk detection, devising an online algorithm premised on a queue
of evolving risky posts. This setup reduced the computational overhead
drastically, especially in scenarios where predictions are sought each time
a new post emerges. Their system sends an early depression alert if the
predicted probability surpasses a predefined threshold.
In terms of evaluation, the eRisk2017 dataset served as their experimen-

tal benchmark. Zhang et al. (2022a) compared their proposal against var-
ious baselines, from traditional models like LR with TF-IDF and feature-
rich models leveraging LDA topic distributions to neural baselines such
as HAN-GRU.Their research showcased that screening risky posts and
leveraging LLMs formed a potent combination for accurate predictions.
Moreover, their framework’s compatibility with early detection scenar-
ios while maintaining high efficiency underscored the potency of their
evolving queue algorithm in minimizing model inferences.
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In a recent contribution, Nguyen et al. (2022a) also explored BERT-
based methods using symptom classifiers and compared them against a
standard depression classifier. They employed the nine symptoms from
the PHQ-9 (Cameron et al. 2011) to design their symptom classifiers.
Given the lack of datasets related to depressive symptoms at sentence
level, they collected regular expression patterns and heuristics to construct
weakly-supervised training data based on the Reddit platform.
Their approach consisted of two simple yet effective models: a question-

naire model trained to detect PHQ-9 symptoms and a broader depression
detection model. The former relied solely on manually crafted patterns,
while the depression model makes classification decisions by counting
how often these patterns appear in a user’s post. They compared this ap-
proach with a BERT classifier that served as an unconstrained depression
detection model. Furthermore, they refined the questionnaire model,
leveraging BERT-based symptom classifiers that utilized the manual pat-
terns by considering symptom representations rather than counts.
They found that their constrained models perform competitively com-

pared to a standard unconstrained BERT classifier when trained and
evaluated on the same dataset. Moreover, these models can be more easily
understood in terms of the presence of depressive symptoms.Their perfor-
mance was also extended to a dataset-transfer evaluation, covering three
different datasets (RSDD (MacAvaney et al. 2018), eRisk2018 (Losada
et al. 2018) and the TRT corpus (Wolohan et al. 2018). These classifiers
performed well compared to the standard depression classifier while
generalizing better to other datasets.
Similarly to Zhang et al. (2022a), the authors found that when leverag-

ing the weights from the attention architecture, these symptom classifiers
provide a model that can highlight specific posts based on relevant symp-
toms, improving their interpretability. In a separate experiment focused
on evaluating the performance of the symptom classifiers, they found
that even though they were trained on weak labels, the symptom classi-
fiers showed a good performance. However, performance variations were
observed based on the specific symptom under evaluation.
A predominant limitation in the existing literature on symptom de-

tection is the lack of quality training data. The absence of large-scale
annotated corpus made the research effort to rely on unsupervised or
weakly supervised methods, depending on pattern matching. As we com-
mented, these methods have demonstrated potential, but they inevitably
fall short of the precision and reliability that a well-annotated large corpus
can provide.
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In another recent contribution to this new trend of symptom-based
models for mental health detection, Zhang et al. (2022b) introduced the
PsySym dataset. This dataset is the first annotated symptom sentence
dataset that covers multiple mental disorders, including depression. It
includes manual annotations of 38 symptoms from 7 mental disorders.
The authors established the symptom classes according to the DSM-V,
with symptom descriptions on clinical questionnaires as supplementary.
First, the authors searched for candidate posts to annotate the symp-

toms, where they used the Reddit platform as data source. They only
selected candidates from mental health-related subreddits, where most
posts are likely to be relevant. Moreover, they leveraged embedding-based
retrieval methods (Reimers and Gurevych 2019) instead of keyword
matching to get the candidate sentences for annotation, aiming for a
concise yet diverse selection of posts conducive to efficient annotation.
Once they obtained their final candidate publications, the annotation

process was executed via crowdsourcing, which included professional
psychiatrists. This collaborative effort included training sessions on an-
notation protocols and demonstrations of exemplary posts through vir-
tual meetings. Advancing in their research, the authors also proposed
a methodology for mental health detection using models trained on
PsySym. This involved training symptom classifiers, with their predicted
probabilities serving as the base for the symptom features, thereby con-
structing a 38-dimensional symptom feature vector (one per symptom
they cover in the dataset).
To compare their proposed methods, they used two types of baselines:

textual features with TF-IDF along with a logistic regressor classifier, and
a pre-trained BERT for classification. Their proposed methods that con-
sidered symptom features outperform all pure-text methods, including
the solid BERT model, suggesting the usefulness of symptom features for
mental disease detection on social media. Moreover, their research also
highlighted the potential of symptom-based interpretations to help with
diagnostic precision and classification.



3
EVALUATION

This chapter presents and contextualizes the experimental guidelines fol-
lowed in this doctoral thesis to evaluate our models. Through this thesis,
we present novel methods and resources that contribute to social media
risk assessment, building upon the foundation laid by eRisk initiatives.
Our research aims to address the challenges and limitations faced by
current approaches by proposing innovative algorithms and different
resources. The decision to conduct our research using eRisk collections
stems from a combination of factors. First, these collections provide a
curated, validated and diverse set of data that captures the challenges
inherent in mitigating risks associated with social media content. Sec-
ond, by participating in this collaborative environment, we obtain a fair
comparison, enhancing the rigor and validity of our research findings.
Next, we provide a detailed overview of the eRisk datasets that guided

the approaches presented in this thesis, which were based on the eRisk
task of depression severity estimation presented in the previous chap-
ter. Additionally, we provide descriptions into the evaluation metrics
employed in different chapters of the thesis.

3.1 datasets

For experimental purposes, this thesis uses the datasets provided by eRisk
2019, 2020 and 2021 editions (Losada et al. 2019, 2020; Parapar et al. 2021b).
eRisk organizers contacted with users from Reddit. Reddit is an open-
source platform where members can submit content such as links, text
or images. With the users’ agreement, they obtained their real responses
to the BDI-II and extracted their complete WH from the platform. Both
collections contain posts from English-speaking users. For each user, the
dataset provides its real responses to the questionnaire and its complete
postings history. The collections can be obtained on request from the
eRisk organizers. Table 3.1 describes the main statistics of these datasets.

27
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Table 3.1: Statistics of the eRisk collections.

eRisk Dataset Level 2019 2020 2021

Users

Minimal 4 10 6
Mild 4 23 13

Moderate 4 18 27
Severe 8 19 34

Total Users 20 70 80

Avg Posts/User 519 480 404
Avg Sentences/User 1688 1339 1123

In 2019, there were a total of 20 users. In 2020 and 2021, the number of
users increased to 70 and 80 users, respectively. We can also observe the
number of users per severity level.
The collections provide an XML file for each subject, which contains

all user posts ordered by chronological order. Each post consists of the fol-
lowing elements: id, a unique identifier for each Reddit user; and writing,
which represents a publication made on the platform. Simultaneously,
within each writing, there are the next fields: title, date, info and text. The
field title represents the Reddit thread title; date indicates the exact time
of the publication, info designates the platform used (in our case, just
Reddit), and text represents the user’s publication text.

3.2 metrics

Next, we present the metrics we use in this thesis to measure the effec-
tiveness of our models. First, we consider the metrics used for the task of
Measuring the Severity of the Signs of Depression. The metrics correspond
to the official evaluation benchmarks for the task (Losada et al. 2019), and
assess the quality of the BDI-II questionnaire estimated by a system com-
pared to the real one reported by the user. By doing so, we can obtain a
fair comparison among all the previous works that presented approaches
to this task. We can divide them into two main evaluation metrics:
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3.2.1 Questionnaire Level

There are two metrics that evaluate the total BDI-II score. These metrics
do not take into account the individual responses to the symptom level.
Instead, they evaluate the actual BDI-II score reported by the userwith the
estimated score by the system. In both cases, the higher values reported
by the metric, the better performance.

3.2.1.1 Depression Category Hit Rate (DCHR)

As we commented in Table 2.1, the BDI-II score is associated with four
depression levels:Minimal, mild, moderate and severe. The Depression
Category Hit Rate (DCHR) computes the percentage of users where a
system has estimated users’ real category or level based on the BDI-II
score.

3.2.1.2 Average Difference Between Overall Depression Levels (ADODL)

Difference Between Overall Depression Levels DODL calculates the abso-
lute difference (ad_overal l) between the users’ actual BDI-II score and
the system estimated BDI-II score. For example, if the actual BDI-II score
is 50, and the estimated one is 45, this difference is 5. Thus, it penalizes
more the systems that deviate more from the actual BDI-II score. BDI-II
score integers are between 0 and 63, and, thus, DODL is normalized to
[0, 1], as follows:

DODL = (63 − ad_overal l)/63 (3.1)

The ADODL is simply the DODL averaged over all test users.

3.2.2 Symptom Level

eRisk officialmetrics also consider the evaluation at symptom level. Again,
the higher values, the better.

3.2.2.1 Average Hit Rate (AHR)

Hit rate (HR) is a measure that computes the ratio of symptoms the
system has estimated the same answer option as the user. If the HR for a
user is 10/21, then for 10 of the 21 symptoms, the system estimated for the
test user the same option as the actual user response. The AHR is the hit
rate averaged for all the users.
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3.2.2.2 Average Closeness Rate (ACR)

Closeness Rate CR calculates the absolute difference between the actual
answer and the estimated answer, and subsequently, an effectiveness score
is applied as follows:

CR = (mad − ad) (3.2)

wheremad represents the maximum absolute difference, and ad the
actual difference. If a real user has answered ‘0’ for a symptom, this
metric will penalize a system that has estimated ‘3’ more than one that
has estimated ‘1’, as the latter is closer to getting it right.

3.3 error metrics

Apart from the eRisk evaluation, we include one additional error metric
for evaluating our systems.

3.3.1 Root-Mean-Square Error (RMSE)

We use the RMSE (Chai and Draxler 2014) to calculate the error of the
model estimations of the BDI-II score.Thus, the lower the value reported
by RMSE, the lower the differences between predictions and actual scores.
RMSE is computed as follows:

RMSE =
√

ΣN
i=1(

Predictedi − Actuali
N

)
2

(3.3)

3.4 standard classification metrics

In Chapter 7, we introduce datasets focused on sentences related to depres-
sive symptoms.We showcased their utility through a series of experiments
pertaining to the classification and severity assessment of these symp-
toms. To evaluate the effectiveness of ourmethods, we employed standard
classification metrics, including Precision (P), Recall (R), F1 score, and
Area Under the Curve (AUC). These widely recognized metrics provided
valuable insights into the performance and accuracy of our approaches,
enabling a comprehensive evaluation of the models used for depressive
symptom identification.
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3.5 inter-rater agreement and ranking correla-
tion metrics

Chapter 7 also introduces the DepreSym dataset, which contains sen-
tences that have been labeled by experts in terms of their relevance to the
BDI-II symptoms. The candidate sentences in the dataset were obtained
through top-k pooling from relevance rankings created by participants
in the task, with a total of 37 different ranking methods presented. To
analyze the effectiveness of our methodology and annotation process, we
present two types of metrics: (1) metrics related to the inter-annotator
agreement among the assessors and (2) correlation metrics of the rank-
ings generated by participating systems. In the following sections, we will
provide a detailed description of the metrics used for each aspect:

3.5.1 Inter-rater Agreement

The Cohen’s Kappa Score (κ) is a widely used metric for measuring the
inter-annotator agreement. It assesses the level of agreement between
two or more annotators, taking into account the agreement that could be
expected by chance. The formula to calculate κ is as follows:

κ = po − pe
1 − pe

(3.4)

where po represents the observed proportion of agreement between
the annotators. It is calculated as the number of agreements divided by
the total of number of items being assessed. pe denoted the expected pro-
portion of agreement between the annotators by chance. It is calculated
based on the distribution of the categories and the individual probabilies
of each annotator labeling a specific category. The κ score ranges from -1
(no agreement) to 1 (perfect agreement). A higher Cohen’s Kappa Score
indicates a greater level of agreement among annotators, enhancing the
confidence in the quality of the annotations and the overall reliability of
the results.
In addition, we also computed theMeanKrippendorff’s Alpha for our

experiments (Krippendorff 2018) (α). Similarly, Krippendorff ’s is used
to assess the reliability of agreement among multiple raters. It takes into
account the agreement between each pair of raters, and then calculates
the average agreement across all possible pairs. As a result, it provided
a single value that represents the overall agreement among the raters,
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taking into consideration all the possible combination of annotators. The
formulate to calculate it is as follows:

Krippendor f α =
∑N−1

i=1 ∑N
j=i+1 αi j

(N2)
(3.5)

whereN is the total number of annotators, and αi j is the Krippendorff ’s
Alpha between the i − th and j − th annotators.

3.5.2 Ranking Correlation Metrics

We compared the ranking of the participant systems with the official
assessments against a hypothetical ranking based on assessments from
each single annotator we considered. To that end, we ranked the systems
by decreasingMeanAverage Precision (MAP) and compared the rankings
with Kendall’s τ and AP Correlation (τap) (Yilmaz et al. 2008).

Kendall’s τ is a measure of correlation used to assess the association
between two sets of rankings, commonly employed when dealing with
ordinal data (only the position is important, not the exact score). Given
two lists of length N, let C be the total number of concordant pairs (pairs
that are in the same order in both ranking lists) and D the total number
of discordant pairs (pairs that are ranked in opposite order). Then, the
Kendall’s τ is calculated as:

τ = C −D
N(N-1)/2

(3.6)

Note that given a list with N elements, there are (N2) = N(N − 1)/2
pair of items. Similar to previous metrics, Kendall’s τ ranges from -1 to 1,
being 1 a perfect agreement between the rankings.
AP Correlation (τap) (Yilmaz et al. 2008) is similar to Kendall’s, but

assigns greater weight to errors made to the systems positioned higher in
the ranking. The motivation of this metric comes from the IR domain,
since the documents retrieved towards the top of the list are assumed
more important than others.
In this case, let rank1 a rank of items of length N , and rank2 the actual

ranking for that same number of items. If we want to compute their
correlation, consider the following random experiment:

● Pick any item from rank1, other than the top ordered item, at ran-
dom.
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● Pick another item from this list that is ranked above the current
item, at random.

● Return 1 if this pair of documents are in the same relative order as
in rank2; otherwise, return 0.

In mathematical terms, the expected outcome of this random experi-
ment can be written as:

p ′ = 1
N − 1 ⋅

N
∑
i=2

C(i)
(i − 1) (3.7)

where C(i) is the number of items above rank i and correctly ranked
with respect to the item at rank i in rank1. The difference with Kendall’s
τ is that instead of comparing with any random item, it is only compared
with random items that are above. Following this idea, Yilmaz et al. (2008)
defined the AP correlation as a function of the expected outcome of the
above random experiment (equation 3.7), so that its value will fall between
−1 and +1. With this range of values commonly used by correlation
metrics, the AP correlation (τap) is finally defined as:

τap = p ′ − (1 − p ′) = 2p ′ − 1 =
2

N − 1 ⋅
N
∑
i=2
(C(i)
i − 1) − 1 (3.8)
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4
DEPRESSION ESTIMATION DEPENDING
ON SYMPTOMS SENSITIVITY

As previously analyzed in this thesis, current diagnostic methods for
depression detection rely on self-report questionnaires that analyze differ-
ent depressive symptoms. However, medical experts highlighted certain
factors that severely limit the success of traditional methods (Barney
et al. 2006; Lienemann et al. 2013). Social stigma or sensitivity is a main
problem that impedes their effectiveness. In this chapter, we introduce In our scenario, we

refer to symptom
sensitivity in terms
of users’
inclination to
openly discuss
about them.

an innovative method that considers the sensitivity associated with de-
pressive symptoms to assess the level of depression in social media users.
To explore this problem, we leveraged the semantic information of neu-

ral language models (word embeddings, in this case) to extract valuable
insights from users’ writings, focusing on specific symptoms related to
depression. In line with this objective, we devised two distinct methods
based on the sensitivity of symptoms. The first method analyzes users’
general language patterns across their social media publications, while
the second method identifies explicit mentions of symptom concerns in
their publications. Both approaches provide automated estimations of
the BDI-II score (Beck et al. 1996a).
To validate our approach, we conducted an evaluation of our meth-

ods using the eRisk 2020 task ofMeasuring the Severity of the Signs of
Depression. We give a detailed description of this task in Section 3.1. Our
study obtained competitive results, demonstrating the potential of neural
language models in accurately estimating depression rating scales. In
addition, we performed a detailed symptom-by-symptom analysis, ex-
ploring the variations in sensitivity among different symptoms based on
the performance of our methods. The contributions presented in this
chapter have been previously published (Pérez et al. 2022).
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4.1 introduction and motivation

Social media platforms offer an excellent source of data that can provide
valuable insights into emotions and experiences associated with mental
health conditions, such as clinical depression (Ríssola et al. 2021). Drawing
upon this notion, researchers from the fields of IR andNLP have analyzed
user-generated content on platforms such as Reddit (Aragón et al. 2019),
Twitter (Chen et al. 2018), and Facebook (Ophir et al. 2020) to develop
predictive solutions for the early detection of mental illnesses.
In the domain of depression detection, DeChoudhury et al. (DeChoud-

hury et al. 2013b,c) made pioneer contributions to the field. Their studies
extracted relevant features in the language of depressive individuals. Some
examples are higher self-attentional focus and more negative emotions.
Following this idea, several studies started to investigate a wide range
of different features: linguistic, emotional expression, semantic, lexicon-
based or social network properties andmetadata (Ríssola et al. 2021). Addi-
tionally, related works focused on contact’s networks structure (Cacheda
et al. 2019) and the relevance of personal statements (i.e., information
present in phrases with singular first pronoun) (Ortega-Mendoza et al.
2022).
In recent years, the investigation of semantic features has predomi-

nantly relied on the utilization of neural language models. In this chap-
ter, we examine conventional word embedding architectures, such as
Word2Vec (Mikolov et al. 2013) and GloVe (Pennington et al. 2014), to
capture the semantic nuances associated with depressive symptoms. Our
experiments entails an exploration of how users express themselves, fo-
cusing on individuals with varying degrees of symptom severity.
Traditionally, the majority of previous research has focused on address-

ing depression detection as a binary classification problem. However,Binary
classification
considers only
distinguishing

between depressed
and control users.

there has been limited effort in conducting a more detailed analysis that
distinguishes between the clinical symptoms that characterize depres-
sion. Our work represents a step forward in this direction. We aim to
automatically estimate all 21 symptoms of the BDI-II questionnaire. The
primary research objective of this chapter is to explore the capability of
word embeddings to capture signals associated with individual symp-
toms. To achieve this, our proposed solutions involve the development of
symptom-classifiers that leverage word embeddings as input features.
While workingwith the symptoms collected in the BDI-II, we observed

a variation in their sensitivity levels. The more sensitive a symptom is, it
influences the willingness of users to comment on it publicly. For instance,
symptoms like fatigue and changes in appetite may be less intimate, lead-
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ing users to discuss them more openly. In such cases, it becomes easier
to search for direct mentions of these concerns. On the contrary, others
are more sensitive (e.g., loss of interest in sex, crying), and users may
avoid explicitly talking about them. In this case, we would need to explore
alternative markers or signals within their language. This observation
aligns with our intuition that users are more or less prone to talk about
specific aspects of their lives explicitly. Our hypothesis suggests that the
signals related to depressive symptoms differ depending on their sensi-
tivity. Exploiting and analyzing this observation constitutes the second
objective of this chapter.
Based on the previous considerations, we devised two methods. The

first method involves capturing users’ general language usage at sentence-
level, searching for communication patterns. In contrast, the second
method specifically targets direct mentions of symptom-related concerns,
focusing on extracting information from specific responses rather than
the rest of their publications. To validate this idea, we conducted a symp-
tom by symptom analysis, which led us to develop a third hybrid solution.
This hybrid approach dynamically selects either the first or secondmethod
depending on the specific symptom being predicted.
The remainder of this chapter is organized as follows: Section 4.2

presents the framework proposed for estimating the presence of BDI-II
symptoms. The specific variants of this framework are described in Sec-
tion 4.3. The results obtained from our methods are discussed in Section
4.4, with detailed explanations of the experimental settings provided
in the same section. Section 4.5 provides a comparative symptom-by-
symptom analysis. Our conclusions and suggestions for future research
are outlined in Section 4.6.

4.2 the symptom-classifiers framework

Since we are introducing a new classification framework, instead of going
straight to the specific methods, we have opted to present the general
framework first and then, the three different methods that came up based
on it. Our proposed approach is intended to be used as a versatile frame-
work for depression estimation, considering it is (1) model-agnostic and
(2) general to be easily adapted to different symptoms and questionnaires.
Consequently, the following subsections shows our framework’s main
aspects along with intuitive examples highlighting the process.
We addressed our proposal as a classification task. Instead of relying on

a unique classifier, we build 21 symptom-classifiers, each one correspond-
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ing to a different symptom present in the BDI-II.The symptom-classifiers
are designed as a four-class problem, and each class is associated with one
of the possible answer options (ranging from 0 to 3).With the use of these
classifiers, we can infer the answered option for each one of BDI-II symp-
toms. Finally, to predict the user’s total BDI-II score, we simply aggregate
the decisions of the 21 classifiers. Keeping this in mind, our proposal re-
lies on three critical components: data filtering (§ 4.2.1), users and BDI-II
options feature extraction (§4.2.2) and the use of symptom-classifiers
(§4.2.3).

4.2.1 Data Selection Strategy

The creation of reliable datasets with sufficient cases poses a significant
challenge in research of depression from social media. Most existing
collections contain labels at the user-level. This is also true for the collec-
tion used in this chapter, the eRisk depression severity estimation dataset,
where the labels correspond to users’ responses to the BDI-II symptoms.
Thus, there is no explicit association between the symptoms and specific
textual extracts from the users’ publications. Manually annotating the
symptoms at sentence-level would be a high-cost process. Therefore, in
our framework, we extend the user-level labels (0 − 3) assigned to users
to all their publications. This step introduces noise into many samples, as
users often write many publications that are out of context or not topically
related to any symptom.
In our selection strategy, we address the variability in content length

of Reddit publications by first segmenting the publications of users into
individual sentence-level units. To filter only relevant sentences from the
extensive set of publications, we employ a measure of textual similarity,
BM25. During the training phase, we employ the eRisk 2019 collection
to gather all the sentences that answered each option. Using BM25, we
can retrieve sentences that better characterize the option. For that, we
use a query consisting of the statement that describes the respective
option (we refer the reader to the Chapter 2 for information about the
BDI-II statements). For instance, if we want to extract features for option
0 in symptom 14 Loss of energy, the query would be: ‘I have as much
energy as ever’. Subsequently, we select the top k sentences from users
who answered that option. This approach enables us to discard irrelevant
publications that would not contribute for feature extraction.
In the case of a test user, we apply the same process for selecting its

relevant sentences. However, during the inference phase, we do not have
access to the test users’ responses. Therefore, in this case, we use the
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queries to obtain relevant sentences of all the four options. This selection
strategy uses four queries (from the four option of the BDI-II) to obtain
the candidate sentences.

4.2.2 Extraction of Users and Options Features

Our main intention is to investigate the capture of the semantics of the
BDI-II symptom options, o ∈ {0, 1, 2, 3}. This resulted in a total of 84
option vectors (21 symptoms with four options each). In all our experi-
ments, we extracted the features using Word2Vec models. This process
is carried out in the training phase, where we retrieve all the filtered
sentences from the users that replied each option.
To obtain the features, we assume e(s) as a function that takes a sen-

tence s andmaps it into its vector representation. Following this approach,
the computation of the final features vector of a symptom i and an option
j, defined by o i⃗j, follows the equation:

o⃗ij =
1
∣S j∣
∑
s j∈S j

e(s) (4.1)

where ∣S j∣ denotes the total number of filtered sentences for the option.
o⃗ij is then calculated by averaging the sentences embeddings of the users
that answered the specific option j. In inference, we also summarized
the semantic of a test user into a single vector embedding. For that, we
average all the features from its filtered sentences.

4.2.3 Use of Symptom-Classifiers

(iii) Every symptom-classifier has two phases: training and inference.The
training process consists in generating a feature vector representing each
possible option. As a result, we train 21 symptom-classifiers by calculating
the option vectors, where Cn = {o⃗n0 , o⃗n1 , o⃗n2 , o⃗n3}, with 1 ≤ n ≤ 21. We
illustrate the options vector generations process in the Figure 4.1. It is
exemplified for one of the symptom, 14 ∶ (Loss of energy). The process for
the rest of symptoms and their options follows the same procedure.
First, we retrieve all the training users that answered each option: (0.

I have much energy as ever, 1. I feel more discouraged about my future
than I used to, 2. I do not expect things to work out for me, 3. I feel the
future is hopeless and will only get worse). From theirWH, we apply the
data selection strategy to filter the relevant sentences most related to
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Symptom 14: Loss of energy

0. I have as much energy as ever 
1. I have less energy than I used to have
2. I don't have enough energy to do very much
3. I don't have enough energy to do anything

Options Reference
Vectors for Symptom

14

TRAINING
USERS

EMBEDDING
MODEL

REDDIT

FEATURES

FEATURES

FEATURES

FEATURES

DATA SELECTION
STRATEGY

Figure 4.1: Training overview showing the extraction of option feature vectors
of symptom 14: Loss of energy.

the symptom. At this moment, we already have k candidate sentences
{s j1 , s j2 , ..., s jk} for each option o j. Finally, we extract the features from
these filtered sentences to compute the vectors o14j for the symptom 14.

TEST
USER





EMBEDDING
MODEL User  vector

for Item 

REDDIT

SYMPTOM-CLASSIFIER

SYMPTOM 

FEATURES

 

DATA SELECTION
STRATEGY

(1) (2)

Figure 4.2: User feature vector extraction u14 for an symptom 14 and the poste-
rior classification decision.

In inference, we classify the BDI-II answers of a test user after mea-
suring the similarity with the previously calculated option vectors. We
illustrate the classification process in Figure 4.2. It is exemplified for only
one test user and the symptom 14. First, we filter its correspondingWH
following the data selection strategy described in Subsection 4.2.1. Then,If no posts are

found after
filtering, we

assume the answer
estimated is 0 as

there are no
information traces

from the user.

we apply the e(s) function to extract features at sentence-level, and we
compute the user vector u⃗14 for the symptom 14 by averaging all the
sentences features. We produce a different user vector for each symptom,
containing only the sentences more related to it. Finally, to obtain the
predictions, we simply compare the similarity of u⃗14 with the option vec-
tors: {o⃗140 , o⃗141 , o⃗142 , o⃗143 }. We use cosine similarity to obtain a result for
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each option. In the last step, we classify the given test user representation
u with the option that has the highest cosine similarity with the test user.

4.3 symptom-classifiers variants

This section of the chapter describes the three different variants used
for constructing the symptom-classifiers. All of these variants adhere to
the classification framework discussed above, enabling the classifiers to
produce decisions for each symptom.

4.3.1 General symptom-classifiers

We call the first approach General symptoms-classifiers, which objective is
to capture the general language of the users. In this method, we look for
communication patterns that may indicate the presence of the symptoms.
The procedure for obtaining the representations of options and users is
analogous to the pipeline as described in Section 4.2.3. During training,
we obtain the top k sentences that satisfy the filtering process and extract
all its features in training. In the inference phase, the symptom-classifiers
take as input the vector of the test user. To compute the final BDI-II score
of the test user, we aggregate the decisions made by all the symptom-
classifiers.

4.3.2 Direct answer symptom-classifiers

We refer to the second approach as theDirect answer symptoms-classifiers.
Contrarily to the general one, this variant focuses solely on direct men-
tions or expressions related to the symptoms. As a result, the extraction
process specifically extracts the relevant portions of sentences that con-
tain explicit answers regarding to the users feelings about a particular
symptom. To achieve this, we employ a Question Answering (QA) model.
QA is one of the NLP tasks that has significantly disrupted. QA systems

are based on triplets (P,Q ,A), which can generate an answer A from a
passage P and a questionQ. In our case, we leverage the QA framework to
extract potential mentions and answers for each symptom directly from
the users’ writings. Our model uses the users’ publications as the passage
P and the corresponding BDI-II item as the question Q to obtain the
potential answer A. Behind the premise that particular items are more
likely to be commented on in a more direct way than others, we can
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experiment if capturing only direct answers to symptoms can improve
prediction performance.
At this point, it is necessary to mention that the BDI-II does not pro-

vide a question per symptom.Therefore, we had to manually construct
the questions for each item as questions to our QAmodel. For this, we for-
mulated a simple question containing keywords related to the symptom.
Table 4.1 shows some of the questions we constructed for the items in the
left column, as well as some extracted answers from those questions in
the training collection.The answers are

paraphrased in
accordance to the

eRisk license. Table 4.1: Example of four questions that we used for BDI-II symptoms along
with an extracted answer from these same questions.

BDI-II Symptom Model Question Extracted Answer

Crying Do you usually cry? “I’ve grown used to crying over
anything that occurs”

Social withdrawal Have you lost interest in
people or social life?

“I’ve been increasingly
estranged from most of my

peers”

Worthlessness Do you feel worthless or
insignificant?

“Always feeling guilty and
unworthy dude”

Tiredness Are you usually tired or
fatigued?

“It’s difficult to be creative or
even get out of bed these days”

This method follows the same pipeline as the general symptom clas-
sifiers for feature extraction. However, there is a key difference in the
sentence selection process. In this approach, we utilize the QA model
to search for explicit answer related to the symptom. Consequently, theIf the QA model

does not output
any answer for test

sentence, we
discard it.

embedding model will only extract features from short and direct an-
swers. This drastically reduces the total number of sentences to extract
the features. The remaining steps of the classification process, both in
training and inference, remain analogous to the general framework.

4.3.3 Mixed symptom-classifiers

The final method, called Mixed symptoms-classifier, is a hybrid solution
leveraging the two previous methods. Rather than introducing a new
method, the mixed classifier dynamically selects between the general and
direct symptom-classifiers based on the specific symptom being analyzed.
Since the general and direct classifiers aim to capture different aspects of
language, we conducted a symptom-by-symptom analysis to determine
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which model performed better for each symptom. To achieve this, we Next section
describes a
comprehensive
understanding of
the symptom-by-
symptom analysis

performed leave one-out cross-validation on the eRisk 2019 training set
of 20 users. For this purpose, we used the AHR as the metric to maximize.
Based on these results, in the test set, the mixed classifier decides to use

the best of the two previous classifiers that best adjusts to each symptom.
In the case of the symptoms which both classifiers had the same AHR
result, we considered to use the general classifier as as it showed more
consistency in the rest of the metrics. In Section 4.5, we describe which
symptoms obtained better performance in our analysis.

4.4 experiments and results

This section covers the experimental analysis of our symptom-classifiers
on the depression estimation task. The evaluation was performed on the
eRisk task ofMeasuring the Severity of the Signs of Depression. Specifically,
we used the eRisk 2019 collection as training data and the eRisk 2020 as
test data.

4.4.1 Experimental Configuration

We experimented with different embedding models to extract the fea-
tures from the sentences based on word2vec. The first one is FastText, an
incremental word2vec technique that also encodes the morphology of
words (Mikolov et al. 2013). The second is sense2vec, a word2vec variant
that uses supervised disambiguation to generate unique embeddings for
each word sense (Trask et al. 2015). Furthermore, sense2vec was trained
on Reddit comments from 2015, making it even more suitable for our
collections.
Different settings to develop the classification framework were also

investigated. Table 4.2 shows the hyperparameters that produced better
results. We applied leave-one-out cross-validation using the training
set. The following is a summary of them: (1) stopwords, we considered
removing stopwords when gathering the set of posts. (2) Apply the data
selection strategy or instead consider all the publications. In the training
process, we found that not using any filter improves the direct classifier.
In contrast, the filtering strategy improves the performance of the general
classifier. (3) Apply the selection strategy in the user representations. In
this case, we are processing a lower amount of sentences (only one user).
Thus, not filtering the sentences of the test user obtained better results.
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Furthermore, (4) show the number of the best top k sentences filtered
with BM25. We tuned the k value from 100 to all the possible sentences
matched in increments of 100. The training user with more k sentences
is 2608. Hence, using 2608 corresponds to retrieving all the sentences
with BM25 (BM25_ALL), which was the best value obtained in our ex-
periments. Finally, (5) we tuned the text units considered from the set of
publications selected. In the case of the general classifier, using sentences
for embedding yielded better results. For this reason, we believe that the
QAmodel works better with the whole publication as it has more context
available to look for direct answers.

Table 4.2: Tuned hyperparameters experimented in the training process of our
classifiers.

Hyperparameter General Classifier Direct Classifier

1) Stopwords Remove Remove

2) Data selection on options
representations BM25 Not filtered

3) Data selection on users representations Not filtered Not filtered

4) Best k on options representations BM25_ALL (2608) -

5) Text unit Sentence level Publication level

For theQAmodel, we trained a retrospective reader designed by Zhang
et al. (Zhang et al. 2021). The collection used to train this model was the
Stanford Question Answering Dataset (SQuAD) (Rajpurkar et al. 2018).
SQuAD is a reading comprehension dataset consisting of crowdsourced
question/answer pairs on a set of Wikipedia articles.

4.4.2 Compared Methods

Table 4.3 presents the performance of the selected baselines, the state-of-
the-art approaches for each metric, and the methods we presented. The
first three rows (upper block) include baselines proposed by the organizers
in order to gain some perspective (Losada et al. 2020).Thefirst and second
rows are all 0s and all 1s, consisting of filling in the same option (0 or 1) for
all the items.These methods represent good baselines for the metrics that
consider the closeness of the predictions (ACR andADODL). Visualizing
their results, we can see how the options are distributed between 0’s and
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1’s. As we included the participants’ approaches with better results for
each metric in 2020, we will summarily explain their approaches:

● The BioInfo@UAVR (Trifan et al. 2020) method used an external
dataset to train a rule-based approach. The authors captured dif-
ferent psycholinguistic patterns and behavioral features to model
each rule.

● ILab (Martínez-Castaño et al. 2020) obtained the best results in
ACR. Their method used BERT-based classifiers trained explicitly
for the task.

● PRHLT-UPV (Uban and Rosso 2020a) obtained the best results
in DCHR. Sabina et al. experimented with different linguistic and
emotional features with a SVM classifier.

● The Relai lab (Maupomé et al. 2020) addressed the problem as
authorship attribution, which relies on decision models to predict
the probability of a documents written by a reference user with
depression tendencies.

4.4.3 Results

Our solutions include the general, direct-answers and mixed classifiers
with the sense2vec and FastText embedding model variants. Next, we will
briefly explain and compare the results of our methods with the baselines
considered.
Looking at Table 4.3, it is possible to observe competitive results with

respect to the top participant methods. The sense2vec variant was always
slightly superior than the FastText. In the vast majority of metrics, both
our general andmixed classifiers have improved all systems. Furthermore,
while most participants struggled to perform well on all the four metrics,
our methods showed a high level of consistency in performance.
In addition, the general classifiers also obtained better results than

any participant overall. Using the sense2vec model, General_S2V, we
are close to rank first in AHR and ACR. In DCHR, we outperform the
best participant by a wide margin (nearly 30% improvement to the best
solution). With the FastText model, General_FT, we are first in AHR
and DCHR and third in ACR. However, this classifier has been found to
perform worse in ADODL.
Finally, our direct-answers classifiers are the ones that performedmore

modest. Using the sense2vec model, we are in the top 5 of three metrics
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Table 4.3: Results of our classifiers along with the baselines and the best runs
of eRisk 2020. S2V and FT stand for our two embedding models,
sense2vec and FastText, respectively.The numbers in parenthesis after
the score corresponds to the position it would have obtained if our
methods had participated in the task. Bold values highlight the best
value obtained in the metric.
Run AHR (%) ACR (%) ADODL (%) DCHR (%)

all 0s 36.26 64.22 64.22 14.29
all 1s 29.18 73.38 81.95 25.71
random 23.94 58.44 75.22 26.53
BioInfo@UAVR 38.30 69.21 76.01 30.00
ILab run2 37.07 69.41 81.70 27.14
Relai 36.39 68.32 83.15 34.29
Prhlt-Upv 34.56 67.44 80.63 35.71

General_S2V 38.23(2) 69.23(2) 81.56(5) 44.29(1)
General_FT 38.57(1) 69.16(3) 80.54(7) 38.57(1)

Direct_S2V 36.94(4) 69.39(2) 81.41(5) 28.57(9)
Direct_FT 35.64(9) 67.89(9) 80.91(6) 28.57(9)

Mixed_S2V 38.97(1) 70.10(1) 82.61(3) 37.14(1)
Mixed_FT 38.51(1) 70.00(1) 81.80(3) 30.00(7)

(AHR, ACR, and ADODL). In DCHR is where we obtained the worst
position.This drop in the performance may illustrate that, for most symp-
toms, capturing general language use rather than searching for direct
answers to the item of the questionnaire is more appropriate. From the
results, we can conclude that the proposed classification framework per-
forms considerably well in the depression estimation scenario. Despite
the simplicity of our approaches, they still show better performance than
presented baselines. Moreover, we have to stress that, in contrast to the
participant systems, our framework does not (i) use external datasets, (ii)
apply an elaborated set of textual and hand-crafted features, or (iii) rely
on complex decision models based on ensembles of different machine
learning classifiers.

4.5 symptom-by-symptom analysis

Our main hypothesis is that the manifestation of depressive symptoms
in social media may vary depending on the sensitivity of the symptoms.
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In this subsection, we conducted symptom-by-symptom comparative
between the general and direct classifiers. We performed leave-one-out
cross-validation on the training data to determine which classifier per-
formed better for each symptom, with the objective of maximizing the
AHR metric. Results of this analysis are illustrated in Figure 4.3. The
(x , y) points represent the symptoms. The x-axis is the AHR value ob-
tained for the symptom when considering the best classifier. The y-axis
for that symptom is the AHR difference between the direct and general
classifier, and there we can see the differences in the performance of
the two symptom-classifiers. The positive y-axis indicates that the direct
classifier outperformed the general one in terms of AHR (higher y-value
indicates better performance). On the negative y-axis, we observe the
symptoms that were better captured by the general classifier. The circle
size on the graph represents the percentage of improvement of the best
classifier over the lowest performing one, reflecting the variability of re-
sults across symptoms. Larger circles indicate a greater improvement in
performance.
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Figure 4.3: Results of the comparative study of the symptoms considering the
general and direct classifiers.

Analyzing Figure 4.3, we can draw relevant conclusions: (i) The results
indicate a great variability in performance depending on the symptom.
For example, while we achieved approximately 80% accuracy for the Sense
of Punishment symptom with the best classifier, the accuracy drops to less
than 20% for Sleep Changes. This variability demonstrated that certain
symptoms are particularly challenging to capture. In most cases, the best
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AHR is below 50%. (ii) The two classifiers exhibit notable differences in
their results, suggesting that there also variability in the performance de-
pending on the method used. Only four symptoms showed no difference
in AHR between the two classifiers (Sleep changes, Self-incrimination,
Worthlessness, and Suicidal ideas). These findings align with the results
obtained in the test collection, where the mixed classifier demonstrated
improvement.This evidence validates our initial hypothesis regarding the
diverse nature of depressive symptoms and exemplifies the substantial
variation in performance depending on symptom characteristics.
To further analyze the results analysis for the symptoms, we exam-

ined the potential impact of the distribution of training and test users.
Figure 4.4 presents the balance of answers (ranging from 0 to 3) for all
symptoms. The first two rows correspond to the distribution of the op-
tions answered by the users in the training and test sets, respectively. The
last rows illustrates the distribution of the general symptom-classifier
estimations.We display the

results from the
general classifier
as it exhibited the
most consistent
results across

various metrics.

Visualizing Figure 4.4, several observations can be made. First, we can
see that for certain symptoms in the training set, there is an absence of
users who selected all the possible options. For example, no training users
provided responses for option 3 in the symptom of Sadness or Suicidal
Ideas. Consequently, our approach was unable to generate representation
for option 3. That is limitation of our approach that relies on the exis-
tence of training data for all options. Secondly, in terms of our results, the
distributions of answers from our general classifier indicates a tendency
to underestimate the severity of symptoms. The median of our decisions
normally falls within options 0 and 1. However, there is a higher preva-
lence of more severe options in training and test sets. Lastly, no evidence
suggests that our trained models may be over-fitting towards the majority
class in the training data.This behavior is positive considering the limited
amount of training data available.

4.6 conclusions

In this chapter, we explored the potential of using neural languagemodels,
specifically word embeddings, to serve as a tool to estimate depressive
states. For that, we designed a classification framework to estimate the
severity level of symptoms associated with depression. We used the 21
symptoms covered in the BDI-II questionnaire as the base of our research.
Our research was motivated by the recognition that these symptoms
exhibit variations in sensitivity and openness for discussion. To assess
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Figure 4.4: Distribution of the options in the training (first row), test set (second
row) and general symptom-classifier decisions (third row) for all
the BDI-II symptoms.

this idea, we proposed and evaluated two methods (1) General symptom-
classifiers, which captures individuals’ general language user and (2)
Direct symptom-classifiers, which only captures direct answers related to
the symptoms.
Our study encompassed a comprehensive symptom-by-symptom anal-

ysis of these methods, aiming to identify the superior performer for each
symptom. The analysis revealed two key findings: (1) substantial per-
formance variability exists between the two methods, and (2) certain
symptoms are much more complex to capture than others. Building upon
our comparative study, we introduced a mixed classifier that leverages the
most suitable approach for each symptom.This hybrid classifier achieved
state-of-the-art results, surpassing the performance of all previous meth-
ods. Our findings suggest that there may be an relevant connection be-
tween the sensitivity of the symptoms and the performance of predictive
approaches.





5
SEMANTIC SIMILARITY MODELS FOR
DEPRESSION SEVERITY ESTIMATION

In the previous chapter, we explored the potential of using word embed-
dings to estimate depressive states. Through the design of a classification
framework, we estimated the severity level of the BDI-II symptoms. Build-
ing upon this research, the current chapter further advances this research
line by introducing an efficient semantic pipeline for studying depression
severity in individuals based on their social media writings. The exper-
imental settings adopted in this chapter mirror those presented in the
previous one.
Within this chapter, our focus consists in the selection of test user

sentences that yield semantic rankings over an index of representative
training sentences associated with depressive symptoms. Subsequently,
we utilize the sentences derived from these rankings as evidence for pre-
dicting symptoms severity. To accomplish this, we explore different aggre-
gationmethods to answer one of the four BDI-II options per symptom. To
evaluate the effectiveness of our methods, we utilize two benchmark data-
sets sourced from Reddit: the eRisk 2020 and 2021 collections. Diverging
from the approaches described in the previous chapter, our work lever-
ages pre-trained models with Sentence Transformers (SBERT), which are
state-of-the-art models for semantic similarity tasks. By incorporating
semantic rankings, our pipeline provides a more insightful interpretation
of our models’ decisions, enabling us to identify user posts potentially
associated with depressive symptoms.
Under this new method, we achieved 30% improvement over state of

the art in terms of measuring depression level. This includes comparing
the methods presented in the previous chapter, where we improve the
performance of our best prior method (Mixed_Sense2Vec), which we
refer to in this chapter as Sense2Vec. The contributions presented here is
currently available on arxiv (Pérez et al. 2023b) and has been accepted to
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the Conference on Empirical Methods in Natural Language Processing
(EMNLP) 2023.

5.1 introduction and motivation

As discussed in previous chapters, depression identification from social
media posts faces challenges considering their integration into clinical
settings (Walsh et al. 2020b). A notable example is the oversimplifica-
tion of this challenge to a binary classification problem (Ríssola et al.
2021). Despite achieving remarkable results under these types of settings,
ignoring different levels of depression limits the capacity to prioritize
users with higher risks (Naseem et al. 2022). Moreover, most existing
approaches have heavily relied on the use of engineered features, which
may be more difficult to interpret than other clinical markers . Similarly,An observable sign

indicative of a
depressive
tendency.

the black-box nature of deep learning models restricts the understanding
of their decision-making processes, particularly for domain experts such
as clinicians.
A recent line of work focused on developing models that integrate

depressive symptoms as reliable clinical markers. In this context, the
aforementioned eRisk depression severity task (Losada et al. 2019, 2020;
Parapar et al. 2021b) made pioneer contributions to promote the inte-
gration of symptoms detection, as they were the first to release a dataset
containing user-produced labels at symptom level. These new types of
datasets allowed the leverage of depression markers from standard ques-
tionnaires (e.g., the BDI-II) to construct detection models. Consequently,
the approaches presented for this task focused their efforts on designing
models that predict the BDI-II symptom responses (Basile et al. 2021;
Spartalis et al. 2021; Uban and Rosso 2020b).
Besides the works presented to eRisk, two recent studies explored the

use of depressive symptoms to screen social media posts. Zhang et al.
(2022a) aggregated symptoms from different questionnaires into a BERT-
base model to calculate symptom risks at post level. Nguyen et al. (2022b)
experimented with various methods using symptom markers to detect
depression, demonstrating their potential to improve the generalization
and interpretability of their approaches. In this case, authors considered
the symptoms from the PHQ-9 questionnaire (Kroenke et al. 2001) to
define manual pattern-based strategies and train symptom-classifiers
at post level. Both approaches formulated their methods with a binary
classification setting, while our approach considers different severity
levels.
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In this chapter, we perform a fine-grained analysis of depression sever-
ity using semantic features to detect the presence of symptom markers.
Using a sentence-based pipeline, we build 21 different symptom-classifiers
for estimating the user responses to the symptoms. For this purpose, we
employ eRisk collections related to depression levels. In our pipeline, we
explore selection algorithms to filter relevant sentences from training
users to each BDI-II symptom. Once filtered, we index these training sen-
tences with the user responses as labels (0− 3) as examples of how people
with different severity speak about the symptom. Then, to predict test
users’ responses, we select their relevant sentences, which serve as queries
to produce a semantic ranking over the indexed training sentences. Fi-
nally, we construct two aggregation methods based on the ranking results
to estimate the symptoms severity.
We differ from previous works in that we pre-compute dense represen-

tations of training posts, rather than relying on pre-trained languagemod-
els, which may be slow for many practical cases (Reimers and Gurevych
2019). By doing so, our approach significantly enhances the efficiency of
our solutions, as it only requires a few post encodings and cosine simi-
larity calculations. The remainder of this chapter is organized as follows:
Section 5.2 presents the semantic retrieval pipeline proposed to perform
fine-grained classification of the severity of depressive symptoms. We
detail the main components of this pipeline. In Section 5.3, we describe
the experimental settings applied to our pipeline and present the cor-
responding results. Section 5.4 describes the construction of a manual
and little dataset used in our methods. Furthermore, in Section 5.5, we
provide a case study illustrating how our approach offers interpretability
in its decision-making process. Finally, we summarize our findings and
propose avenues for future research in Section 5.6.

5.2 method

Our approach relies on two critical components: 1) a semantic retrieval
pipeline (§5.2.1) and 2) silver sentences selection (§5.2.2). The symptom-
classifiers follow a semantic retrieval pipeline to predict every symptom
decision. This pipeline searches for semantic similarities over an index
of silver sentences for a specific symptom s, denoted as Ags. These silver
sentences are considered relevant to the symptom s, and each one has a
label corresponding to the symptom options, o. Formally, Ags is the set Throughout the rest

of the chapter, we
will refer to these
severity options as
the labels of the
symptoms.

containing the pairs of the silver sentences agi and their corresponding
label oi for the symptom s, where Ags = {(agi , oi)}, and oi ∈ {0, 1, 2, 3}.
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To the best of our knowledge, there are no datasets in the literature
where sentences are relevant to the symptom and labeled by their severity.
For this reason, we propose a selection process to create the silver sen-
tences, Ags, where we use as training data the eRisk collections (§5.2.2).
In our experiments, we explore the performance of the semantic pipeline
with our generated silver sentences. However, we could apply this pipeline
to any similar datasets. In the following subsections, we explain both com-
ponents in detail.

5.2.1 Semantic Retrieval Pipeline

Using the writing history from a test user as input, our semantic retrieval
pipeline classifies the label severity for a specific symptom s. From the
publications of the test user, we first select only the sentences that are rele-
vant to s, which will serve as queries. We denote these relevant sentences
as the symptom test queries Qs, where Qs = {qs1 , ..., qsk}, since we select
a top k of them. In the next subsection, we explain our sentence selec-
tion algorithms (§5.2.2). The top k queries are the input to our semantic
pipeline. Figure 5.1 illustrates this process, exemplified for one test query,
qenerg y1 , corresponding to the symptom Loss of energy.
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Figure 5.1: Retrieval pipeline to predict symptom options for a test user. Renerg y
1

is the list with the top ranked silver sentences for the query qenerg y1 .
Each silver sentence from the rank has a silver label associated (0-
3). Finally, d energ y represents the option decision for that symptom
based on the ranking retrieved for all the test queries, Q energ y .

1)The first step consists in calculating a semantic ranking for each
test query for the symptom s, defined as qsi . To calculate that ranking, we
encode qsi and all the silver sentences covered in the index Ags for the
symptom as embeddings. Then, we use k-Nearest Neighbours (kNN) to
compute the semantic similarity of each silver sentence w.r.t the test query
qsi . The semantic similarity sm for a silver sentence ag j, belonging to Ags ,
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and a test query qsi , is the cosine similarity between their embeddings
(ϕ):

sm(ag j , qsi) = cos(ϕ(ag j), ϕ(qsi)) (5.1)

Computing sm, we produce a ranking of silver sentences, Rs
i , for each

test query qsi (q
energ y
1 in Figure 5.1). The silver sentences in the ranking

have an associated silver label. For example, the position j of the ranking
contains the pair: Rs

i[ j] = {(ag j , o j)}, with o j ∈ {0, 1, 2, 3}. To select the
cut-off of the rankings Rs

i , we experimented with a varying number of
similarity thresholds. To calculate the embeddings, we use a pre-trained
model based on RoBERTa1 using Sentence Transformers (SBERT).

2) In the second step, we apply aggregation methods to accumulate
the score of the labels based on the ranking results. After processing all
the test queries, the final decision predicted for the symptom s, ds, is the
label with the highest accumulated score. Specifically, we explore two
aggregation methods:

Accumulative Voting: For each ranking Rs
i , we count the option labels

from the n pairs that are in the rank: {(ag j , o j)}. The label of each silver
sentence, o j, represents a vote for that option. Then, return the sum of all
the votes over the rankings. The final decision for the symptom s is the
label with most votes, ds = argmax

o
fav(o), where:

fav(o) = ∑
i∈Rs

i

n
∑
j=1
{1 {(ag j , o j)∣o j = o}

0 otherwise
(5.2)

Accumulative Recall: For each ranking Rs
i , compute the recall for each

option label o. That is, the fraction of silver sentences in the ranking
out of all the available silver sentences from that label, denoted as Agso,
where Agso = {(agi , oi)∣oi = o}. Then, we accumulate the recall over
the rankings Rs

i . The rationale behind accumulating recall is to address
the imbalance between sentences belonging to different options. This
aggregation method helps prevent disadvantaging severity options with
fewer relevant sentences by compensating for the disparity. The final
decision is ds = argmax

o
far(o) with:

far(o) = ∑
i∈Rs

i

∑n
j=1 {

1 {(ag j , o j)∣o j = o}

0 otherwise

∣Agso∣
(5.3)

1 huggingface.co/sentence-transformers/all-roberta-large-v1
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5.2.2 Silver Sentences Selection

We design a process to select relevant sentences for each symptom s,
and the severity labels o (previously denoted as Agso), defined as silver
sentences. For this purpose, we use the eRisk 2019 collections as the
source training data 2. Therefore, the training labels are initially available
at user level.
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Figure 5.2: From the responses of the eRisk training users to the symptom op-
tions (0-3), the silver selection process creates one different set of
silver sentences relevant to each symptom s and option o, denoted
as Ag so .

Figure 5.2 illustrates the sentence selection process for one training
user and three symptoms. 1) In the first step, we propagate the user
responses as labels for all the sentences from its writing history, resulting
in weakly labelled sentences. For example, in the second component of
Figure 5.2, the user replied with the option 3 for the symptom Loss of
energy (first column). Thus, all the sentences from the user have that
weak label assigned. However, since users tend to talk about different
topics, most of their sentences are not relevant to any symptom. For this
reason, the weak labels contain many false positives that introduce noise.
2) To reduce this noise, we propose two distant supervision strategies for
sentence selection.These strategies aim to filter out the training sentences
that may be non-informative w.r.t the assigned weak label. We implement
two different strategies:
Option descriptions as queries:This strategy works in an unsuper-

vised manner, since we consider the option descriptions from the BDI-II
symptoms as queries to select the silver sentences. In Chapter 2, we show
examples of the descriptions for the BDI-II symptoms. Similar to the
strategy designed in part ii, we use each option description as one dif-
ferent query. Based on the sentences retrieved from these queries, we
select a top of sentences from the eRisk training users who answered

2 We refer to the reader to the Subsection 3.1 to obtain more information about this dataset.
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the same option used as the query. Following this approach, we perform
lexical and semantic retrieval variants. For lexical search, we use BM25 to
retrieve relevant sentences for each training user. In the semantic variant,
we calculate the similarity based on a semantic threshold, as described in
the semantic ranking (§ 5.2.1), using the same RoBERTa model for the
semantic search.
Few manually labelled sentences as queries: A drawback in using

the option descriptions of the BDI-II symptoms as queries is that they
only have subtle differences among one another. Consequently, previous
queries struggle to capture their actual distinctions. To alleviate this
problem, we hypothesize that using actual sentences from eRisk training
users who answered each option may be better to differentiate between
such options. In this second strategy, a small set of manually labelled
sentences, referred to as golden sentences, serve as queries to generate an
augmented silver set. The use of a larger, higher-quality set of queries
allows us to cover more diverse expressions of symptom signals.
As we commented, we used the eRisk2019 training users to obtain

the golden sentences. Following the approach by Karisani and Agichtein
(2018a), three experts in the field conducted the annotation process. The
number of golden sentences was low, averaging 35 per symptom. The
data augmentation process consisted of, for every golden sentence, obtain
silver sentences that correspond to the same option. For this purpose, we
use the golden sentence as query, and we compute the semantic ranking
over the rest of weakly-labelled sentences from that same option (§ 5.2.1).
The final set of relevant sentences combines the golden and the silver
sentences that surpass the similarity threshold. Table 5.1 shows an example
of a golden sentence along with the top 3 augmented silver sentences.The
golden sentence corresponds to the option 3 for the symptom Pessimism
in the future, and the augmented silver sentences correspond to other
training users who reported the same option 3.

5.3 experiments and results

We evaluate the performance of our methods in the eRisk2020 and 2021
collections. In eRisk2020, we use 2019 as training data. In eRisk2021, we
use the 2019 and 2020 collections as training. The competing methods
used the same collection splits, while some of them also considered exter-
nal datasets. In our experiments, we study the two components of our

3 Information about the dataset construction and the annotation process can be found in
the Section 5.4.
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Table 5.1: Examples of augmented silver sentences with highest semantic simi-
larity to the golden sentence.

Golden Silver Sentences Augmented
Sentence

(Option 3) “I’m
a stupid student
with no intelli-
gence/future.”

“I know I’ll never be like that; I’ll be a stupid failure my entire life.”

“Used to be a stellar student, but I’m scared of opinions
now that I received a C in a class.”

“It’s actually starting to irritate me, and I’m starting to feel
stupid.”

approach: i) the performance of the semantic retrieval pipeline (§ 5.2.1)
and ii) the effectiveness of the sentence selection strategies (§ 5.2.2). For
this reason, our methods consist of combinations of these components.
We consider three hyperparameters: 1)The value k of the number of test
queries, Qs = {qs1 , ..., qsk}. 2)The semantic threshold to select the cut-off
of the rankings, Rs

i . 3)The number of silver sentences to generate the
silver dataset, Ags . Next, we will comment the competing methods. More-
over, we will briefly describe the specific hyperparameters and tuning
process.

5.3.1 Experimental Settings

Competing Methods.We consider the best prior works for each metric
for the eRisk2020/2021 collections. We refer to the reader to the cor-
responding shared task surveys for a detailed analysis (Losada et al.
2020; Parapar et al. 2021b). In eRisk2020, BioInfo (Trifan et al. 2020)
and Relai (Maupomé et al. 2020) methods obtained their own datasets
to perform standard ML classifiers using engineered features as linguis-
tic markers. Other deep learning approaches, such as ILab (Martínez-
Castaño et al. 2020) and UPV (Uban and Rosso 2020b), focused their
efforts on the use of Large Language Models (LLMs) explicitly trained
for depression severity estimation. Finally, a recent work by Pérez et
al. (2022) (Sense2vec) designed different word embedding models for
each of the symptoms and achieved state-of-the-art results in this da-
taset. In eRisk2021, Symanto (Basile et al. 2021) team trained a neural
model with additional data annotated by psychologists and combined
it with a set of engineered features, whereas (Shih-Hung and Qiu 2021)
(CYUT) experimented with different RoBERTa classifiers. Similar to our
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work, Spartalis et al. (2021) (DUTH) used semantic features with sentence
transformers to extract one dense representation per user, which is then
fed as input, experimenting with various classifiers. Although insightful,
eRisk approaches cannot evidence the sentences that lead to symptom
decisions.

Experimental Settings.We experimented with different hyperparame-
ters to validate the results from our two main components: the semantic
retrieval pipeline (§ 5.2.1) and the sentence selection process (§ 5.2.2).
As we do not have a validation set, we performed leave-one-out cross-
validation using the training set available to calculate the optimal values
of all hyperparameters. The metric maximized was DCHR. When eval-
uating our methods in eRisk2020, the training set was the eRisk2019
dataset. When using as test collection the eRisk2021 dataset, the train-
ing set was the eRisk2019 and 2020 collections. Table 5.2 presents the
hyperparameters and the optimal values for each method used in our
experiments 4.
Semantic retrieval pipeline (§ 5.2.1). In the semantic pipeline, we

experimented with two hyperparameters:
1)The value k of the number of test queries. We explored with

selecting a different number of top k values of the user test queries,
Qs = {qs1 , ..., qsk}. To select these test queries, we used the data selec-
tion strategies of using the option descriptions as queries (§ 5.2.2). Using
BM25, the k values explored were: [5, 10, 15, 20, 25, 30, 40]. We also ex-
perimented with the same k values using the semantic variant. However,
we did not include those results in the paper as they could not improve
the use of BM25.

2) The semantic threshold to select the cut-off of the rankings,
Rs
i . We experimented with different semantic thresholds to select the

cut-off of the ranking of silver sentences, Rs
i . This semantic threshold,

calculated as the cosine similarity, was explored with the next values:
[0.45, 0.50, 0.55, 0.60, 0.65]. The higher the cosine similarity, the lower
the number of silver sentences retrieved by the semantic ranking obtained
by the test queries.

Silver sentences selection (§ 5.2.2). Additionally, we also experimented
with a filtering hyperparameter for creating more or less restrictive fil-
ters when generating the silver dataset, denoted as selection threshold.

4 We want to note that the tuning of hyperparameters in our method did not result in
significant changes to its performance. We thoroughly analysed the impact of hyper-
parameters on our results and found that the changes were not significant enough to
include another section in the chapter.
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Depending on the selection strategy (BM25, SBERT or Aug Dataset), we
used the next sentence selection hyperparameters:

3)The number of silver sentences to generate the silver dataset, Ags .
Using BM25, we explored with two different top k values, k ∈ {50, 100}
for retrieving the sentences of each training user. In the case of semantic
retrieval (SBERT), we explored with the same semantic similarity thresh-
olds as in the semantic ranking: [0.45, 0.50, 0.55, 0.60, 0.65]. Higher
cosine similarity implies more restrictions, so the number of silver sen-
tences generated will be lower. Finally, the semantic threshold values
explored with the augmented dataset were the same.
With respect to the sentence transformersmodels Reimers andGurevych

2019, we experimented with different pre-trained models:msmarco-bert-
base-dot-v55, msmarco-distilbert-cos-v56, all-roberta-large-v17 and stsb-
roberta-large8 via the huggingface transformers library. All these models
were fine-tuned on diverse semantic similarity datasets. In pilot experi-
ments, the best results were obtained with the model all-roberta-large-v1.
Thus, all our reported results correspond to the use of that model.

Table 5.2: Best hyperparameter values for all the variants considered in our
methods. These values were obtained by performing leave-one-out
cross-validation in the training set by maximizing the DCHR metric.

Training Set Method k Test Queries Semantic Ranking Threshold Silver Sentence Selection

eRisk2019

Acc. Voting-BM25 25 0.55 Top k = 100
Acc. Recall-BM25 25 0.60 Top k = 100
Acc. Voting-SBERT 25 0.50 0.45
Acc. Recall-SBERT 25 0.50 0.35

Acc. Voting-Aug Dataset 40 0.55 0.50
Acc. Recall-Aug Dataset 35 0.55 0.50

eRisk2020

Acc. Voting-BM25 25 0.55 Top k = 100
Acc. Recall-BM25 25 0.55 Top k = 100
Acc. Voting-SBERT 25 0.50 0.50

eRisk2021 Acc. Recall-SBERT 30 0.55 0.40
Acc. Voting-Aug Dataset 25 0.55 0.50
Acc. Recall-Aug Dataset 25 0.55 0.50

Metrics. Similar to the previous chapter, we have adhered to the official
metrics proposed by organizers (Losada et al. 2020). In this chapter, we
have also included one additional error metric, RMSE. We use RMSE to
compare the models predictions of the total BDI-II score.Thus, the lower

5 https://huggingface.co/sentence-transformers/
msmarco-bert-base-dot-v5

6 https://huggingface.co/sentence-transformers/
msmarco-distilbert-cos-v5

7 https://huggingface.co/sentence-transformers/all-roberta-large-v1
8 https://huggingface.co/cross-encoder/stsb-roberta-large

https://huggingface.co/sentence-transformers/msmarco-bert-base-dot-v5
https://huggingface.co/sentence-transformers/msmarco-bert-base-dot-v5
https://huggingface.co/sentence-transformers/msmarco-distilbert-cos-v5
https://huggingface.co/sentence-transformers/msmarco-distilbert-cos-v5
https://huggingface.co/sentence-transformers/all-roberta-large-v1
https://huggingface.co/cross-encoder/stsb-roberta-large


5.3 experiments and results 63

Table 5.3: Results on eRisk 2020 and 2021 collections(questionnaire metrics).
The numbers of the official metrics are in percentage. Best values are
bolded. Methods using external datasets for training the model are
marked. Statistical significant differences in the severity level category
assignment according to the Stuart-Maxwell marginal homogeneity
test w.r.t to the baselines are super-scripted (p-values < 0.05).

Questionnaire Metrics

Collection Model External
Dataset DCHR (↑) ADODL (↑) RMSE (↓)

eRisk 2020

(Trifan et al. 2020) (a) ✓ 30.00 76.01 18.78
(Martínez-Castaño et al. 2020) (b) ✓ 27.14 81.70 14.89
(Maupomé et al. 2020) (c) ✓ 34.29 83.15 14.37
(Uban and Rosso 2020b) (d) ✗ 35.71 80.63 15.40
(Pérez et al. 2022) (e) ✗ 37.14 82.61 12.40

Our methods

Acc. Voting-BM25 ✗ 38.57a ,b ,c ,d ,e 85.19 12.37
Acc. Recall-BM25 ✗ 40.00a ,b ,c ,d ,e 84.65 12.13
Acc. Voting-SBERT ✗ 42.86a ,c ,d 83.08 14.25
Acc. Recall-SBERT ✗ 42.86a ,b ,c ,e 84.51 12.37
Acc. Voting-Aug Dataset ✗ 47.14a ,b ,c ,d ,e 85.33 11.87
Acc. Recall-Aug Dataset ✗ 50.00a ,b ,c ,d 85.24 12.09

eRisk 2021

(Spartalis et al. 2021) (a) ✗ 15.00 73.97 19.60
(Basile et al. 2021) (b) ✓ 32.50 82.42 14.46
(Shih-Hung and Qiu 2021) (c) ✗ 41.25 83.59 12.78

Our methods

Acc. Voting-BM25 ✗ 45.00a ,b ,c 82.16 14.11
Acc. Recall-BM25 ✗ 42.50a ,b ,c 80.62 15.13
Acc. Voting-SBERT ✗ 45.00a ,b ,c 81.92 14.15
Acc. Recall-SBERT ✗ 41.25a ,b ,c 81.86 14.2
Acc. Voting-Aug Dataset ✗ 46.25a ,b ,c 81.72 14.83
Acc. Recall-Aug Dataset ✗ 51.25a ,b ,c 81.65 14.96

the value reported by RMSE, the lower the difference between predictions
and real scores are. We refer to the reader to the Section 3.2 for a detailed
description of all the metrics.

5.3.2 Results

Tables 5.3 and 5.4 present a comparison of the results achieved by all
variants of our approach with competing methods, focusing on ques-
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tionnaire and symptom-level metrics9. Table 5.3 showcases the outcomes
related to the questionnaire metrics, while Table 5.4 displays the results
pertaining to symptom-level metrics. Our variants are the combination
of our two aggregation methods (Accum Voting and Accum Recall) and
the sentences selection strategies (BM25, SBERT and the augmented da-
taset, Aug Dataset). Next, we will comment our results obtained for both
metrics:

Questionnaire level: Looking at Table 5.3. Our approach achieves the
best DCHR, which considers the percentage of times that the system
estimates the severity level of the users correctly. Most of our variants
outperform all prior work in this metric, with the Accum Recall-Aug Da-
taset correctly estimating at least 50% of the depression levels for both
collections. In more detail, it improves 13 and 10 points over the best pre-
vious results for eRisk2020 and 2021, respectively. A similar phenomenon
occurs in the rest of the questionnaire metrics. In the error metric, RMSE,
our results also show less estimation error in the BDI-II score.
Symptom level: Although in eRisk2020, our AHR figures are close

to the best baselines, that is not the case in 2021. AHR computes the
ratio of option responses estimated correctly. The explanation is that we
tuned the model hyperparameters for the DCHR metric since clinicians
believe that assessing overall depression levels is more valuable than
focusing on specific symptoms (Richter et al. 1998). Tuning for AHRmay
produce worse overall results because the model could be failing to a
greater amount in the non-correct answers, resulting in higher overall
error. To illustrate that effect, we produced an oracle to obtain the best
hyperparameters for each symptom-classifier, maximizing AHR using
the Accum Voting-SBERT variant. With this oracle, we achieved an AHR
of 41.77 and 37.32 for eRisk2020 and 2021, which improves all baselines.
However, the oracle obtained worse results in DCHR (24.29 and 36.25).
This is because tuning each individual symptom-classifier would require
muchmore training data.Wemay improve the results for some symptoms
with enough data but produce predictions with higher errors (e.g., 0 vs
3) for symptoms with few training samples.
Finally, with respect to the sentence selection strategies, we can observe

that using the options descriptions as queries (BM25 and SBERT) per-
forms worse than the augmented dataset (Aug Dataset). This emphasizes
the importance of a precise candidate selection. Moreover, despite the
distribution of depression levels varies in both collections (see Table 3.1),

9 To see a detailed description of the metrics, we refer to the reader to the Evaluation
Section (§ 3.2).
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Table 5.4: Results on eRisk 2020 and 2021 collections (symptom metrics). The
numbers of the official metrics are in percentage. Best values are
bolded. Methods using external datasets for training the model are
marked. We found no statistically significant different with respect to
the best prior work and our methods proposed.

SymptomMetrics

Collection Model External
Dataset AHR (↑) ACR (↑)

eRisk 2020

BioInfo (Trifan et al. 2020) (a) ✓ 38.30 69.21
ILab (Martínez-Castaño et al. 2020) (b) ✓ 37.07 69.41
Relai (Maupomé et al. 2020) (c) ✓ 36.39 68.32
UPV (Uban and Rosso 2020b) (d) ✗ 34.56 67.44
Sense2vec (Pérez et al. 2022) (e) ✗ 38.97 70.10

Our methods

Acc. Voting-BM25 ✗ 35.24 68.37
Acc. Recall-BM25 ✗ 35.71 67.60
Acc. Voting-SBERT ✗ 34.83 65.90
Acc. Recall-SBERT ✗ 33.33 66.05
Acc. Voting-Aug Dataset ✗ 35.24 67.41
Acc. Recall-Aug Dataset ✗ 35.44 67.23

eRisk 2021

DUTH (Spartalis et al. 2021) (a) ✗ 35.36 67.18
Symanto (Basile et al. 2021) (b) ✓ 34.17 73.17
CYUT (Shih-Hung and Qiu 2021) (c) ✗ 32.62 69.46

Our methods

Acc. Voting-BM25 ✗ 30.97 64.54
Acc. Recall-BM25 ✗ 28.03 62.92
Acc. Voting-SBERT ✗ 29.67 64.27
Acc. Recall-SBERT ✗ 27.47 62.89
Acc. Voting-Aug Dataset ✗ 27.95 62.40
Acc. Recall-Aug Dataset ✗ 27.66 61.72

our methods show robustness as we keep achieving good performance
in DCHR.

5.3.3 Effect of Data Augmentation Strategy

Tobetter understand the performance of the data augmentation, we report
the number of augmented silver sentences along with the F1 metric for
each depression level. For this reason, we divide the eRisk users in the
four severity categories (minimal, mild, moderate, severe), and compute
the F1 of our models per each category. Table 5.5 shows the F1 results of
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our best variant using the augmented dataset, Accum Recall-Aug Dataset,
in eRisk2020 and 2021. Looking at the statistics, we see more presence in
golden sentences of high-risk levels (moderate and severe). In addition,
the number of silver sentences augmented for each of them is also higher.
For example, using eRisk2019 as the training set, an average of three silver
sentences were augmented from each golden one in the minimal level
( 31098 ≈ 3). In contrast, the average of silver sentences augmented from
the severe category is 7 ( 2414354 ≈ 7). This suggests that users with higher
depressive levels tend to manifest more explicit thoughts related to the
symptoms. As a result, our augmentationmethod finds pieces of evidence
in these levels easier.

Table 5.5:Number of golden and the augmented silver sentences for each severity
level and their F1 using Accum Recall-Aug Dataset.

Training Level Golden sentences Silver sentences F1

eRisk 2019

Minimal 98 310 0.42
Mild 49 171 0.37

Moderate 237 2298 0.46
Severe 354 2414 0.74

eRisk2019
eRisk 2020

Minimal 98 442 0.24
Mild 49 614 0.42

Moderate 237 1633 0.51
Severe 354 1207 0.63

Table 5.6: F1 results in a binary classification scenario using the Accum Recall-
Aug Dataset variant and the best prior model.

F1

Test Level Ours Best prior model

eRisk2020 Low risk 0.72 Sense2vec 0.64
High risk 0.74 0.62

eRisk2021 Low risk 0.52 CYUT 0.00
High risk 0.82 0.85

If we observe the F1 results in Table 5.5, we also see considerable vari-
ability among depressive levels. In both collections, we achieve better
results for higher risk categories. This seems to be related to the number
of golden sentences. Therefore, if we obtain more samples belonging to
the lower risk levels, there may be an improvement in these categories.
Finally, we examine our results with a binary classification setting. For
this purpose, we categorize the four depression levels into only two: 1)
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low risk (minimal + mild levels) and 2) high risk (moderate + severe lev-
els). Table 5.6 shows the results for the Accum Recall-Aug Dataset variant
along with the best prior work under this setting. Our results suggest
the effectiveness of our method, which distinguishes with fair accuracy
between higher and lower risks.

5.4 manual dataset and annotation process

This section describes the construction and annotation schema of our
manual dataset. As commented in the method Section, the main idea
of this dataset is to obtain a few representative samples that indicate the
presence of BDI-II depressive symptoms. For this reason, we develop an
annotation schema based on the BDI-II questionnaire (Lasa et al. 2000)
to collect a different set of golden sentences belonging to each BDI-II
symptom. For each symptom s, and the corresponding options o, where
o ∈ {0, 1, 2, 3}, we collect a different set of golden sentences, denoted as
Gs
o.
To annotate the golden sentences, we used as data source the training

users from the eRisk2019 collection of depression severity (Losada et al.
2019). However, the large size of the eRisk collection requires an exhaus-
tive filter for reasonable annotation efforts. For this purpose, we leveraged
the data selection strategy of using the option descriptions as queries (§
5.2.2). In particular, we applied the semantic retrieval variant (SBERT).
Using this strategy, we selected candidate sentences for annotating each
BDI-II symptom. We have considered this strategy following a recent
study that has shown great results in identifying diverse expressions of
symptoms for candidate retrieval annotation (Zhang et al. 2022b). Previ-
ous studies on symptom annotation (Zhang et al. 2022b) demonstrated a
high variance in the distribution of each symptom. For some of them, it
is much easier to find representative sentences than for others. To keep
the number of annotations per symptom stable, we fixed a similarity
threshold of 0.6 to filter out sentences. However, this similarity threshold
still produced too many candidate sentences for some symptoms. For
this reason, we further restricted the annotator’s work to the first 750
sentences in the symptoms with too many candidates.
More specifically, 17% of the candidate sentences have been labelled

positive following the semantic retrieval strategy from the total of 5004
candidates. From the same labelled sentences, using keyword matching
with BM25 reduced this percentage to 4%. With a random retrieval strat-
egy, it dropped to 0.01% due to the small number of relevant sentences
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compared to the size of the entire pool.These findings align with previous
research indicating that pattern matching is not effective in retrieving
diverse sentences relevant to depressive symptoms (Mowery et al. 2017).
Instead, a semantic similarity-based strategy is better suited to retrieve
representative sentences without relying on specific keywords covered in
the clinical questionnaires.
Following the above candidate annotation schema, we constructed

a small dataset for all the BDI-II symptoms. The annotation task was
carried out by two psychologists and two PhD students with knowledge
in the field. Before the annotation process, we removed all supplementary
metadata to avoid bias in the annotators, such as the severity option
label (0 − 3) of the user who wrote the sentence. We followed the same
annotation procedure as Karisani and Agichtein (2018a) to validate the
annotation outcomes. This procedure consisted of two phases:

1) First, an initial annotator answered the following question in a bi-
nary setting (Positive/Negative): Does the sentence refer to the symptom,
and the user talks about himself/herself (first person)?. This first annotator
labelled a total of 738 positive sentences from the candidate sentences.
We considered all the sentences annotated as positive for each symp-
tom to obtain our final labels corresponding to the option levels (0 − 3).
Subsequently, we label these positive sentences with the severity option
reported by the user who wrote them.Therefore, for each option o and
symptom s, we obtained a different set of golden labels, Gs

o, where the
sentences come from the eRisk users that answered the BDI-II symptoms.

2) Once we had the previous initial annotated sentences, the rest of
the annotators validated them. For this purpose, they were provided
with a subset containing a random sample of the 20% of the sentences
of each symptom for re-annotation. Since in our pilot experiments, we
found much more disagreement with positive labels, the 20% random
sample only contained positive ones. The re-annotation process obtained
an 82.44% agreement among the three annotators, which is an acceptable
number considering the sensitivity of this topic (Coppersmith et al. 2018).
Table 5.7 and 5.8 show the main statistics of our manual dataset. Visu-

alizing these tables, we can extract several findings. We note that, for all
the symptoms, the number of sentences associated with the option 0 is
very low. In some symptoms, even none of the sentences corresponded
to option 0. This suggests retrieving sentences representing positive feel-
ings towards the symptom is more complicated. We attribute this fact
to two main reasons, (i) the descriptions of BDI-II options 0 are not
entirely appropriate for the candidate retrieval process (most of them
are just negations of a negative feeling), and (ii) users are not as likely
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to talk about positive as they do with negative feelings. To address this,
for the symptoms that lacked sentences with option 0, we manually in-
cluded between 1 and 3 sentences that provide a positive description of
the symptom and labelled them with option 0.
Finally, the statistics also show that, despite our efforts, there is a clear

imbalance in the number of sentences for each symptom and their options.
Further details on the dataset will be described with its public release.
The dataset will be made available under a research data agreement in
accordance with eRisk policies.

Table 5.7: Annotations statistics of the first ten BDI-II symptoms.
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Table 5.8: Annotations statistics of the last eleven BDI-II symptoms.
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Table 5.9: Example of the top query sentences from a test user for two symptoms
along with the golden option response of that user and the predicted
option of our method.

Symptom Golden label Predicted la-
bel

Test queries with more retrieved silver sen-
tences from the predicted label

Sleep prob-
lems

1 2 “My sleep cycle consists of staying awake for
48 hours until I can’t keep my eyes open.”
“Same as you, I usually can’t go back to sleep
once I’m awake.”
“I went through a phase where I slept for up to
16 hours (usually partially waking up).”

Loss of plea-
sure

3 3 “Look, no matter how hard you try, things
don’t get any better from here.”
“I don’t even enjoy simple things like food that I
used to enjoy; there are just foods that I dislike
less.”
“Why am I not supposed to enjoy life?”

Table 5.10: Examples of retrieved silver sentences with their assigned label from
two test queries from a user.

Test query Silver sentences retrieved

“My sleep cycle consists of

staying awake for 48 hours until
I can’t keep my eyes open.”

(Option 2) “Always had trouble sleeping , no big deal but it’s
gotten worse in the last two months.”

(Option 2) “I have to get up early to get to university, and
I’ve recently been getting no more than 3-4 hours of sleep. ”

“Look, no matter how hard you try,
things dont get any better from
here.”

(Option 3) “Hoping for a "better thing" never makes me feel better
unless it comes from this sub because I know people get it.”

(Option 3) “ Things stop being enjoyable , and everything be-
comes a chore.”

5.5 case study - interpretability

The lack of reliable clinical markers is one of the barriers to the practical
use of mental health prediction models (Amini and Kosseim 2020; Walsh
et al. 2020b). By considering a more refined grain in the symptom pres-
ence, we provide valuable information thatmay be strong clinical markers.
Table 5.9 showcases how our approach offers interpretability of the symp-
tom decisions, showing three query sentences from an anonymized test
user. The symptoms in the Table are Sleep problems and Loss of pleasure,
and the user declared the option 1 and 3 for them, respectively. We can
see that these test queries are robust indicators of symptom concerns.
Following this approach, clinicians may inspect sentences as a first step
towards further diagnosis or monitoring methods during treatment.
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In addition, Table 5.10 displays some of the silver sentences retrieved
for the same test queries selected from the anonymized user. The silver
sentences are related to the content of the query, and clinicians may
evaluate the justifications for every symptom decision by reviewing their
labels. Moreover, in our method, false positive/negative predictions can
still be helpful for future inspection. For example, for the symptom Sleep
problems, the test user reported the option 1, but our method retrieved
more silver sentences with the option 2. While the prediction may be
incorrect (golden label (1) ≠ predicted label (2)), the risk may still be
present.

5.6 conclusions

In this chapter, we present an effective semantic pipeline to estimate de-
pression severity in individuals from their social media data. We address
this challenge as a multi-class classification task, where we distinguish
between depression severity levels. The proposed methods base their
decisions on the presence of clinical symptoms collected by the BDI-II
questionnaire.With this aim, we introduce two data selection strategies to
screen out candidate sentences, both unsupervised and semi-supervised.
For the latter, we also propose an annotation schema to obtain relevant
training samples. Our approaches achieve state-of-the-art performance
in two different Reddit benchmark collections in terms of measuring the
depression level of individuals. Additionally, we illustrate how our se-
mantic retrieval pipeline provides strong interpretability of the symptom
decisions, highlighting the most relevant sentences by semantic similari-
ties.





Part III

RESOURCES AND APPLICATIONS FOR
DEPRESSION DETECTION BASED ON

SYMPTOM MARKERS





6
BDI-SEN: A SENTENCE DATASET FOR
CLINICAL SYMPTOMS OF DEPRESSION

In the preceding two chapters, we have presented a range of solutions for
estimating the severity of depression based on symptom markers, which
involved the development of various symptom classifiers. As we discussed
earlier, constructing solutions based on symptom identification enhances
generalization and interpretation, particularly in clinical settings. How-
ever, most of the existing datasets on depression detection only provide
binary labels at the user level (depressive vs control users).
In the previous chapter, we presented a methodology to obtain a small

dataset related to depressive symptoms. Following and extending that idea,
in this chapter, we introduce BDI-Sen, a symptom-annotated sentence
dataset for depressive disorder. BDI-Sen covers all the symptoms present
in the BDI-II, a reliable questionnaire used for detecting and measuring
depression. The annotations in the collection reflect whether a statement
about the specific symptom is informative (i.e., exposes traces about the
individual’s state regarding that symptom). We thoroughly analyze this
resource and explore linguistic style, emotional attribution, and other
psycholinguistic markers.
Additionally, we conducted a series of experiments investigating the

utility of BDI-Sen for various tasks, including the detection and severity
classification of symptoms. We also examine their generalization when
considering symptoms from other mental diseases. BDI-Sen may aid
the development of future models that consider trustworthy and valu-
able depression markers. The contributions presented in this chapter
have been previously published in the 46th International ACM SIGIR
Conference (Perez et al. 2023).

75
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6.1 introduction and motivation

Symptom-based prediction models showed the importance of presenting
reliable depression markers to aid health professionals in their diagno-
sis (Coppersmith et al. 2018). Most of them leveraged the use of Large
Language Models (LLMs) to design classifiers, like the ones presented in
previous chapters (Pérez et al. 2023b; Pérez et al. 2022). Recent similar
works also explored the use of symptoms to estimate depression (Nguyen
et al. 2022a; Zhang et al. 2022a). For instance, Zhang et al. (2022a) devel-
oped a BERT-based model that aggregates markers from different clinical
inventories to calculate the risk of symptoms at the post level. To im-
prove the efficiency of their approach, they designed templates based on
standard questionnaires to pre-filter only representative posts.
Nguyen et al. (2022a) also explored BERT-based methods using symp-

tom classifiers and compared them against a standard depression classifier.
They used the nine symptoms from the 9-Question Patient Health Ques-
tionnaire (PHQ-9) (Kroenke et al. 2001) to design the symptom classifiers.
Covering three different datasets, the authors found that these classifiers
performed well compared to the standard depression classifier while gen-
eralizing better to other collections. Moreover, the authors found that
when leveraging the weights from the attention architecture, these symp-
tom classifiers provide a model that can highlight specific posts based on
relevant symptoms, improving their interpretability. In addition to this,
the works proposed to solve the eRisk depression estimation shared task
were pioneering contributions to the development of symptom detection
models, where their approaches predicted the BDI-II symptom responses
of Reddit users. For a detailed analysis of these works, we refer the reader
to the corresponding shared task overviews (Losada et al. 2019, 2020;
Parapar et al. 2021b).
Following the works mentioned above, we can find collections that go

beyond providing binary labels for depression detection. Some datasets
focused on more diverse aspects, such as including temporality in their
annotations (MacAvaney et al. 2018), or the combination of different
modalities of data, including text and images (Shen et al. 2017). When
considering the time factor, the collections released by the shared tasks
of early risk detection add further challenges over the classical binary
classification problem (Losada et al. 2019, 2020; Parapar et al. 2021a). Ad-
ditionally, the eRisk collections on depression severity estimation adopt
a human-in-the-loop approach, requiring self-reported information di-
rectly from individuals. These collections consist of users’ social media
posts and the real users’ responses to the 21 BDI-II symptoms.
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In another exciting contribution to this new trend of symptom-based
models, Zhang et al. (2022b) released the PsySym dataset. This dataset
is the first annotated symptom sentence dataset that covers multiple
mental disorders. PsySym includes annotations of 38 symptoms from 7
mental disorders. The authors established the symptom classes according
to the DSM-V, accompanied by the descriptions of diverse inventories.
While our work shares similar motivations, we differ in our approach by
adhering directly to the clinical questionnaire of the BDI-II and providing
the actual responses of the writers to the analysed symptoms’ questions.
Thepresent study represents a step towards considering reliable symptoms
as depression markers to design more robust mental health detection
models.
In this chapter, we introduce BDI-Sen to promote further the develop-

ment of models based on symptom markers to identify depressive signs.
BDI-Sen is a dataset comprising 4973 annotated sentences covering de-
pressive symptoms and 41 200 control sentences. Following a similar
approach to PsySym (Zhang et al. 2022b), which includes symptoms of
different diseases based on the Diagnostic and Statistical Manual of Men-
tal Disorders (DSM-V) (Nuckols and Nuckols 2013), we identify relevant
sentences to depressive symptoms. However, in our case, the sentences
are associated with users’ responses to the 21 BDI-II symptoms. BDI-Sen
is also a valid resource for ranking representative sentences of depressive
symptoms, following the recent CLEF eRisk task (Parapar et al. 2023).
Adhering to established clinical schemas for diagnosing depression, such
as BDI-II, is crucial for facilitating the integration of more effective and
consistent diagnostic support tools.
For building our dataset, we first semantically ranked the whole sen-

tences from the annotated users for relevance to a symptom. To do so,
we estimated semantic similarities using sentence transformers embed-
dings (Reimers and Gurevych 2019) and relying on the descriptions of
elements provided by the BDI-II as queries. In the second phase, we follow
a manual annotation schema as in similar works (Karisani and Agichtein
2018b; MacAvaney et al. 2018; Mowery et al. 2017) where experts decided
the actual relevance of the filtered candidates.
Our study includes a symptom-by-symptom analysis of the language

and emotional characteristics of the annotated sentences. Additionally,
we perform experiments to validate the usefulness of BDI-Sen for various
tasks, including the detection and severity estimation of symptoms. Using
a wide range of classification models, we find that the methods can effec-
tively detect sentences representative of depressive symptoms. However,
when considering different severity risk levels, we observe a significant
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decrease in performance. Further examination via error analysis reveals
the challenge of distinguishing between closely related severity levels.
Finally, we investigated the generalization of our models to symptoms
from other mental diseases, showing that the models trained on our da-
taset can generalize well. BDI-Sen dataset and the code implemented is
available under the eRisk dataset research license1.

6.2 bdi-sen dataset

This section describes the construction and annotation schema of the
BDI-Sen dataset. We create a symptom-based dataset with relevant sen-
tences that trace the presence of clinical symptoms. For this reason, we
develop an annotation schema based on the BDI-II (Beck et al. 1996a).
As commented in previous chapters, the BDI-II is a highly reliable tool
to diagnose depression in clinical settings (Lasa et al. 2000). The BDI-II
covers 21 recognized symptoms, including emotional, cognitive and phys-
ical markers. To create the BDI-Sen dataset, we used as data source the
eRisk2019 depression severity collection (Losada et al. 2019). We used
Reddit as the target platform due to its wide acceptance in previous stud-
ies (Cohan et al. 2018; MacAvaney et al. 2018; Parapar et al. 2021a; Zhang
et al. 2022b).

6.2.1 Dataset Construction

Candidate Sentences Selection.The large volume of publications from
eRisk2019 training users requires an exhaustive filter for reasonable an-
notation efforts. For this reason, we design an initial retrieval stage based
on filtering candidate sentences that may be relevant to each symptom.
The retrieval phase uses the options’ descriptions (severity descriptions)
as queries to select the candidate sentences. We generate four queries
(one per severity level) and search the entire set of sentences. For this
purpose, we produce semantic rankings using cosine-similarity with sen-
tence transformers (Reimers andGurevych 2019) leveraging a pre-trained
model based on RoBERTa (Liu et al. 2019). To obtain a reasonable balance
between the amount and quality of candidates, we conducted pilot exper-
iments involving expert annotators2. We presented them with candidate
sentences from different similarity thresholds. This process resulted in

1 https://erisk.irlab.org/BDISen.html
2 Prior research showed a high variance in symptoms distributions, since for some of them
is easier to retrieve relevant sentences (Mowery et al. 2017; Zhang et al. 2022b).
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a minimum value of 0.6 to filter out candidates. We further restricted
the assessor’s work to the first 750 ranked sentences in those symptoms
where this threshold produced too many candidates.

Annotation schema.After selecting the candidate sentences, a team of
expert annotators consisting of a psychologist, a speech therapist, and a
PhD student with knowledge in the field were responsible for annotating
BDI-Sen. The three annotators individually examined the whole set of
candidates, with all supplementary metadata removed beforehand to
avoid potential bias. To ensure the quality of the labels, we conducted
training sessions with the annotators. We discussed the labelling rules
with all of them, providing examples of positive and negative cases for
each symptom. We instructed the annotators on the goal of our study,
and explained the concept of relevance: a sentence is deemed relevant
if it offers information about the specific symptom for the individual.
Specifically, each annotator answered the following question in a binary
setting (Positive/Negative): Does the sentence offers information about
the symptom, and the user talks in first person? If in doubt, annotators
could leave a sentence unlabelled, and there was no time limit on their
annotations. We presented the sentences for each symptom in a different
ranking, and the same sentence can appear in the rankings for different
symptoms. Each sentence was considered positive following a majority
voting approach among the annotators’ decisions. Finally, we obtained
a total of 4973 annotated sentences. The inter-annotation agreement
among the three annotators was 84.93%, which is a substantial agreement
compared to similar works (MacAvaney et al. 2018; Mowery et al. 2017;
Zhang et al. 2022b).
Overall Annotation Results. The first row of Table 6.1 shows the

main statistics of our dataset. The first row display the average annotator
agreement per symptom (in percentage). The analysis of the agreement is
conducted in the next subsection (§ 6.2.2). Next, we can see the number
of positive, negative and control sentences obtained: (1) Positive sentences
are those identified as relevant to the BDI-II symptoms, with a total of
853 sentences. (2) Negative sentences represent the highest percentage
of annotations, totalling 4120. Despite being semantically related to the
symptom, the negative sentences are not relevant to it. However, they
can still be valuable for developing efficient depression detection models,
being examples of false positives, one of the main challenges in detecting
risks in social media (Loveys et al. 2018c). (3)We include a set of Control
sentences. For each symptom, we obtain ten sets of control sentences,
each set having the same number of sentences as the negative group. The
control sentences were randomly obtained from the rest of the sentences
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not selected for annotation.The experts annotated the 17% sentences from
the pool of candidate ones as relevant. Among the BDI-II symptoms, Loss
of pleasure has the most annotations (739), while Low libido has the least
(24). Comparing the positive and negative groups, we can see that the
number of sentences annotated as negative is always higher than the
number of positive ones.
Severity Weak Labels. In addition to the relevance labels provided

by our annotators, using the eRisk2019 users as data source allowed us
to include severity labels (0-3) for each BDI-II symptom. The severity
labels correspond with the responses from users who authored the sen-
tences to the BDI-II. We leveraged this additional information using a
weakly-supervised approach to generate weak labels for each sentence.
Specifically, we assigned the severity label corresponding to the user’s
response to each sentence related to the symptom. Table 6.2 shows ex-
amples of sentences from our dataset, along with their binary relevance
labels and weak severity labels for the symptom Sleep issues. For instance,
looking at the relevant sentence "I just have energy to eat and sleep", its
author responded 3 for that symptom. Therefore, the weak severity label
is 3. On the other hand, if we observe the sentence "I’m lying in my bed,
and I’m still feeling it", despite being topically related to sleep, it is not
relevant to the symptom. In this case, the severity label is 1.The severity la-
bels allowed us to study the relationship between language and symptom
severity at the sentence level, despite not having severity labels annotated
by experts for each sentence.

6.2.2 Dataset Analysis

Next, we present an analysis of the constructed dataset. This section
aims to determine if there are any differences among the three groups
(positive, negative, and control) and among the positive group along the
different symptoms. Following Ríssola et al. (2020) approach, we analyze
psycholinguistic and emotional features that characterize the writing
style from the groups (Cohan et al. 2018; Ríssola et al. 2022; Yates et al.
2017). While the previous works studied the overall language of positive
individuals vs control ones, we present the analysis at the symptom level
in this case. First, Table 6.1 shows the main statistics and vocabulary
comparison of the three groups of sentences for each symptom. The first
block (first four rows) corresponds to the average annotation agreement
of the symptom, along with the number of sentences per group. We
note the high agreement among the symptoms, with only five having an
agreement of less than 80%. While we considered including the Cohen’s



6.2 bdi-sen dataset 81

Table 6.1:Main statistics and vocabulary comparison of the three sentences
groups. The first block shows the average annotator agreement (in
percentage) and the number of sentences per group (positive, negative
and control). The second and third blocks display the Jaccard’s Index
and the KLD comparison of the groups, respectively.
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Table 6.2: Examples of paraphrased sentences for the symptom Sleep issues.
(Relevance,
Severity) Sentence

(N,1) “I’m lying in my bed, and I’m still feeling it.”
(N,2) “You might be having trouble sleeping or anything.”
(N,3) “If it persists, consult a sleep expert.”

(P,1) “I have sleeping issues, that’s why I miss school.”
(P,2) “Even when I’m exhausted, I can’t sleep.”
(P,3) “I just have energy to eat and sleep.”

kappa coefficient, we decided against it since our dataset labels were
highly unbalanced. In scenarios where labels are very unbalanced (e.g.,
our positive sentences represent a small percentage of the candidates),
kappa can be a misleading measure of agreement. In particular, for rare
classes, very low kappa values may not necessarily reflect low rates of
overall agreement (Viera, Garrett et al. 2005).Therefore, using the average
annotator agreement may be a more appropriate measure.
Words Usage. The second block of Table 6.1 corresponds to the Jac-

card index between the sentence groups. This index is a statistic used to
quantify the diversity of sample sets (Fletcher, Islam et al. 2018). There-
fore, the higher the Jaccard value, the more similar the use of words
from the groups3. Visualizing these results, we see that positive vs con-
trol are the groups with the least common vocabulary. For example, in
some symptoms like Punishment feelings, they only share the 4% of the
vocabulary. On the other hand, the most similar groups are positive vs
negative (average Jaccard index of all symptoms of 15.60%). This makes
distinguishing between negative and positively labelled sentences hard
when only considering bag of words models (e.g. ‘you might be having
trouble sleeping.’ is a challenging negative sentence).Control vs control
groups also obtained similar numbers in terms of word usage (average of
18.81%). To calculate the numbers for the control vs control groups, we
used the ten different control sets and computed the average over all the
possible pairs.

Words Distribution.We analyzed the differences in word probability
distributions among groups. The third block of Table 6.1 reports the dif-
ference in word probability distributions among groups. We measured
how the probability distributions (i.e., the language models) differ using

3 Please note that the comparison with the control group is always the averaged value over
the ten sampled control sets.
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Kullback-Leibler Divergence (KLD). If the two distributions are identi-
cal, the KLD value is 0. Visualizing the numbers, we observe that the
word distributions for most symptoms have more KLD when comparing
positive vs control groups. Again, we observe lower similarities between
positive and negative groups.
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Figure 6.1:Density plot comparing word distributions of the three sentence
groups for different symptoms.

Finally, Figure 6.1 illustrates the kernel density estimation (KDE) of
the word probabilities of six BDI-II symptoms. KDE represents the words
distribution using a continuous probability density curve. More specifi-
cally, we used a Gaussian kernel to smooth the observations. The x-axis
represents the logarithm of the word probabilities. Thus, the right side of
this axis corresponds to the words with higher probabilities (i.e., frequent
words).The y-axis corresponds to the kernel density estimations.We com-
pare the word distributions of the LMs from the three groups considered.
Wemay observe apparent differences between the control vs positive/neg-
ative groups. The word probabilities in the control groups result in a high
density of words with high frequencies (i.e., the control group uses com-
mon words more frequently). However, that is not the case in the positive
and negative groups, where many used words correspond to less probable
terms (i.e., they use uncommon terms more frequently). Moreover, the
distributions of positive vs negative groups show more differences on the
right side of the x-axis (associated with high probability words), where
the positive group uses more common words than the negative. These
differences may correspond with first-person pronoun use (more popular
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and more used by depressed individuals (Ortega-Mendoza et al. 2022))
versus second-person pronoun usage.

Emotions and Sentiments Association: Similar to prior works that
revealed significant differences in emotional expressions between depres-
sive and control groups (De Choudhury et al. 2013a; Ríssola et al. 2020),
we investigated to extend this type of analysis at the symptom level. We
used the Plutchik set of emotions (Plutchik 1980), which considers: 1)
eight primary emotions: anger, fear, sadness, disgust, surprise, anticipa-
tion, trust, and joy and 2) two basic sentiments: positive (SP) and negative
(SN). To quantify the emotion levels, we relied on the NRC emotion
lexicon (Mohammad and Turney 2013), which includes a set of words
associated with the Plutchik emotions. In our analysis, we calculated the
percentage of sentences from each group (positive, negative, control)
that contain at least one word associated with the primary emotions and
sentiments.
When comparing these results among the groups, we identified two

different patterns among the symptoms. We illustrate both in Figure
6.2. The symptoms in the first row show marked differences between
the positive and negative/control groups. For example, for the symptom
Social Issues, the percentage is always the highest in the positive sentences,
with terms associated with fear or SN being in more than 30% of the
positive sentences. Interestingly, the percentage of words referring to
SP is also higher. This aligns with previous studies that demonstrated
individuals with depressive conditions tend to be more emotional in
social media (Ríssola et al. 2022). However, in the second row, we observe
a different pattern. The differences are much lower in this second type of
symptom, with a high degree of overlapping.

6.3 experiments

In this section, we provide an experimental analysis to evaluate the im-
pact of the BDI-Sen dataset. As previously discussed, integrating clinical
symptoms for developing mental health detection models has significant
practical implications. For this reason, we divided our experiments into
two tasks: 1) Symptom Detection and 2) Symptom Severity Classification.
In the symptom detection task, we explored models identifying sentences
relevant to BDI-II symptoms. On the other hand, the severity classifica-
tion task leverages the four levels of severity of the BDI-II (corresponding
with the four possible responses to each symptom) to classify the sen-
tences based on them (0-3). In addition, to evaluate the generalization
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Figure 6.2: Radar plots illustrating the percentage of sentences that contain a
word associated to the Plutchik emotions for each group (positive,
negative, control).

ability of our classification models, we also explored how the models
trained on BDI-Sen behave on sentences from symptoms related to other
mental diseases from the PsySym dataset (Zhang et al. 2022b).

6.3.1 Models

Similar to recent literature (Nguyen et al. 2022a; Zhang et al. 2022b),
we considered different types of LLMs formulated as classifiers. First,
we used BERT-based models (Devlin et al. 2018) for text classification.
We finetuned the pre-trained BERT base uncased model, which repre-
sents a strong baseline. We also finetuned MentalBERT (Ji et al. 2022)
(MBERT) 4, a masked language model explicitly trained for the mental
health domain. MBERT is pretrained with a corpus coming from subred-
dits associated with various mental diseases. As the last BERT variant,
we included BERT-mini5, a cost-effective alternative to BERT with fewer
parameters, to explore the performance of a more lightweight model.
Finally, we included Text-to-Text Transfer Transformer (T5) (Raffel et al.
2020) in our experiments, which we finetuned to generate labels in textual
form.

4 https://huggingface.co/mental/mental-bert-base-uncased
5 https://huggingface.co/prajjwal1/bert-mini
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In addition to these deep learning models, we included two tradi-
tional classification approaches based on textual features. We used Term
Frequency-Inverse Document Frequency (TF-IDF) features with a linear
classifier based on Logistic Regression (LR) to predict the labels (TF-
IDF+LR). We also explored text features derived from LIWC categories.
LIWC (Pennebaker et al. 2001) provides a set of linguistic categories that
can extract psychological features from the text, such as the presence of
words related to positive or negative emotions. We extracted the LIWC
features for each sentence and employed those with an Support VectorMa-
chine SVM classifier (LIWC+SVM). These two traditional approaches
are good baselines for examining the improvements of complex deep
learning models.

6.3.2 Experimental Settings

In all our experiments, we used three splits of our dataset corresponding
with training/validation/testing in a ratio of 7:1:2. For the training and
validation sets, we included the sentences annotated as positive, and we
randomly selected the same number of control sentences to balance the
labels. That resulted in 1194 sentences in the training set and 172 in the
validation set. We included more control sentences for the testing split to
simulate a more realistic scenario. When processing user data in social
networks, most sentences are not about depressive symptomatology. In
a real setting, there is a high unbalanced towards the control class. For
this reason, the number of control sentences in the test set is always five
times greater than the number of positive sentences (resulting in 1026
sentences in the test split).
It is worth mentioning that, in our experimentation, we have not con-

sidered the sentences labeled as negative, focusing solely on the positive
and control sentences. During the initial stages of our experiments, we ex-
plored the inclusion of negative sentences. However, we observed that due
to their semantic similarity to positive sentences, the models struggled
to effectively distinguishing and accurately classifying them.Therefore,
we have left the inclusion of negative sentences as an area for future
investigation and potential improvement.
Regarding model choices and hyperparameters, in case of the TF-

IDF+LR model, we removed stopwords and used 5-fold-cross-validation
with the regularization strength (C) as hyperparameter in the next ranges:
[0.1, 0.5, 1, 2, 5, 10, 100, 1000].
In LIWC+SVM, we incorporated all the 64 categories from LIWC,

used 5-fold-cross-validation with linear and RBF kernels, and the penalty
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Table 6.3: Symptom detection results of our classification models on BDI-Sen.

Method AUC P R F1

TF-IDF+LR 0.87 0.61 0.85 0.71
LIWC+SVM 0.83 0.49 0.83 0.62

MBERT 0.95 0.74 0.96 0.83
BERT 0.93 0.63 0.98 0.77
BERT-mini 0.90 0.57 0.94 0.70
T5 0.94 0.65 0.98 0.78

parameter C in the ranges: [0.1, 1, 10, 50, 100]. We follow the same pro-
cedure for all the transformer-based models by using existing imple-
mentations from the HuggingFace library. Thus, we did not include any
additional hyperparameter tuning. Specifically, for MBERT, BERT, and
BERT-mini, we used a learning rate of 2e−5, the maximum sequence
length of 128 during 20 epochs and a batch size of 32. For T5, we used
a learning rate of 1e−3, a maximum sequence length of 256 during 10
epochs with a batch size of 16.

6.3.3 Symptom Detection

Identifying symptoms is crucial for diagnosing and researching mental
health diseases (Walsh et al. 2020a).Therefore, detecting depressive symp-
toms may be highly beneficial for early detection from social media data.
In the symptom detection task, our goal is to determine if a sentence
is relevant to a depressive symptom or not. We formulate this task as a
binary classification problem, where the models detect if the sentence
is related to a depressive symptom (1) or not (0). For the T5 model, we
finetuned it by training T5 to generate "true" or "false" tokens. Table 6.3
shows the results of all our methods considered for symptom detection.
The results in Table 6.3 show that all the methods have relatively high

F1 and AUC, with AUC scores ranging from 0.83 to 0.95, and F1 scores
from 0.62 to 0.83. We can see that the transformer-based models, except
BERT-mini, performed better than methods based on textual features
(TF+IDF and LIWC).The results also show that the standard BERTmodel
and T5 perform similarly despite T5 being pre-trained on a larger corpus
of data. In line with prior research (Ji et al. 2022; Zhang et al. 2022b), the
model pre-trained on mental health-related corpora (MBERT) achieved
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BERT BERT-mini MBERT

T5 TF-IDF+LR LIWC

Figure 6.3: Confusion matrices showing the predictions accuracy of our symp-
tom detection methods.

higher scores in almost every metric. The models seem to perform worse
in terms of precision, with MBERT obtaining the best value (0.74) and
LIWC with the worst (0.49).
To better understand these results, Figure 6.3 provides a visual repre-

sentation of the distribution of true and false predictions made by each
of our classification models. These numbers show that the transformer-
based models have a high ratio of true positives, from 0.94 (BERT-mini)
to 0.98 (T5 and BERT).The percentage of false negatives for these models
is small, with less than 0.06 in all cases. On the other hand, the number
of false positive errors is higher. In the mental health domain, missing
an individual at risk of being reviewed by professionals, is much more
worrying than therapists examining a healthy person. For this reason, a
good prediction performance for false negatives is crucial. Finally, we can
also observe that the prediction errors of the methods using the textual
features have the lowest accuracy overall.

6.3.4 Symptom Detection - Generalization

Recent studies have demonstrated the low generalizability of mental dis-
ease detectionmodels (Harrigian et al. 2020). In this experiment, we want
to analyze whether models trained on the BDI-Sen data can generalize to
detect symptoms from other mental illnesess. We evaluated this premise
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using the PsySym dataset (Zhang et al. 2022b). The mental disorders
covered by PsySym are depression, anxiety, attention deficit hyperactivity
disorder (ADHD), bipolar disorder, obsessive-compulsive disorder (OCD),
post-traumatic stress disorder (PTSD) and eating disorder. We aimed to
test the ability of our models to generalize across these conditions, given
the potential overlap in symptom expression between different mental
disorders. For this purpose, we used the same models in the symptom
detection task6 trained in BDI-Sen and tested them over the symptoms of
the seven mental disorders of PsySym.
Table 6.4 shows the results of ourmodels on the PsySym data.The num-

ber of positive test sentences for each disease is indicated between brackets.
We also display their number of common symptoms with the BDI-Sen
symptoms (third row). We only considered positive sentences of each
illness and reported the precision that the models achieved. Based on the
figures, deep learning methods exhibited good generalization capabilities
to other mental diseases. However, a significant performance gap exists
between the models using textual features (TF-IDF and LIWC+SVM)
and transformer-based ones. Specifically, the best-performing model, T5,
achieved an average accuracy of 0.81 across the symptoms for all diseases.
Meanwhile, the worst (TF-IDF+LR) had a precision of only 0.44.
These results suggest that the models trained on our dataset can gener-

alize well to symptoms from other mental diseases. However, as shown in
theDisease Average row 6.4, the performance varies among illnesses, indi-
cating that some disorders may be more challenging to detect than others.
Unsurprisingly, the models have their best accuracy when evaluated in
depression, with an average of 0.81. For the other diseases, the results
suggest that the more symptoms they share with BDI-Sen, the better
the model performs. Specifically, we achieved at least 0.70 accuracy in
anxiety, bipolar disorder, OCD, and PTSD. In contrast, the worst results
correspond to ADHD and eating disorders, with accuracy numbers of
0.59 and 0.51, respectively. Conducting these types of multi-disease anal-
yses may provide valuable insights into the similarities and differences
between different mental health conditions, potentially leading to new
avenues of research.

6.3.5 Symptom Severity Classification

In this experiment, we aim to classify the sentences from BDI-Sen based
not only onwhether they are relevant to the symptombut according to the

6 The experimental settings remains the same as the described in § 6.3.2.
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Table 6.4: Generalization ability results of ourmodelswith othermental diseases.
The Table shows the precision of the proposed sentence classification
models when confronted with the positive sentences for the different
disorders from the PsySym dataset Zhang et al. 2022b. Second row
displays the number of test sentences from that disease. In the third
row, c.s. (common symptoms) refers to the number of symptoms that
are in common between the disease and BDI-Sen.

Method
Depression Anxiety ADHD Bipolar Disorder
(1433 sent.) (2822 sent.) (528 sent.) (1131 sent.)
(14 c.s.) (19 c.s.) (4 c.s) (14 c.s)

TF-IDF+LR 0.60 0.46 0.30 0.55
LIWC+SVM 0.69 0.73 0.46 0.53
MBERT 0.88 0.80 0.61 0.82
BERT 0.89 0.80 0.71 0.84
BERT-mini 0.85 0.84 0.74 0.79
T5 0.93 0.87 0.72 0.87

Disease Average 0.81 0.75 0.59 0.73

OCD PTSD Eating Disorder
Method Average(449 sent.) (1284 sent.) (907 sent.)

(2 c.s) (5 c.s) (4 c.s)

TF-IDF+LR 0.43 0.43 0.33 0.44
LIWC+SVM 0.64 0.62 0.49 0.59
MBERT 0.83 0.82 0.48 0.75
BERT 0.79 0.82 0.58 0.78
BERT-mini 0.62 0.69 0.58 0.73
T5 0.87 0.82 0.58 0.81

Disease Average 0.70 0.70 0.51 0.68
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Table 6.5: Symptom severity classification results of our methods considering
all the BDI-II severity levels and control sentences.

Method
Severity 0 Severity 1 Severity 2

Micro F1 P R F1 P R F1 P R F1

TF-IDF+LR 0.79 0.15 0.30 0.20 0.55 0.27 0.36 0.21 0.23 0.22
LIWC+SVM 0.76 0.00 0.00 0.00 0.80 0.24 0.37 0.00 0.00 0.00
MBERT 0.80 0.35 0.08 0.13 0.52 0.37 0.43 0.32 0.22 0.26
BERT 0.77 0.24 0.01 0.10 0.56 0.32 0.40 0.34 0.19 0.24
BERT-mini 0.70 0.05 0.50 0.09 0.89 0.25 0.39 0.03 0.33 0.05
T5 0.66 0.12 0.05 0.07 0.09 0.09 0.09 0.06 0.06 0.06

Severity 3 Control

P R F1 P R F1

TF-IDF+LR 0.41 0.37 0.39 0.87 0.96 0.92
LIWC+SVM 0.03 1.00 0.06 0.83 0.95 0.89
MBERT 0.44 0.39 0.42 0.86 0.99 0.92
BERT 0.25 0.20 0.22 0.82 0.99 0.90
BERT-mini 0.00 0.00 0.00 0.83 0.98 0.90
T5 0.09 0.07 0.08 0.76 0.83 0.80

declared severity level. This task represents a step forward from our pre-
vious experiments enabled by the weak labels we provide in the BDI-Sen
from the users’ response to the BDI-II. By identifying the severity of each
symptom, mental health detection models may provide a more nuanced
and accurate diagnosis of an individual’s situation. We formulate the
task as a multi-classification problem. The models classify each sentence
severity according to the BDI-II schema, with the levels ranging from
0 to 3. We refer the reader to Table 6.2 to see descriptions and example
sentences from our datasets of the severity levels. In this experiment, we
used the same text classification models trained in a multi-class setting
and considered two experimental variants:

1. The first experiment considers all severity levels, which includes a
separate category for control sentences that were randomly selected (i.e.,
unrelated to any symptom). The aim was also to investigate whether
the multi-class classification models may distinguish sentences talking
about the symptom in a non-negative way (severity level 0) from those
unrelated to the symptoms (control). Table 6.5 presents the results of our
classification methods under this setting. We can observe a significant
decrease in performance compared to the symptom detection experi-
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ments, where only two classes were considered. Although all methods
achieved a reasonably good Micro F1 score due to the large number of
control sentences in the test set, there was poor performance in sentences
in non-control classes. Furthermore, the gap in performance between
the transformer-based and textual feature models is reduced, with T5 be-
ing the worst-performing method. MBERT remains the top-performing
model across all severity levels.

To further analyze these results and examine prediction errors be-
tween categories, Figure 6.4 (a) presents the confusion matrices for the
best-performing method (MBERT). The matrix shows very few misclas-
sification errors between severities that are far apart. For instance, for the
True sentences with severity label 3, none of them were labelled as 0 or
control sentences. Similarly, for the sentences with severity level 2, only
6% of them were misclassified with the level 0, and none of them were
misclassified as control. Overall, most prediction errors occurred between
severity levels 1, 2 and 3, indicating that the models find it challenging
to correctly distinguish between categories with subtle differences. The
obtained results highlight the challenge of accurately classifying sentences
of symptoms based on their graded severity. To enhance the performance
of our models in this regard, it would be beneficial to employ a labeling
methodology that involves a substantial number of sentences manually
labeled by domain experts.

2. After analysing the above results, we performed an additional exper-
iment, combining in one class the control and labelled sentences with
severity level 0. The rationale behind this is that, when using severity
detection approaches, the main practical interest would be to detect high-
risk sentences. Both severity level 0 (i.e., no risk) and control sentences
may not providemuch value to support the diagnosis (they would sum up
zero to the BDI-II final score). The more severe and negative symptoms
expressions are more likely to require attention. Therefore, we grouped
them to investigate this more practical scenario.

Table 6.6 shows higher Micro F1 values than the previous experiment.
The accuracy of this new class is higher for all models than the one of
the control class from previous results. However, even on most occasions,
their F1 values are improved, the models still struggle to distinguish be-
tween severity levels with risk. MBERT is still the top-performing model,
and its F1 scores for severity classes were 0.46, 0.25, and 0.41. T5 con-
tinues to be the worst model in this multi-class scenario. Finally, we also
included the confusion matrices of the MBERT model in Figure 6.4 (b).
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Table 6.6: Symptom severity classification results considering grouping the
BDI-II severity level 0 and control sentences.

Method
Sev. 0 + Control Severity 1

Micro F1 P R F1 P R F1

TF-IDF+LR 0.83 0.91 0.96 0.93 0.45 0.32 0.37
LIWC+SVM 0.84 0.94 0.93 0.93 0.54 0.31 0.40
MBERT 0.86 0.93 0.98 0.95 0.54 0.40 0.46
BERT 0.85 0.92 0.99 0.95 0.58 0.34 0.43
T5 0.75 0.85 0.88 0.86 0.15 0.16 0.15

Severity 2 Severity 3

F1 P R P R F1

TF-IDF+LR 0.26 0.22 0.24 0.38 0.35 0.37
LIWC+SVM 0.00 0.00 0.00 0.00 0.00 0.00
MBERT 0.32 0.20 0.25 0.41 0.40 0.41
BERT 0.18 0.17 0.17 0.35 0.41 0.38
T5 0.00 0.00 0.00 0.20 0.14 0.16

As in the previous experiment, the matrices reveal that most misclassi-
fications occur between adjacent severity levels. Specifically, only 3% of
the sentences with severity level 3 were mislabeled as severity level 0.

6.4 conclusions

In this chapter, we presented BDI-Sen, a symptom-annotated dataset for
depression that includes manually labelled sentences addressing the 21
BDI-II symptoms. By leveraging the eRisk2019 collections as data source,
our dataset provides binary relevance labels for the BDI-II symptoms and
weak labels regarding their severity level. We designed a retrieval phase
to filter-out candidate sentences based on the descriptions of the BDI-II
elements, and three experts decided the actual relevance of the candidates.
We explored this resource, revealing linguistic and emotional differences
among the symptoms. Moreover, we performed two main experiments
with state-of-the-art models trained solely on BDI-Sen: symptom detec-
tion and symptom severity classification, including an extensive error
analysis for both tasks. The good generalization ability of our models
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(a) Control sentences separated
from 0 level.

(b) Control sentences grouped
with 0 level.

Figure 6.4: Confusion matrices of our best method (MBERT) classifying differ-
ent symptom severity levels.

further underlines the usefulness of BDI-Sen as a resource for developing
robust mental health detection models.



7
THE ROLE OF LLMS AS ASSESSORS OF
PSYCHOLOGICAL MARKERS

In the preceding chapter, we presented BDI-Sen, a dataset consisting of
sentences annotated with symptoms related to depressive disorder. This
comprehensive dataset encompasses all the symptoms present in the
BDI-II. In addition to releasing and analyzing this dataset, we conducted
a series of experiments to explore its applicability in various tasks.The aim
was to advance models that leverage symptom markers and enhance the
robustness of mental health detection models. Aligned with this purpose,
the eRisk 2023 initiative fosters research on this area and has recently
proposed a new ranking task focused on developing search methods
to find sentences related to depressive symptoms. This search challenge
relies on the symptoms specified by the BDI-II. In line with our efforts
to improve and expand such collections, in this chapter, we continue
this line of work by releasing DepreSym.The creation of this dataset is
based on the participant systems’ results, consisting of 21 580 sentences
annotated according to their relevance to the 21 BDI-II symptoms.
In this resource, the labelled sentences come from a pool of diverse

ranking methods, and the final dataset serves as a valuable resource for
advancing the development of models that incorporate depressive mark-
ers such as clinical symptoms. Due to the complex nature of this relevance
annotation, we designed a robust assessment methodology carried out
by three expert assessors (including an expert psychologist). Addition-
ally, we explore here the feasibility of employing recent Large Language
Models (ChatGPT and Generative Pre-trained Transformer (GPT-4)) as
potential assessors in this complex task. We undertake a comprehensive
examination of their performance, determine their main limitations and
analyze their role as a complement or replacement for human annotators.
The contributions and dataset presented in this chapter are currently
available on arxiv (Pérez et al. 2023) and have been previously submitted
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to the 46th European Conference on Information Retrieval (ECIR), and
it is currently under review.

7.1 introduction and motivation

Inspired by clinical practice, there has been a growing interest in design-
ing predictive models that focus on identifying depressive symptoms.
These approaches diverge from traditional depression screening models
that rely on the presence of general markers, which are based on the
use of engineered features (e.g., word counts, emotion levels, posting
hours). However, these features offer less personalized and interpretable
solutions (Harrigian et al. 2020; Walsh et al. 2020a). Based on this idea,
recent studies, like the ones commented in previous chapters, have shown
the potential of symptom-based detection models (Nguyen et al. 2022b;
Pérez et al. 2023b; Pérez et al. 2022; Zhang et al. 2022a).
Two recent studies have attempted to fill this void by constructing fine-

grained datasets that label depressive symptoms at sentence level (Perez
et al. 2023; Zhang et al. 2022a). The first paper contributes to this line
of research by introducing DepreSym, a dataset to encourage the devel-
opment of models that rely on symptom-level screening of depression.
DepreSym consists of 21 580 sentences that are labeled in terms of their
relevance to the BDI-II symptoms1. This resource comes from a shared-
data ranking task introduced in the CLEF 2023 eRisk Lab2. To construct
our dataset, three expert assessors annotated a pool of sentences associ-
ated with each symptom.The candidate sentences were obtained using
top-k pooling from the relevance rankings designed by the participants in
the task, with a total of 37 different ranking methods presented. Pooling
over the participants’ results helps increase the diversity of the candidate
sentences.
The assessors were instructed to consider the candidate sentences as

relevant if they were on-topic but also provide explicit information about
the individual state related to the symptom. This two-side notion of
relevance is more complex compared to previous works, requiring us
to develop a robust annotation methodology with formal assessment
guidelines. To validate the effectiveness of our methodology, we calculate
the inter-rater agreement and conduct further analysis of the resulting
set of judgements.

1 https://erisk.irlab.org/depresym_dataset.html
2 https://early.irlab.org/

https://erisk.irlab.org/depresym_dataset.html
https://early.irlab.org/
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High-quality assessments are essential to obtain accurate and reliable
results (Büttcher et al. 2007), and annotations need to be consistent, un-
biased, and representative of the task at hand. Low-quality assessments
potentially lead to inaccurate evaluations and unreliable conclusions (Sc-
holer et al. 2011). Manually annotating test collections requires significant
human effort, frequently requiring domain experts. Consequently, sev-
eral steps have been taken to reduce the cost and biases of the labelling
process (Moghadasi et al. 2013; Sakai 2009). With the incredible devel-
opment of LLMs, a potential application of these models is to assist in
tasks such as relevance labelling. This represents a natural advance, as
was the replacement of TREC annotators by crowdsourcing (Alonso and
Mizzaro 2009).
Initial steps were taken byGilardi and his colleagues (Gilardi et al. 2023)

demonstrating that ChatGPT outperforms crowd-workers for a tweet
annotation task. Other researchers focused their efforts on improving
their performance as annotators through prompt engineering (He et al.
2023). Faggioli et al. (2023) tested the accuracy of LLMs for annotating
two TREC test collections. In this chapter, we intend to go one step
further by evaluating the most recent LLMs for a highly demanding
annotation task. Specifically, we put them under scrutiny for assessing
the relevance of sentences given specific BDI-II symptoms. Thus, we
are considering a scenario where the two-side relevance notion is more
complex (i.e., on-topic and providing explicit information about the
individual). Moreover, the context is much shorter (i.e., only judging
short sentences). To study this effect, we analyse the agreement between
human annotations, including those coming from experts in the field,
and machine annotations.
In this part of the thesis, we explore the ability of recent state-of-the-art

LLMs to annotate the dataset. Specifically, we employ the latest versions
of GPT conversational applications (ChatGPT (Forbes 2022) and GPT-4
(OpenAI 2023)) as complex relevance assessors. One of the main advan-
tages of LLMs is their ability to accurately process large amounts of data,
which can significantly reduce the time and effort required for manual
assessment. Comparing the performance of LLMs with human assessors
provides insights into the strengths and limitations of both approaches.
Human assessors are considered the gold standard for relevance assess-
ment, but they are also subject to biases and errors that can affect their
performance. Examining the performance of LLMs in relation to humans
can help us to understand how well these models can replicate human
behaviour.
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7.2 resource

This section describes the construction of DepreSym, a resource derived
from Task 1 of the eRisk 2023 Lab.This is a novel task that consists of iden-
tifying sentences that are indicative of the presence of clinical symptoms
from the individuals who wrote these sentences.
As in the rest of this thesis, we follow the BDI-II, a well-studied clinical

questionnaire. It includes emotional (Pessimism or Sadness), cognitive
(Indecision) and physical (Fatigue) symptoms (Beck et al. 1996a). The
sentences come from a large corpus of users’ posts that were written
by multiple social media users, coming from the Reddit platform. The
users’ posts were segmented into sentences and a TREC-style collection
was created (3 807 115 sentences from 3107 unique users). All extracted
sentences were public and Reddit terms allow the use of its contents for
research purposes.

Table 7.1: Examples of sentences for the symptom Loss of Energy. Sentences are
paraphrased for anonymity purposes.

Relevance Sentence

0 “Learn new ideas consumes energy, but builds neural connections.”
“Low electrolytes can cause a person to feel low on energy.”

1 “Even brushing my teeth is too exhausting for me right now.”
“I became constantly lethargic, drowsy, and unable to concentrate.”

The eRisk participants were given the full collection of sentences and
were asked to submit 21 rankings of sentences (one for each BDI-II symp-
tom) ordered by decreasing relevance to the symptom. Each participant
team could submit up to 5 variants (runs) and each ranking had up to
1000 sentences. Prior to annotation, we obtained candidate sentences by
following a top-k (k = 50) pooling approach on the submitted runs (37
runs from 10 different teams). Table 7.1 provides two examples of candi-
date sentences annotated as relevant and non-relevant for the symptom
Loss of energy. Note that all sentences in the Table are somehow on-topic,
but only those in the lower block were labelled as relevant. These two
relevant sentences offer insights into the individuals’ state related to the
BDI-II symptom.This stringent notion of relevance adds complexity to
the labelling process. The first block of Table 7.2 reports the total number
of annotated and relevant sentences. Here, the number of relevant sen-
tences corresponds to the ones unanimously agreed upon by all human
assessors. We can see that the number of relevant sentences is substan-
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tially low, with the 11% of the sentences annotated as relevant from the
pool of candidates (pool sizes ranging from 829 to 1150 sentences). The
number of relevant sentences ranges from 21 to 260. The rest of the
blocks correspond to the annotations agreement among the symptoms,
explained in Subsection 7.4.1.

7.3 manual annotation processs

A sentence should be considered relevant only if it provides "information
about the individual state related to the BDI-II symptom". To that end,
we designed a set of instructions that guide the assessment process 3. The
guidelines were given to the human annotators and, additionally, these
textual instructions were used to prompt the LLMs in our evaluation of
automatic judgements.
We selected three human assessors with different backgrounds: a field

expert (background in Psychology), a PhD student and a Postdoc (both
with backgrounds in Computer Science). First, we asked them to label the
pools of the first three BDI-II topics. At this point, judges were allowed
to mark sentences as “undecided”. Next, we calculated pairwise, Cohen’s
Kappa to assess the agreement between single raters, and Krippendorff ’s
Alpha for ordinal scales to evaluate the agreement between all raters 4.
Kappa values ranged between 0.18 and 0.51, with a median of 0.38 for the
three initial symptoms. Mean Krippendorff ’s α was 0.32. These Kappa
values indicate low average agreement, and α falls below the desirable
limit of α ≥ 0.667 for reliable annotations (Krippendorff 2018; McHugh
2012).
Next, we had a briefing with the three annotators to resolve ambigui-

ties and make the assessments more consistent. After this meeting, they
were asked to relabel again the three initial symptoms. This time, “un-
decided” labels were not allowed. Cohen’s Kappa ranged between 0.30
and 0.68 with a median of 0.55. Mean Krippendorff ’s α increased up to
0.51, but still below the recommendable limit. The agreement analysis for
the overall assessments (over the 21 BDI-II symptoms) led to Cohen’s
Kappa between 0.58 and 0.65 (median of 0.58) and Krippendorff ’s α
of 0.60. These figures are much higher than those obtained before the
briefing. This suggests that the annotation process was solid but, still, the
agreement scores are moderate, reflecting the difficulty of the task. In any
case, we produced two types of relevance assessments, consensus and

3 https://erisk.irlab.org/guidelines_erisk23_task1.html
4 The inter-rater agreement metrics are described in the evaluation Section 3.2.

https://erisk.irlab.org/guidelines_erisk23_task1.html
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Table 7.2:Number of sentences and annotations agreement (in percentage) statis-
tics per symptom.
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majority, and consider the first as a high-quality container of sentences
that are unambiguously relevant. We compare both assessments in the
next section.
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7.4 llms as automatic annotators

We present the results of the agreement between the human annotators
and the two LLMs regarding sentences’ relevance to depressive symptoms
in Table 7.3. The analysis is conducted for the two classes of ground
truth annotations: (i) Consensus, where relevant sentences are identified
by all human assessors, and (ii)Majority, where relevant sentences are
identified by at least two human annotators.
Under the consensus ground truth, ChatGPT accurately identified 95%

of the relevant sentences, compared to 93% for GPT-4. However, both
models struggled to correctly identify sentences marked as non-relevant
(accuracies of 51% and 75% for ChatGPT and GPT-4, respectively). This
trend persists for the majority ground truth, but the correlation with
human judgements shows a significant improvement. The Cohen’s κ level
of agreement increases from 0.18 to 0.38 for ChatGPT and from 0.38
to 0.57 for GPT-4. These figures indicate a considerable increase in the
performance of GPT-4 compared to ChatGPT. Another finding is that
the “non-relevant” predictions of the models tend to be trustworthy. For
instance, ChatGPT identified correctly 9832 out of 9945 non-relevant
sentences. However, the predictions of relevance are much noisier. This
suggests that LLMs could be the basis of a hybrid annotation approach
that we will further discuss in Section 7.5.

Table 7.3: Agreement between each LLM and two types of ground truth (con-
sensus and majority).

LLM Prediction Consensus Majority

Rel. Not Rel. κ Rel. Not Rel. κ

ChatGPT Rel. 2358 9277 0.18 4241 7394 0.38
Not Rel. 113 9832 290 9655

GPT-4 Rel. 2296 4755 0.38 3916 3135 0.57
Not Rel. 175 14354 615 13914

7.4.1 Symptom-based Agreement

Table 7.2 also displays the agreement statistics for each symptom. In
the second block, we report the percentage of agreement between GPT-
4 and the two classes of ground truth. The agreement percentages are
generally stable across all symptoms. These percentages are higher for
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majority (82.63%mean overall) compared to consensus (77.04%). More-
over, ChatGPT achieved substantially lower agreement values (65% and
56%, respectively)5.
We further conducted a comparison between the annotations provided

by GPT-4 and each human annotator, reported in the last three blocks
of Table 7.2. We made pairwise comparisons between GPT-4 and each
human annotator. To that end, the reference ground truth was obtained
from the consensus of the two remaining human annotators. For example,
to compare the PhD student vs GPT-4 we ran them against the ground
truth of relevant sentences obtained from the postdoc and the psycholo-
gist. In all cases, each human annotator achieved a higher percentage of
agreement than GPT-4. Only in one symptom (Pessimism) against the
PhD student, GPT-4 achieved a higher percentage of agreement (75.57%
vs 70.52%, respectively). The humans led to mean scores (last column of
the lower table) that were substantially higher than those achieved by
GPT-4 (greater than 85% while GPT-4 was always lower than 80%). By a
narrow margin, the psychologist was the human who produced superior
agreement scores.

7.4.2 Inter-rater Agreement and Correlation of Systems Rankings

7.4.2.1 Inter-rater Agreement

The inter-rater agreement, measured using Cohen’s κ between ChatGPT
and the human annotators, ranged from 0.29 to 0.32, with a median value
of 0.31. For GPT-4, the Cohen’s κ scores ranged from 0.52 to 0.54, with a
median of 0.53. Additionally, Krippendorff ’s α for the combination of the
three human annotators and ChatGPT was 0.40, while Krippendorff ’s
α with GPT-4 was 0.56. These results confirm the previous findings that
GPT-4 is a more reliable annotator compared with ChatGPT.

7.4.2.2 Systems Rankings Correlation

We compared the ranking of the 37 participating search systems obtained
with the official assessments (consensus of the three human assessors)
against a hypothetical ranking based on assessments from a single anno-
tator. To that end, we ranked the systems by decreasing Mean Average
Precision (MAP) and compared the rankings with Kendall’s τ andAPCor-
relation (τap6) (Yilmaz et al. 2008). This analysis allows us to explore to

5 We did not include ChatGPT’s results in Table 7.2 due to page limitations.
6 τap assigns greater weight to errors made to the systems positioned higher in the ranking.
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what extent the use of a single annotator alters the system’s rankings. We
refer to the reader to the Evaluation Section 3.2 for a detailed description
of both metrics.

Table 7.4: Correlations between the official ranking of systems (consensus qrels)
and the ranking of systems obtained from the qrels of a single annota-
tor.

Annotators

GPT-4 Psychologist Postdoc PhD student

Kendall τ 0.86 0.98 0.95 0.94

τap 0.81 0.97 0.91 0.88

Looking at the results in Table 7.4, we can observe that GPT-4 yields
a high correlation (0.86 and 0.81), although lower than the correlation
levels achieved by the human annotators. Note that the human assessors
were involved in the construction of the official qrels, while GPT-4 was
not part of the official evaluation process. The results also suggest that
the assessment effort could have been reduced by involving a single hu-
man assessor. Notably, the psychologist correlates nearly perfectly with
the official consensus-based ranking (0.98). The correlations suggest a
relative order among human annotators, Psych > Postdoc > PhD student,
which is a natural consequence of their domain knowledge and level of
experience. Lastly, AP correlation and Kendall’s τ show similar trends
and, thus, the rankings from individual judges do not seem to induce
major swaps at the top-ranked positions.

7.5 discussion

Our results suggest that LLMs are significantly better at identifying sen-
tences marked as relevant in the ground truth compared to non-relevant
ones.This finding deviates from the tendencies observed in prior research
(Faggioli et al. 2023), wherein varying patterns emerged based on the
specific dataset. We believe our results give grounds to propose a new
efficient hybrid labelling strategy, where LLMs act as filters that automati-
cally remove non-relevant sentences from the pools. As shown in Table
7.3, the “non-relevance” predictions of LLMs are quite accurate and, thus,
the human annotation effort could be reduced to review those sentences
estimated as relevant by the LLM.Thus, GPT-4 would reduce the human
workload by approximately 68%, eliminating the need to annotate around



104 the role of llms as assessors of psychological markers

15 000 sentences. Considering that the average human effort per assessor
was 70 hours (21 580 sentences), this reduction would save around 49
hours of work per human. Furthermore, reducing the burden on human
annotators could potentially lead to improved annotation quality and
allow for an increase in the size of the annotation pool, allowing for more
documents to be reviewed.

7.6 conclusions

In this chapter, we presentedDepreSym, a novel resource to foster research
on new depression screening models that rely on symptom markers at
sentence level. The annotated sentences were obtained from a pooling
approach that utilised multiple search systems and a thorough assessment
method involving domain experts. We also reported here our endeavours
to evaluate the capabilities of LLMs as relevant sentence annotators. We
found that these models, particularly GPT-4, are promising but still make
many false positive errors. Related to this, we further intend to explore
the capabilities of other models, such as LLaMA (Touvron et al. 2023),
and implement hybrid annotation approaches where the LLMs act as
filters of non-relevant sentences.



8
PSYPROF: A PLATFORM FOR ASSISTED
SCREENING OF DEPRESSION IN SOCIAL
MEDIA

The field of mental health detection models has witnessed significant
advancements, with numerous approaches developed for detecting and
assessing various mental health conditions. However, effectively inte-
grating these models into clinical settings is a persistent challenge. As
discussed in previous chapters, health professionals emphasize the impor-
tance of models that rely on interpretable features, which can be easily
inspected and validated. Consequently, a new line of work has emerged,
focusing on developing solutions that integrate symptoms from different
clinical questionnaires as reliable markers.
The translation of symptom-based models from research articles into

practical tools holds great potential for advancing the integration of re-
cent models by health professionals. This transition may be crucial for
facilitating widespread adoption and maximizing the impact of these
models. In this chapter, we introduce PsyProf, an innovative monitoring
platform designed to screen depression in social media. The primary
objective of PsyProf is to provide a comprehensive solution for estimating
the severity level of depression in individuals by leveraging models that
detect the presence of recognized symptoms.
PsyProf serves a dual purpose: firstly, as a demonstrative platform show-

casing models for the task of severity estimation of depression. Secondly,
as a tool that can be employed by healthcare professionals to automate
user screening and validate the results. By offering automated assistance in
the screening process, PsyProf aims to improve efficiency and accuracy in
the identification and assessment of depression. To provide a broader con-
text for each individual, we have augmented our tool with user profiling
capabilities. This enhancement allows professionals to gain insights into
user data labelling, leveraging both depression estimators and profiling
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models. The contributions presented in this chapter have been previously
published in the 45th ECIR conference (Pérez et al. 2023a).
Throughout this chapter, we will explore the architecture and function-

ality of PsyProf and the underlying models used for depression severity
estimation. Furthermore, we will discuss the potential implications and
benefits of integrating such a platform into clinical practice, addressing
the challenges and opportunities it presents. By highlighting the signifi-
cance of PsyProf as a valuable tool for both researchers and healthcare
professionals in the field ofmental health assessment, we aim to contribute
to the advancement and practical implementation of symptom-based
models in clinical settings.

8.1 introduction and motivation

Social media platforms are channels people tend to consider comfortable
for expressing their honest feelings and concerns (Kauer et al. 2014), where
factors such as the anonymity status may influence people on a sincere
manifestation of their thoughts (Chancellor and De Choudhury 2020).
As exposed during this thesis, computational methods have obtained
promising results in detecting mental health states by exploiting this user-
generated data. There is a large body of prior work in assessing users at
risk from different mental disorders, such as suicidal ideation (Ramírez-
Cifuentes et al. 2020), eating disorders (Losada et al. 2019) or pathological
gambling (Parapar et al. 2021a). In this context, Major Depressive Disor-
der (MDD), also known as depression, attracted the attention of many
researchers, as it is one of the most common and debilitating mental
illnesses (Hollon et al. 2002). We can find rich bodies of work identifying
indicators that characterize depression based on user texts from different
social platforms, such as Twitter, Reddit and Facebook (Couto et al. 2022b;
De Choudhury et al. 2013a; Ríssola et al. 2021; Trotzek et al. 2018).
The solutions mentioned above obtained remarkable results in a va-

riety of datasets (Cohan et al. 2018; Yates et al. 2017) and benchmark
evaluations (Losada et al. 2019, 2020; Parapar et al. 2021a) that consider
depression and control groups. However, the integration of thesemethods
in clinical settings faces several challenges. Health professionals favour
models that base their decisions on interpretable features, as they need to
be inspected and validated (Walsh et al. 2020a). However, the exclusive
use of engineered features does not provide enough context to be inter-
pretable indicators (Coppersmith et al. 2018). Diverse studies have also
shown that the performance of mental health models is not stable across
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different social media platforms (Ernala et al. 2019; Harrigian et al. 2020).
To overcome these limitations, a new line of work focused on developing
solutions integrating symptoms from different clinical questionnaires as
reliable markers. In this regard, recent works demonstrated the potential
of symptom-based models in terms of performance, interpretability and
generalisation (Nguyen et al. 2022a; Pérez et al. 2022; Zhang et al. 2022a).
In this Chapter, we present PsyProf, a monitoring platform for assisted

screening of depression in social media. To measure the depression sever-
ity level of the individuals, we use models that estimate the presence of
recognized symptoms. For this purpose, and similar to previous chapters,
we use the symptoms of a validated clinical questionnaire, the BDI-II.
PsyProf also reports the BDI-II score, which is the sum of the option
responses to the 21 symptoms. The BDI-II score is associated with four
depression levels. Moreover, we have complemented our tool with user
profiling methods that can bring wider context when measuring at-risk
users. We use Reddit as the target platform due to its wide acceptance
in previous studies (Cohan et al. 2018; Parapar et al. 2021a; Yates et al.
2017), and our tool provides scalability to process the large amount of data
coming from this platform. Finally, the data from the social media users
can be downloaded to CSV format and can help create symptom-based
datasets with the inspection and labels coming from health professionals.
While several efforts have been made in the mental health detection

in social media field, few works have presented platforms that directly
integrate depression detection models from such media. There are, in-
deed, several platforms that have been developed to provide help and
support, facilitating interaction with individuals suffering from depres-
sion, allowing for valuable conversational engagements (Graham et al.
2020; Morris et al. 2015). To the best of our knowledge, only one other
platform with a similar orientation exists. Martínez-Castaño et al. (2020)
presented Catenae, a Python library that facilitates the construction of
scalable real-time streaming applications, exemplifying its potential in
social media screening tasks. In this work, the authors demonstrated
how Catenae can analyse Reddit publications to support the detection
of early signs of depression. Their work differs from ours in that they
use simple feature-based models to perform a binary classification of
depression. Consequently, their application offers limited insight into
their predictions, providing just a likelihood that a usermight be suffering
from depression. Furthermore, their application is not explicitly oriented
towards the professional healthcare community for direct interaction and
validation of model outcomes.
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8.2 psyprof

We conceived PsyProf both as a demonstration platform for models for
the task of severity estimation of depression and for being used by profes-
sionals for doing automated user screening and validation of the results.
This dual motivation is the reason for designing the platform’s use cases
that show the results to the professionals for validation and correction.
In this way, PsyProf is not only a proof-of-concept of the utility of the
automated models for massive screening but also a tool for obtaining
insights from the corrections or validations that the professionals make
based on the provided evidence.
Architecture and Implementation. Figure 8.1 illustrates PsyProf ’s

overall architecture, which consists of (1) a web-based front-end and
back-end built with the web framework Django. (2) A scalable system for
processing user publications from Reddit, built with Celery and Redis.
Our Application Programming Interface (API) calls to the Reddit API in
a asynchronously way. Therefore, the models can infer user estimations
without the need of waiting to process all the remanining data. As a result,
the clinicians and potential administrators of the platform can analyze
the inferences from the models in real time. (3) Two different REST APIs
regarding to the depression and profiling models that consume the calls
from the Celery workers. Furthermore, PsyProf is portable since all the
components run in a different Docker container orchestratedwithDocker
compose. This containerization approach ensures easy deployment and
scalability, making PsyProf a flexible and adaptable solution for different
environments and infrastructures.

Reddit API

Elastic Search

Data Storage

Worker


Worker

REST API

Model

Web Server

Celery Redis

Processing Estimator
API

Classifiers

Processing Profiler API

Classifiers
PostgreSQL

Data Storage

View
Web Client

Depression Estimator

Gender Profiler

Figure 8.1: PsyProf architecture overview.

User interface and interaction. PsyProf is a web application intended
to be used exclusively by clinical professionals where administrators can
run experiments related to profiling and estimating depression severity
levels from Reddit users. Figure 8.2 shows screenshots regarding the plat-
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form’s main functionalities. The clinicians have two ways of monitoring:
(1) In the upper left corner, we can see the form to obtain a pool of Reddit
users estimations. It contains five fields: (i) the subreddit from which to
obtain users. A subreddit is a specific Reddit community that is focused
on a certain topic. For example, there are subreddits related to mental
health problems or specific mental disorders, such as depression, eating
disorders or anxiety. (ii)The number of users to process, (iii) the number
of threads per user and (iv) comments per user to inspect. Finally, (v) the
platform also allows you to determine the corpus, as it let you structure
the users processed via different corpuses. After filling in these fields, the
application will obtain estimates of users that meet these characteristics.
(2) Moreover, PsyProf includes the feature to obtain the estimations of
specific users by introducing the Reddit username. The number of fields
are the same, but instead of selecting the subreddit, in this case, we only
have to introduce the specific nickname. The application also allows the
clinician to export all the data. This can be seen as a tool for creating new
unsupervised or supervised collections, and it can be very promising for
different research purposes. It includes the functionality to export the
data to JSON and CSV formats, and including as labels the depression
estimation and the profiling attributes of each user.

Figure 8.2:User interfaces related to the main functionalities of PsyProf.
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Data Inspection and Validation.When a clinician requests to pro-
cess users, PsyProf showcases the model estimations under the "Profiles"
view, as seen in the bottom screenshot of Figure 8.2. Within this view,
we have two categories of users: (1) Users not yet validated, labelled as
Not processed. (2) Validated users, labelled either Depression or No depres-
sion. A validated label indicates that a clinician has reviewed the model’s
predictions and has confirmed the depression risk assessment.
Both user categories are profiled based on attributes such as age, gen-

der, country, and personality. Currently, PsyProf has an API designed
specifically for gender profiling. However, its flexible platform design
allows for seamless integration of other profiling tools linked to different
attributes. The gender profiling tool displays gender information only
when the model’s confidence level exceeds a preset threshold. If not, the
label Unknown appears.
A primary functionality of PsyProf is its capability to assess symptoms

as clinical markers, which can be viewed at the top of Figure 8.2.Thus, the
integrated models within PsyProf can automatically predict responses to
the BDI-II symptoms, allowing clinicians to view the predicted responses
for all symptoms. Additionally, the platform computes the total BDI-II
score, indicating the user’s associated severity level. These models also
emphasize the user’s most pertinent comment regarding the symptoms
to provide decision context. It is pivotal to recognize that these model-
generated responses are not absolute. The platform empowers clinicians
to manually modify any decision, if clinicians consider it neccesary.
Models.We utilize two distinct models for user estimations:
1) The depression estimator, which predicts responses to the 21 symp-

toms of the BDI-II questionnaire, effectively filling it out automatically
(refer to the right component in Figure 8.1). For this purpose, we use
the Sense2Vec model from Pérez et al. (2022), which is based on the use
of word embeddings to capture the semantics of the symptom options.
The predict these options, Sense2Vec compares the similarity of each
option with the user embedding representation1. To do so, we index the
embeddings from the training texts associated to each symptom option
in an Elasticsearch index and perform a vector search using the test user
embedding as query. Following this approach, we can compare test users
with the options of the BDI-II. Sense2vec training data corresponds to
the eRisk2019 collections (Losada et al. 2019), obtained from Reddit.

2) The gender profiler, which includes a set of models for author profil-
ing based on the work of Piot-Perez-Abadin et al. (2021) using as training

1 We refer the reader to the Chapter 4 for more information about the depression detection
model
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data the collections from PAN Author Profiling shared task. This task
belong to the CLEF campaign in 2019 (Rangel and Rosso 2019). The au-
thors used feature engineering to calculate the most relevant text features
from the corpus. Specifically, they experimented with three main types of
features (sociolingusitic, sentiment analysis and topic modelling). Within
the sociolinguistic features, they included repeated alphabets, emojis,
the use of personal pronouns or Part-of-Speech (PoS) information. Re-
garding the sentiment analysis, the authors used the NLTK sentiment
analysis analyzer to extract the sentiment scores for each user. Finally,
with respect to the topic modelling part, they applied Latent Dirichlet
Allocation (LDA) to obtain the twenty most significant topics per user.

8.3 conclusion

In this chapter, we introduce PsyProf, a web platform for assisted examina-
tion and monitoring depressive symptoms in social media users. PsyProf
is conceived as a demonstrative platform to produce effective depression
screening tools. To improve the interpretability of the decisions, the plat-
form also includes a gender profiler model, which allows to improve the
context.
PsyProf does not intend to replace health professionals but rather to

complement their work. Due to the sensitive nature of the mental health
domain, we do not provide public access to the platform. Instead, we
provide a demonstration video2 and the source code of the platform
and the profiler models are publicly available34. Finally, and following
eRisk policies, the depression models will be available under research
data agreement.

2 https://irlab.org/psyprof.mp4
3 https://github.com/palomapiot/early
4 https://github.com/palomapiot/profiler-buddy

https://irlab.org/psyprof.mp4
https://github.com/palomapiot/early
https://github.com/palomapiot/profiler-buddy
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9
CONCLUSIONS AND FUTURE WORK

This concluding chapter summarizes the primary conclusions of this
doctoral thesis. We also delve into the ethical nuances associated with
detecting mental health markers in social media. Finally, we provide
future work suggestions.

9.1 conclusions

In this thesis, our research aim was to investigate the development of
models based on clinical symptoms to identify depressive signs. We ad-
hered to an accepted clinical questionnaire by considering the symptoms
covered in the BDI-II. Using this questionnaire, we explored classifica-
tion frameworks for depression severity estimation of social media users.
We also explored the construction of new resources for helping the de-
velopment of new symptom-based models. Finally, and with the aim of
a practical integration of depression detection models, we incorporate
our contributions into a demonstrative platform to be used by health
professionals. In the following, we present in more detail the findings of
this work.
In part ii, we proposed different classification frameworks to auto-

matically estimate the 21 symptoms of the BDI-II questionnaire from
online user-generated content. To this aim, in Chapter 4 we used word
embeddings to explore the presence of BDI-II symptoms depending on
their sensitivity. Sensitivity refers to users’ inclination to discuss the symp-
toms openly. To validate this idea, we proposed two methods: 1) General
symptom-classifiers designed to capture general language patterns from
social media users and 2) Direct-symptom classifiers aimed at identifying
explicit mentions of symptoms. Our experimental findings showed the
effectiveness of our approaches in estimating depressive states. At the
same time, the methods are also flexible and easy to interpret.
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Furthermore, outcomes from our symptom-by-symptom analysis indi-
cated that some symptoms are more challenging to capture than others.
As a result, individuals might be more predisposed to discuss certain
symptoms publicly on social platforms. Such tendencies highlight the
importance that the stigma and other external factors play in symptom
manifestation.
InChapter 5, we built upon thework presented in the preceding chapter,

introducing a classification pipeline that estimates depression severity
through semantic similarities. Again, we designed symptom-classifiers
aligned with the BDI-II symptoms. In this work, we focus on selecting
users’ posts related to depressive symptoms by exploring different data
selection strategies. Once we selected the most risky posts from the test
user, we produce a semantic ranking that gives training labelled sentences
that we know they are associated with depressive symptoms. Subsequently,
we utilize the training sentences derived from these rankings as evidence
for predicting symptoms severity in users. We rely on pre-trained models
with SBERT to calculate the semantic similarities. This new approach
surpassed our previous results, achieving state-of-the-art performance in
two different collections in terms of measuring the depression level of
individuals. More specifically, our best method correctly estimates at least
50% of the depression levels for both collections. To construct the training
sentences, we also proposed an annotation schema to obtain them. Finally,
we illustrated how our semantic pipeline provides interpretability of the
symptom decisions.
The development of depression detection models based on symptom

markers is important. Yet, the foundation of such models (i.e., the data
they rely upon) is equally significant. Moreover, this is even more impor-
tant considering that the use of symptoms is a recent line of research, and
there was only one dataset in the literature dedicated to symptommarkers
on social media (Zhang et al. 2022b). Constructing robust datasets allows
models to observe different symptom manifestations and can help them
to have better performance and generalisation. In Chapter 6, we presented
BDI-Sen, a symptom-annotated sentence dataset for depressive disorder.
BDI-Sen contains 4973 annotated sentences covering the 21 symptoms
from the BDI-II. For the dataset construction, we designed an initial
retrieval stage by filtering candidate sentences that may be relevant to
each symptom. After the candidate selection, we followed a manual anno-
tation schema carried out by three assessors. Outcomes from the overall
annotation results revealed that the number of sentences annotated as
negative is always higher than positive. Only the 17% of candidates were



9.1 conclusions 117

annotated as positive, which reflects the challenge of retrieving sentences
associated with depressive symptoms.
Furthermore, we conducted an depth symptom-by-symptom analysis,

examining the linguistic and emotional features of both positive and
negative sentences. In terms of word distribution, we observed lower
differences when comparing positive and negative groups for most of the
symptoms. Nonetheless, for certain symptoms, there were notable vari-
ances in the eight primary emotions between the depressive and control
groups, using the NRC lexicon of Mohammad and Turney (2013). For
instance, for the symptom Social Issues, we found many more emotional
terms linked to emotions of fear and sadness.
We further carried out an experimental analysis to assess the impact

of this dataset in two different classification tasks: 1) Symptom Detection
and 2) Symptom Severity Classification. To do so, we employed various
types of LLMs formulated as classifiers. In the symptom detection task,
our trained models showed a great prediction performance for detect-
ing relevant sentences to depressive symptoms. Moreover, in alternative
experiments, we showcased their good generalization ability when con-
sidering symptoms from other diseases. However, when these models are
formulated to do multi-classification based on different levels of symp-
tom severity, there was a notable drop in their efficacy. These results may
point out the need for more severity-labelled sentences to train models
accurately with this level of granularity.
In light of the insightful analysis and the performance of our models

under BDI-Sen, the next part of this thesis explores deeper into the
creation of resources centred on depressive symptoms. Specifically, we
designed a robust methodology by predefined guidelines 1 and studied
howmodern conversational LLMs perform compared to human assessors.
In Chapter 7, we introduced DepreSym, a collection of 21 580 sentences
annotated for their relevance to the BDI-II symptoms. Distinct from BDI-
Sen, this resource is derived from the shared-data ranking task presented
at the CLEF 2023 eRisk Lab. As a result, the candidate sentences were
sourced using top-k pooling based on the relevance rankings derived by
task participants, which resulted in a diverse set of 37 ranking methods.
In Chapter 7, we also investigate the efficacy of conversational LLMs

(ChatGPT and GPT-4) in scenarios of complex relevance annotation.
This involves ensuring sentences are not only symptom topics but also
provide information about their author. Our research yielded insights
into the capabilities and limitations of these models. To study this effect,
we had three human assessors who annotated an entire set of candidate

1 https://erisk.irlab.org/guidelines_erisk23_task1.html

https://erisk.irlab.org/guidelines_erisk23_task1.html
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sentences, of which only 11% were annotated as relevant. With this golden
truth established, we carried out a series of experiments leveraging LLMs
as automated annotators. Studying their agreement with the human an-
notations, we observed several findings. Both LLMs displayed modest
agreement with human judgments in the sentences associated with de-
pression, as evidenced by ChatGPT andGPT-4, with Cohen Kappa scores
of 0.18 and 0.38, respectively. Interestingly, in discerning non-relevant sen-
tences, themodels displayed remarkable precision. ChatGPT, for instance,
accurately identified 9832 out of 9945 non-relevant sentences.
We further examined the agreement of the LLMs with the human

annotators per each symptom, which remained consistent with an average
agreement rate of 82.63% across all symptoms. Additionally, we also made
a comparison between each assessor. As expected, the highest agreement
was observed among human evaluators. Intriguingly, the assessor with a
clinical psychology background showcased the strongest alignment with
the LLMs assessments.The outcomes of our experiments support the idea
of efficient, hybrid labelling strategies that exploit the capabilities of LLMs
for constructing resources. In our proposed scenario, LLMs would serve
as preliminary filters, automatically discarding non-relevant sentences.
This would allow human annotators to concentrate solely on sentences
deemed “relevant" by the LLMs. Applied to our dataset, thismethod could
alleviate human annotators’ workload by roughly 68%, obviating the need
to review about 15 000 sentences. Given that each assessor, on average,
spent 70 hours annotating 21 580 sentences, this approach translates to a
time-saving of approximately 49 hours for each individual. Such efficiency
enhances the quality of annotations due to reduced fatigue and paves the
way for expanding the volume of annotations, enabling a broader review
of sentences.
In our last work (Chapter 8), we introduced PsyProf, a demonstrative

platform designed to assess depression severity. We aimed to integrate
our previous models on BDI-II estimation to demonstrate a practical in-
tegration of their depression screening capabilities. Designed to be used
by health professionals, PsyProf is a proof-of-concept of the potential
of automated models in large-scale screening but also a tool for obtain-
ing insights from the corrections or validations that the professionals
make based on the provided evidence. PsyProf is a web-based application
built with the web framework Django. It processes Reddit user publica-
tions asynchronously, with its core functionality being the prediction
of responses to the BDI-II symptoms. This scenario allows clinicians to
validate the predictions and modify any decision if necessary. It is also
accompanied by profiling models to provide as much context as possible.
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In addition to its screening functionalities, PsyProf allows administra-
tors to export all the data, which can be seen as a tool for creating new
unsupervised and supervised collections for different research purposes.
Throught this doctoral thesis, a systematic and rigorous methodol-

ogy was consistently employed. In the first part of the dissertation, we
explored the existing literature to understand the current state of depres-
sion detection techniques, particularly those using data from social media
platforms. A key component of the methodology used in this thesis was
the aligment with established standards in the domain of online risk
detection. It follows the eRisk initiative protocols, which stand as a recog-
nized benchmark in this area. All the classificationmodels were evaluated
following the eRisk schemas, providing a structure framework for testing
grounded in real-word scenarios. As a result, the results from these works
were compared against several eRisk participants ensuring a fair compari-
son. Regarding the datasets construction, BDI-Sen and DepreSym, all the
process that involved data mining from social media platforms ensured
privacy measures and rigorously annotating data. Given the sensitive
nature of this topic, strict ethical guidelines were adhered during data
collections, which are detailed in the next section.

9.2 ethical statement and discussion

Ethical considerations play a crucial role in the rapidly evolving domain of
mental health detection on the Internet. Previous research has delved into
the ethical aspects of exploiting vast amounts of online information for
predictive modeling (Chancellor et al. 2019; Walsh et al. 2020a). Key areas
of concern highlighted by studies include handling sensitive personal
data and the vital importance of anonymizing user information (Saha
et al. 2017). There is also an emphasis on the crucial involvement of
domain experts during data analysis and creation (Chancellor et al. 2016),
as well as the need for models that yield interpretable and high-quality
outcomes for healthcare professionals (Walsh et al. 2020a). This chapter
discusses the ethical considerations that have guided our research. We
have prioritised ethical considerations at every step of this dissertation,
ensuring that our work will serve as a positive advancement in the field.
In this thesis, we released two datasets related to sentences with depres-

sive symptoms coming from the Reddit platform. First, we have taken
meticulous steps to ensure data privacy and integrity standards. Reddit
is a publicly available source, and the sentences were collected in such
a way that they rely on the exempt status under title 45 CFR §46.104.
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We adhered to the corresponding data usage policies. We ensured that
personal information could not be identified from the data. The essence
of our datasets lies in the content of the messages rather than the identity
of users. Thus, anonymization is crucial. Furthermore, to prevent misuse,
we have adhered to strict permissions and licensing for the datasets, ensur-
ing that they are only used for research purposes. Beyond data gathering,
we have received active feedback from domain experts to validate the
relevance of the resources. This not only guarantees the quality of the
data but also ensures it is being used appropriately in the broader context
of mental health research. Regarding the annotation methodology, the
annotators did not report any adverse effects after their work.
Another fundamental part of this dissertation was the presentation

of different classification frameworks that automatically estimate the 21
symptoms of the BDI-II questionnaire. Focusing on symptoms offers
several advantages that enhance the transparency of model outcomes.
First, our methods move away from making oversimplified claims about
a user’s mental health. This not only provides a more detailed insights
into their health state but also reduces the potential for misclassification.
For instance, stating that a user exhibits signs consistent with ‘diminished
interest in activities" or ‘feelings of worthlessness" is more tangible and
understandable than stating they have a 70% likelihood of depression.This
granularity provides clearer insight into the rationale behind the model’s
decision, promoting trust and understanding. By aligning our methods
to the BDI-II clinical criteria, our methods invite scrutiny and dialogue.
This open-door approach allows for continuous feedback, ensuring our
methods evolve with ethical and clinical considerations.
Finally, in terms of impact in real-world settings, there is still work to be

done to produce practical depression screening tools.The development of
such technologies should be approached with caution to ensure that their
use is ethical and respects patient privacy and autonomy. Our work aims
to supplement the efforts of health professionals rather than replace them.
We acknowledge the validation gap between mental health detection
models and their clinical applicability. We aim to develop automated
technologies that complement current online screening approaches. The
final decision must always be supported by the validation of a health
professional. Our study highlights the potential of NLP-based approaches
in assisting clinicians with diagnosis, but further research and testing are
needed before it can be considered for clinical deployment.
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9.3 future directions

The findings and outputs of this thesis have paved the way for numerous
research opportunities. These not only encompass improvements to our
existing methods and resources but also explore novel applications. Every
chapter provided new insights accompanied by future directions to in-
vestigate. Next, we propose future lines of work to continue the research
presented in this thesis.

● In part ii, our attention was primarily centred on developing clas-
sification frameworks to estimate the 21 symptoms covered by the
BDI-II. An interesting avenue for future exploration lies in adapt-
ing our approaches to other depression assessment tools, such as
the PHQ-9 (Cameron et al. 2011) or the Hamilton Rating Scale for
Depression (Hamilton 1980). This would not only allow a compar-
ison of the symptoms covered by each questionnaire but also to
study the different performance and correlation obtained among
the questionnaires. Parallel to this approach, there is potential in
translating our models to diagnose related disorders. For instance,
assessing pathological gambling tendencies could be pursued with
tools such as the DSM-V. Similarly, eating disorders might be ex-
amined with tools like the Eating Disorder Inventory-III (Espelage
et al. 2003). However, venturing into these new applications man-
dates the prerequisite of appropriate training data to explore the
precision and validity of our methods.

● A significant challenge formental health detectionmodels on social
media is their limited capability to explain their predictions clearly.
For healthcare professionals to trust and rely on these models,
they must understand how the decisions are made (Chancellor
et al. 2019). To address this, we plan to develop models that offer
trustworthy and comprehensive explanations to detect the presence
of depressive symptoms. A promising direction is the utilization of
generative languagemodels designed to provide a clear rationale for
each prediction they make. Specifically, we will explore text-to-text
approaches that accomplish two main objectives: classifying the
relevance of social media publications to depressive symptoms and
explaining the classification decisions. By prioritizing explainability,
we will aim to reduce the gap between automated predictions and
human understanding, facilitatingmore informed clinical decision-
making.
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● In part iii, we explored how well our models, explicitly trained
for BDI-Sen, could recognize symptoms of other mental disorders.
This was based on the premise that many mental conditions have
overlapping symptoms. Encouraged by the strong generalization
ability shown by our models, we are interested in further investi-
gating how models designed for depression can be applied to other
mental diseases. Another intriguing aspect we aim to delve into is
the significance of the presence of certain symptoms in the diagno-
sis of one disease compared to another. For instance, a symptom
common to two diseases might be more critical for diagnosing
one condition over the other. Pursuing such multi-disease studies
can offer profound insights into the similarities and differences
between mental disorders.

● Another promising avenue for exploration involves optimizing the
balance between the speed and accuracy of mental health detec-
tion models. The sooner a potential risk is identified, the earlier
healthcare professionals can take appropriate actions, which can be
life-saving in critical cases. For this reason, eRisk organized the first
shared task on early risk detection of depression in 2017 (Losada
et al. 2017). To tackle the time-aware nature of this framework,
the organizers proposed specific metrics that consider both the
accuracy and delay of the predictions. Our preliminary efforts in
this area showed potential (Couto et al. 2022a). In future work,
we aim to adapt our symptom-based models further to consider
time-aware metrics. Our goal will be to explore an optimal balance
between rapid classification and maintaining high-quality, reliable
outcomes.

● In the continuously evolving domain of digital mental health, the
potential to exploit symptom detectionmodels with content recom-
mendation presents a promising potential for improving personal-
ized support. As we have discussed in earlier parts of this thesis, we
can implement models that detect depressive symptoms from user-
generated content on platforms like social media. Building upon
this foundation, there is an exciting opportunity to integrate these
detections with recommender systems. Traditional mental health
resources often offer generic advice. By leveraging the precision of
symptom classification, we can exploit recommender systems that
suggest highly personalized content. For instance, is a user’s posts
strongly align with symptoms of isolation or loneliness, the system
could recommend resources specifically addressing these feelings,
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ensuring the user feels seen and understood. Moreover, instead of
waiting for a user to seek help, proactive recommendations can be
made based on detected symptoms. By continuallymonitoring user
content and providing timely recommendations, these platforms
can act as first-line responders, guiding users towards the help they
need.
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EXTENDED SUMMARY IN SPANISH

In accordance with the current Regulations of the PhD Studies of the Uni-
versidade da Coruña, we present in this appendix an extended summary
of this doctoral thesis in Spanish.

b.1 resumen

Por un lado, existe una extensa evidencia proveniente de los campos de la
medicina y la psicolingüística sobre los cambios en el uso del lenguaje de
las personas que sufren problemas de salud mental. Se ha observado que
tanto el lenguaje como nuestro comportamiento con los demás puede
cambiar cuando enfrentamos problemas de salud mental. Estas mani-
festaciones lingüísticas ofrecen pistas cruciales para identificar posibles
trastornos. Paralelamente, las redes sociales, en su explosivo auge, se han
convertido en un gran repositorio de datos lingüísticos. En este contexto,
muchas personas, buscando un espacio de apoyo o simplemente un lugar
para expresarse, recurran a plataformas como Twitter, Reddit o Facebook
para discutir sobre sus problemas de salud mental.
Dada esta conjunción de factores, no es de extrañar que la lingüística

computacional haya visto una tendencia emergente hacia el aprovechamiento
de estas vastas cantidades de datos para fines diagnósticos, especialmente
en la detección temprana de trastornos como la depresión, que, según las
estadísticas actuales, está liderando como uno de los trastornos mentales
más comunes a nivel global.
Aunque este campode investigación es prometedor, no estamos pisando

terreno inexplorado. Ya existen estudios que han abordado la detección
de la depresión utilizando datos de redes sociales y han obtenido cifras
alentadoras usando conjuntos de datos provenientes de Twitter, Reddit o
Facebook. Sin embargo, un área de mejora identificada es la interpretabili-
dad de los modelos. Si bien estos modelos pueden clasificar con precisión,
a menudo carecen de transparencia en sus decisiones, lo que podría
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generar escepticismo en la comunidad médica. Si no se entienden las
razones subyacentes de la clasificación de un modelo, es mucho más
complicado que los profesionales sanitarios puedan actuar en función de
ello.
Abordando esta preocupación, en esta tesis, hemos decidido explorar

un enfoque centrado en síntomas depresivos. Nuestro objetivo es utilizar
indicadores clínicamente validados, como los síntomas presentes en el In-
ventario de Depresión de Beck (BDI-II). Esta herramienta no solo detecta
la presencia de depresión, sino que también proporciona una métrica de
su gravedad. Al incorporar este enfoque basado en síntomas, esperamos
ofrecer resultados más transparentes y, por lo tanto, más confiables para
los profesionales de la salud. Para ello, nuestros trabajos se encuentran
en la intersección de los campos de Recuperación de la Información (IR),
Procesamiento de Lenguaje Natural (NLP) y Aprenzidaje Automático o
Machine Learning (ML).
Las contribuciones de esta tesis tienen tres enfoques diferentes: i):

nuevosmodelos para la estimación de la gravedad basados enmarcadores
de síntomas, ii) la creación de conjuntos de datos para ayudar al desarrolo
de métodos basados en síntomas, y iii) la exploración de los recientes
modelos masivos de lenguaje para ayudar a escalar la creación de estos
datasets. Como último paso, y en nuestra búsqueda de una integración
práctica de los modelos de detección de la depresión, incorporamos
nuestras aportaciones anteriores a una plataforma demostrativa para
su uso por parte de profesionales sanitarios. Finalmente, presentamos
nuestras conclusiones y discutimos los resultados obtenidos a través de
nuestra investigación. Esta tesis contribuye a avanzar en la comprensión
y detección de la depresión a través de marcadores de síntomas, y sienta
las bases para futuras investigaciones en esta área crítica de la detección
de la depresión en las redes sociales.

b.2 introducción

Los trastornos mentales, incluida la depresión, están entre los problemas
de salud pública más prevalentes. Según la Organización Mundial de
la Salud (OMS), aproximadamente 332 millones de personas en todo
el mundo padecen un trastorno depresivo 1. La salud mental juega un
papel fundamental en fomentar la felicidad, promover la interacción
social y contribuir a la salud individual y de la población. Una buena
salud mental es un requisito fundamental para el éxito en todos los as-

1 https://apps.who.int/iris/handle/10665/254610

https://apps.who.int/iris/handle/10665/254610
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pectos de la vida. Además, impacta significativamente en la producción
nacional y la productividad laboral 2. Se sabe bien que la intervención
temprana en trastornos depresivos es esencial para mitigar su impacto y
consecuencias (Picardi et al. 2016). Sin embargo, debido al estigma que
rodea a los trastornos mentales, más del 60% de las personas afectadas
no buscan apoyo profesional (Gulliver et al. 2010), lo cual es particu-
larmente preocupante considerando el creciente número de casos entre
los jóvenes (Thapar et al. 2022). Para ayudar con este problema, los go-
biernos y las agencias han lanzado programas para concienciar sobre
la importancia de la salud mental en sus ciudadanos. Sin embargo, los
recursos limitados de los sistemas de salud pública restringen gravemente
su capacidad para detectar y diagnosticar casos (Arango et al. 2018).
Como alternativa a los sistemas de salud pública, las plataformas so-

ciales son un canal prometedor para evaluar riesgos de manera no in-
trusiva (Coppersmith et al. 2015). La proliferación de las redes sociales
constituye un recurso valioso para detectar signos tempranos de depre-
sión. Las personas que experimentan depresión a menudo encuentran
consuelo al expresar sus pensamientos y emociones en estas plataformas,
motivadas por factores como la privacidad y el anonimato (Callahan
and Inckle 2012; Kauer et al. 2014). En consecuencia, las redes sociales
ofrecen una oportunidad única para acceder a información valiosa sobre
los riesgos de salud de los individuos que de otro modo sería imposible
de obtener. Investigadores en los campos de Recuperación de Informa-
ción (IR), Procesamiento de Lenguaje Natural (NLP) y Aprendizaje Au-
tomático (ML) han aprovechado los vastos recursos de las redes sociales
para obtener avances considerables en la detección de signos de depre-
sión (Ríssola et al. 2021). Sin embargo, una limitación en los esfuerzos
actuales de investigación es la necesidad de una mayor interpretabilidad
en las decisiones de los modelos (Walsh et al. 2020a). En el dominio
de la detección de salud mental, donde una interpretación fiable de los
resultados es crucial para los clínicos, se vuelve esencial que los modelos
produzcan resultados de clasificación confiables e interpretables (Ernala
et al. 2019).
En línea con este objetivo, esta tesis doctoral se centra en el desarrollo

demodelos basados en síntomas clínicos validados para identificar signos
depresivos en redes sociales. Incorporando marcadores clínicos en las
decisiones de losmodelos, nuestro objetivo esmejorar la interpretabilidad
de sus resultados por parte de profesionales de la salud. Por esta razón,
nos adherimos a protocolos clínicos establecidos, considerando los 21
síntomas incluidos en el Inventario de Depresión de Beck (BDI-II), un

2 https://www.who.int/europe/health-topics/mental-health
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cuestionario ampliamente utilizado para medir la depresión. El BDI-II
abarca una serie de síntomas depresivos como irritabilidad, pesimismo
o problemas de sueño. El BDI-II no solo sirve como herramienta para
detectar la depresión, sino también como un instrumento de calificación
para estimar la severidad. Al adherirnos a protocolos clínicos, nuestra
aspiración es construir modelos predictivos que no solo detecten sino que
también proporcionen estimaciones detalladas de la severidad, dotando
así a los profesionales de la salud con herramientas robustas para un
diagnóstico completo.

b.3 motivación

Los trastornos depresivos tienen numerosos efectos perjudiciales. Sin em-
bargo, existen tratamientos que han sido validados y efectivos, y pueden
ser potenciados con terapias y programas de intervención (Duarte et al.
2009). Como se subrayó en la Introducción, una detección temprana y pre-
cisa reduce significativamente el impacto negativo del trastorno (Halfin
2007; Picardi et al. 2016). En la práctica clínica, el diagnóstico y la gravedad
de la depresión se basan en pruebas psicométricas validadas. Estos cues-
tionarios tienen un desempeño satisfactorio al diagnosticar a individ-
uos (Smarr and Keefer 2011). Ejemplos relevantes son el Cuestionario
de Salud del Paciente 9 (PHQ-9)(Kroenke et al. 2001), la Escala de De-
presión del Centro de Estudios Epidemiológicos(Eaton et al. 2004) o la
Escala de Evaluación de la Depresión de Hamilton (Hamilton 1980). En-
tre estos, el BDI-II es uno de los instrumentos más reconocidos y fiables,
existiendo amplias evidencias empíricas que respaldan su eficacia (Dozois
et al. 1998).
Sin embargo, la autoevaluación y la notificación por parte de la familia

a menudo sirven como los principales métodos para detectar casos de
enfermedades depresivas (Sanchez-Villegas et al. 2008). El análisis a nivel
de población a través de métodos tradicionales a menudo requiere recur-
sos sustanciales. Por ejemplo, las encuestas telefónicas son un enfoque
común que puede llevar a retrasos significativos en la obtención de re-
sultados prácticos 3. Por esta razón, tanto las organizaciones de salud
públicas como privadas han puesto estos cuestionarios a disposición de
los usuarios para su auto-completado. En ciertos casos, los exámenes en
línea basados en estos cuestionarios incluso ofrecen recomendaciones
para que las personas busquen ayuda médica profesional según sus pun-
tuaciones. En contraparte, cuando se busca un diagnóstico global preciso,

3 https://www.cdc.gov/brfss/about/index.html
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los procedimientos convencionales tienen ciertas limitaciones. Más allá
del estigma social asociado con los problemas de salud mental, que puede
influir en la voluntad de los individuos para proporcionar respuestas pre-
cisas al cuestionario, los estudios han examinado cómo estas respuestas
pueden fluctuar drásticamente en función de factores variables (Cameron
et al. 2011). Las puntuaciones finales pueden ser fácilmente manipuladas,
ya que pueden ser minimizadas o exageradas. Bowling (2005) estudió las
variaciones en la calidad de los resultados en función de la administración
de estas pruebas. Las expectativas sociales, como hacer una prueba frente
a un médico, cambiarían drásticamente los resultados en comparación
con hacerlo en un entorno amigable como tu habitación.
El desarrollo de estos instrumentos proviene de un extenso trabajo

previo para entender las causas subyacentes de la depresión. Se han re-
alizado estudios sobre temas relacionados con condiciones depresivas
en los campos de la medicina y la psicolingüística (Campbell and Pen-
nebaker 2003; Rude et al. 2004). Todos ellos han intentado identificar
la presencia de síntomas, causas y cómo realizar un diagnóstico preciso.
Gran parte de esta investigación se ha centrado en comprender la conex-
ión entre el lenguaje y la salud mental. Estos trabajos subrayan el impacto
que las palabras pueden tener en nuestro estado emocional y cognitivo.
El trabajo pionero de Pennebaker exploró las sutiles matices del uso del
lenguaje en la vida diaria, demostrando que ciertos patrones de lenguaje,
como el uso frecuente de pronombres en primera persona, pueden servir
como indicadores del bienestar mental de un individuo (Pennebaker et al.
2003).
Consecuentemente, las redes sociales ofrecen una oportunidad com-

plementaria para obtener información valiosa sobre los estados men-
tales de las personas, complementando la terapia profesional tradicional.
La combinación de la lingüística computacional con los extensos datos
derivados de las redes sociales ha producido un progreso significativo en
la detección de indicadores de depresión (Garg 2023; Ríssola et al. 2021).
Reconociendo la gran importancia de este dominio, se han dedicado
esfuerzos sustanciales para crear puntos de referencia experimentales
cuidadosamente organizados (Parapar et al. 2023; Zirikly et al. 2022).
Estos recursos han facilitado el desarrollo y evaluación de numerosos
modelos predictivos.
Aunque los investigadores en este campo no buscan reemplazar a

los profesionales de la salud mental, sí buscan apoyar su trabajo. Los
clínicos desempeñan un papel indispensable en validar las predicciones
hechas por modelos computacionales y tomar medidas adecuadas con las
personas cuando es necesario. Sin embargo, la mayoría de los modelos
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actuales presentan varias limitaciones para lograr este objetivo (Walsh
et al. 2020a). Una barrera significativa es su capacidad limitada para ex-
plicar sus predicciones, lo que a menudo resulta en escepticismo entre
los profesionales (Hauser et al. 2022). Una forma de abordar esto implica
diseñar nuevos modelos que incorporen explicaciones confiables (Ernala
et al. 2019). Siguiendo ese camino, la investigación emergente ha explo-
rado el uso de síntomas obtenidos de cuestionarios clínicos validados. La
mayoría de estas propuestas, particularmente en el campo de la depresión,
aprovechan los marcadores de síntomas del BDI-II (Beck et al. 1996b) o
los inventarios PHQ-9 (Kroenke et al. 2001), que cubren una variedad
de síntomas depresivos como irritabilidad, pesimismo y trastornos del
sueño. Se ha demostrado que la aplicación de tales marcadores de sín-
tomas mejora la explicabilidad, la generalización y el rendimiento general
de los modelos de detección de depresión (Nguyen et al. 2022a; Zhang
et al. 2022a,b).

b.4 objetivos y alcance

Nuestro principal objetivo es explotar el lenguaje utilizado en las redes
sociales para construir modelos computacionales que detecten y estimen
la gravedad de la depresión. Un requisito previo de los modelos presenta-
dos en esta tesis es que sigan esquemas clínicos con el fin de proporcionar
resultados interpretables y prácticos. Por esta razón, nuestras soluciones
aprovechan el contenido generado por los usuarios para desarrollar mod-
elos que puedan predecir eficazmente la evidencia de síntomas depresivos.
Para hacerlo, nos centramos en la aplicabilidad de técnicas dentro de los
campos de IR, NLP y ML.
Usar un cuestionario establecido para diagnosticar la depresión, como

el BDI-II, es vital para asegurar que nuestros modelos ofrezcan un apoyo
diagnóstico en el que confiar. Viendo los recursos limitados disponibles
para identificar síntomas depresivos, nuestro segundo objetivo se centra
en construir conjuntos de datos centrados en marcadores de síntomas.
Para lograr esto, aprovechamos las descripciones del BDI-II para emplear
varias técnicas de minería de texto con el fin de filtrar expresiones lingüís-
ticas candidatas que puedan estar asociadas con síntomas depresivos.
Además, incluimos análisis síntoma por síntoma de nuestros recursos y
realizamos experimentos para validar su utilidad práctica en diferentes
tareas de clasificación. Paralelamente a nuestros esfuerzos de creación
de recursos, también analizamos la importancia de una metodología de
anotación robusta para construir recursos en este dominio complejo.
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Siguiendo esta idea, exploramos las capacidades de los recientes modelos
de lenguaje conversacionales (LLM) en la creación y ampliación de con-
juntos de datos. Reuniendo todos estos esfuerzos, la parte final de la tesis
introduce estas contribuciones en forma de una plataforma demostrativa
diseñada para profesionales de la salud.
La evaluación juega un papel crucial en ciencias experimentales como

IR y NLP. En el dominio de detección de salud mental, una evaluación
segura es especialmente crítica, ya que los resultados del modelo pueden
influir directamente en las decisiones clínicas y en las evaluaciones gen-
erales de salud mental. En esta tesis, nuestros enfoques y recursos se
construyen sobre la base establecida por un conocido workshop referen-
cia experimental. Específicamente, la Predicción Temprana de Riesgos
en Internet (eRisk 4) (Losada et al. 2017, 2018, 2019, 2020; Parapar et al.
2021b, 2022). Al evaluar nuestros modelos en las colecciones eRisk, no
solo aseguramos una base consistente de comparación con otros inves-
tigadores líderes, sino que también alineamos nuestro trabajo con un
marco establecido conocido por su fiabilidad y relevancia clínica.

b.5 metodología

A lo largo de esta tesis doctoral, se empleó de una metodología rigurosa
de manera sistemática. En la primera parte de la tesis, se realiza una
investigación completa de la literatura existente para comprender el es-
tado actual de las técnicas de detección de depresión, particularmente
aquellas que utilizan datos de plataformas de redes sociales. Un compo-
nente clave de la metodología utilizada en esta tesis fue la alineación con
estándares establecidos en el dominio de la detección de riesgos en Inter-
net. Se siguen los protocolos de la iniciativa eRisk, que se consideran un
punto de referencia reconocido en esta área. Todos los modelos de clasifi-
cación se evaluaron siguiendo los esquemas de eRisk, proporcionando
un marco estructurado para las pruebas basado en escenarios del mundo
real. Como resultado, los resultados de estos trabajos se compararon con
varios participantes de eRisk, asegurando una comparación justa.
En cuanto a la construcción de los conjuntos de datos presentados aquí,

BDI-Sen y DepreSym, todo el proceso que involucró la minería de datos
de las plataformas de redes sociales garantizó medidas de privacidad y
una anotación rigurosa de los datos. Dada la naturaleza sensible de este
tema, se siguieron estrictas pautas éticas durante la recopilación de datos.
Además, los datos obtenidos pasaron por un robusto proceso de ano-

4 https://erisk.irlab.org/
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tación. Evaluadores expertos revisaron y etiquetaron todo el contenido.
En resumen, las consideraciones éticas subrayaron todo el proceso de
investigación, reconociendo las responsabilidades que conlleva investigar
un área tan sensible y con un impacto tan grande.

b.6 estructura y contenidos

Esta tesis doctoral está dividida en siete partes con nueve capítulos. Los
capítulos de contribución están diseñados para ser lo más auto-contenido
posible. A continuación, presentamos la organización de esta tesis con
mayor detalle:

part i La parte inicial contiene tres capítulos base: primero, la intro-
ducción a esta tesis (Capítulo 1), que presenta el trabajo rela-
cionado con los principales temas cubiertos en nuestro estudio.
Se encuentra estructurada en tres partes: i) el contexto y la moti-
vación, ii) el objetivo y alcance, y iii) la estructura y principales
contribuciones de nuestro trabajo. En el trabajo relacionado,
proporcionamos una revisión de los avances más relevantes
en el campo de la detección de la depresión en Internet y su
evolución hasta el día de hoy. Empezamos dando una primera
visión sobre estudios pioneros que estudiaban la conexión en-
tre el lenguage y la manifestación de enfermedades mentales,
y como toda esta evidencia ha transicionado hacia el estudio
del lenguaje empleado por las personas en las redes sociales. El
último capítulo (Capítulo 3) presenta los métodos de investi-
gación y las pautas experimentales seguidas en nuestro trabajo.
Inicialmente, contextualizamos el marco experimental eRisk
y cómo se alinea con nuestras propuestas, ya que todas nues-
tras contribuciones están relacionadas con el marco eRisk. A
continuación, proporcionamos una visión general de las tareas
y colecciones que guían nuestros enfoques, explicando cómo
nuestra investigación se alinea con ellas. Concluyendo esta parte,
presentamos las principales métricas adoptadas en nuestras con-
tribuciones, elaborando cómo evaluamos la eficacia de nuestros
modelos.

part ii Aquí presentamos dos diferentes marcos de clasificación que es-
timan automáticamente los 21 síntomas del cuestionario BDI-II.
Por un lado, el Capítulo 4 utiliza incrustaciones de palabras para
explorar la presencia de estos síntomas según su sensibilidad.
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Nos referimos a la sensibilidad de los síntomas como la incli-
nación de los usuarios a discutir abiertamente sobre ellos (es
decir, hay síntomas que son más íntimos y los usuarios evitan
hablar explícitamente sobre ellos). Por esta razón, analizamos
la sensibilidad de cada síntoma y diseñamos dos métodos difer-
entes para capturar mejor las principales características de cada
uno. Por otro lado, el Capítulo 5 utiliza transformadores de
frases para seleccionar oraciones de los usuarios de test que
producen rankings semánticos basados en su asociación con
los síntomas. Posteriormente, utilizamos las frases derivadas
de estos rankings como evidencia para predecir la gravedad de
los síntomas. Para construir el ranking, indexamos frases de en-
trenamiento representativas que están asociadas con síntomas
depresivos, y exploramos algoritmos de selección de frases para
obtenerlas.

part iii En primer lugar, esta sección contiene el trabajo relacionado
con la construcción de recursos basados en síntomas para el
trastorno depresivo. Presentamos dos recursos principales: BDI-
Sen, discutido en el Capítulo 6, y DepreSym, detallado en el
Capítulo 7. Ambos recursos consisten en conjuntos de datos
de oraciones anotadas con síntomas de depresión, proporcio-
nando anotaciones manuales relacionadas con los 21 síntomas
incluidos en el BDI-II. En el Capítulo 6 (BDI-Sen), comen-
zamos describiendo la estrategia de recuperación que utilizamos
para obtener las oraciones candidatas para anotación. Posteri-
ormente, tres evaluadores decidieron sobre la relevancia real
de los candidatos. Profundizando más en esta sección, ofrece-
mos un análisis detallado de este recurso, estudiando el estilo
lingüístico, los atributos emocionales y otros marcadores psi-
colingüísticos de las oraciones. Además, llevamos a cabo una
serie de experimentos investigando la utilidad de BDI-Sen para
diversas tareas, incluida la detección y clasificación de la sev-
eridad de los síntomas. Finalmente, también examinamos su
generalización al considerar síntomas de otras enfermedades
mentales.

En el Capítulo 7 (DepreSym), estudiamos formas alternativas
de etiquetado de síntomas. Para ello, aprovechamos las tareas
de clasificación de eRisk 2023, que se centran en desarrollar
métodos de clasificación para encontrar oraciones asociadas
con síntomas depresivos. La construcción de DepreSym se basa
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en los métodos de clasificación de los participantes de la tarea.
En este caso, las oraciones etiquetadas provienen de un conjunto
de diversos métodos de clasificación, y las oraciones candidatas
finales se obtuvieron utilizando agrupación top-k a partir de
ellas. Debido a la naturaleza compleja de la anotación de rel-
evancia, diseñamos una metodología de evaluación robusta
llevada a cabo por tres evaluadores expertos. Para validar la
efectividad de esta metodología, calculamos el acuerdo entre
evaluadores y realizamos un análisis adicional del conjunto re-
sultante de juicios. Además, también exploramos la viabilidad
de emplear los recientes modelos de lenguaje conversacional
LLM (ChatGPT y GPT-4) para ayudar en esta tarea compleja.
Llevamos a cabo un examen exhaustivo de su rendimiento, de-
terminamos sus principales limitaciones y analizamos su papel
como complemento o sustituto de los anotadores humanos.
Finalmente, en el Capítulo 8, presentamos PsyProf, que es una
plataforma demostrativa diseñada para la tarea de evaluar la
gravedad de la depresión. La plataforma está pensada para ser
utilizada por profesionales de la salud, y se ha desarrollado para
demostrar las capacidades efectivas de nuestros modelos de de-
tección de la depresión. Por ello, integramos en esta plataforma
los modelos presentados anteriormente, que estiman la pres-
encia de síntomas del BDI-II. Además, hemos complementado
nuestra herramienta con métodos de perfilado de usuarios para
aportar contexto al medir a usuarios en riesgo. Esto incluiría un
modelo que permita predecir el género de los usuarios. Final-
mente, también incluimos la funcionalidad de recopilar datos de
usuarios de redes sociales, lo que puede ayudar a crear conjun-
tos de datos basados en síntomas con la inspección proveniente
de profesionales de la salud.

part iv Concluyendo esta tesis, presentamos las conclusiones princi-
pales de nuestra investigación y discutimos la dirección poten-
cial para trabajos futuros. Además, consideramos las considera-
ciones éticas y los desafíos en torno a la detección de indicadores
de salud mental en redes sociales.

b.7 resultados principales y conclusiones

Esta tesis doctoral propone varios trabajos que contribuyen en conferen-
cias y revistas de alto prestigio, como ECIR, SIGIR, EMNLP o la revista
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Artificial Intelligence in Medicine (AIM). El tema central profundiza en
un tema muy importante: explorar la salud mental a través de nuestras ac-
tividades en línea. La novedad presentada es alta, aprovechando prácticas
reales al centrarse en los síntomas del BDI-II. Todas las contribuciones
vienen acompañadas de una evaluación experimental y metodología ex-
haustiva que muestra los avances sobre el estado del arte. Además, las
diferentes contribuciones están vinculadas en un marco que combina
modelos predictivos, conjuntos de datos y aplicaciones prácticas.
En esta tesis, se proponen diversas contribuciones para la estimación

de la severidad de la depresión a través del uso del lenguaje en las redes
sociales. Primero, al introducir dos marcos de clasificación distintos des-
tinados a estimar automáticamente los síntomas del BDI-II (Capítulo 4
y 5). Aprovechando técnicas novedosas relacionadas con la minería de
texto y similitudes semánticas, estos modelos han demostrado potencial
para detectar con precisión la severidad de la depresión superando al
estado del arte en diferentes conjuntos de datos de eRisk. Más allá de
estos modelos, se realiza un análisis sobre los patrones lingüísticos y mar-
cadores de síntomas asociados con la depresión, como se discute en el
capítulo relacionado con BDI-Sen (Capítulo 6). Además, este trabajo de
investigación ofrece integraciones novedosas de LLMs conversacionales
para una construcción escalable de conjuntos de datos, un componente
crítico en el panorama impulsado por el escenario de big-data en el que
nos movemos hoy en día (Capítulo 7). En la sección de conclusiones, ofre-
cemos un buen resumen que encapsula toda la investigación realizada,
destacando la importancia de integrar protocolos clínicamente validados
con modelos computacionales. También se proponen vías interesantes
para futuras investigaciones, marcadas por la importancia de las consid-
eraciones éticas y la aplicabilidad en el mundo real. Estas direcciones no
solo muestran la naturaleza expansiva del trabajo ya completado, sino
que también resaltan el gran potencial que se vislumbra en el futuro.
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