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#### Abstract

The backwater effect generated by bridges can significantly contribute to increase the risk of flooding. In this work we compare two different methods to include the effect of bridges in 2D shallow water models. The first method is based on empirical discharge equations that are implemented as internal conditions. The second method is the recently proposed 2D extension of the Two-component Pressure Approach, which accounts for the vertical confinement of the flow. Both approaches are tested and compared using a new set of experimental data obtained in 32 laboratory tests, including 4 different bridge geometries under different flow conditions. The results show that both methods can reproduce the observed bridge afflux for a wide range of flow conditions, but the Two-component Pressure Approach is less dependent on model calibration. On the other hand, both methods fail to correctly reproduce the 2 D water depth patterns observed around the bridge.


[^0]
## Introduction

The evaluation of river inundation risk relies largely on the performance of two-dimensional shallow water models (Areu et al. 2019; Bermúdez et al. 2019; Costabile and Macchione, 2015; Fraga et al. 2020; Garrote et al. 2016; Ocio et al. 2016). The accuracy and computational efficiency of these models, as well as the availability of the required input data, have increased over the last years and currently, they are able to provide reliable flood hazard estimations over entire river floodplains and urban areas. However, the acccuracy of twodimensional shallow water models might deteriorate in the presence of inline structures as bridges, culverts or weirs. In the surroundings of these structures, the hydrostatic pressure approximation, which is an essential assumption in the shallow water equations, is no longer valid. Moreover, in the presence of bridges and culverts, the movement of the water surface might be constrained by the bridge deck or by the culvert crown, generating complex mixed free-surface-pressurised flow conditions. Even if the shallow water approximations are only broken locally, the fact of modelling inaccurately the flow field will have an effect on the head loss generated by the hydraulic structure, which in turn will affect the flood extension in the whole upstream river reach. Especially when the terrain is relatively flat, this can result in several hundred meters of error in the horizontal extension of the flood.

The backwater effect of bridges has been experimentally investigated in several previous studies. The most thorough experimental research on bridge hydraulics was carried out by the U.S. Army Corps of Engineers (USACE) and the Federal Highway Administration (FHA) since the 1950's (Hunt, 1995; Shearman et al., 1986). Their pioneer works contributed to the development of well-established empirical equations and methods for the computation of head losses at bridges that are still used today in many 1D river hydraulics models as HECRAS (Brunner, 2010; Shearman et al. 1986). Hamill (1999) provides several simple equations that can be manually applied to estimate the hydraulic effect of bridges. Since these formulations are intended to be used in 1D computations of backwater curves, they must account not only for the flow resistance generated by the deck and the piers, but also for the head losses produced by the contraction and expansion of the flow upstream and downstream from the bridge cross section. In fact, several studies, as those by Hunt (1995) and by Hunt et al. (1999) for the U.S. Army Corps of Engineers, are focused on the accurate evaluation of the
contraction and expansion losses in 1D models, which implies the definition by the user of up to 6 intermediate cross-sections, as well as several contraction and expansion ratios and coefficients and the relative roughness of the floodplains and main stream. Later on, Seckin et al. (2007) recognised the difficulty for the user to define all these case-dependent coefficients, which can lead to considerable inaccuracies in practical applications, and proposed a simplified method to evaluate energy losses under free-surface conditions (i.e. nonsubmerged bridges). On the other hand, other laboratory studies as those of Pizek et al. (2007) and MartínVide and Prió (2005), are focused on the backwater effect generated by the deck under different submergence conditions.

The capabilities of current 2 D river flow models avoid the need of including empirical contraction and expansion coefficients, since the 2 D flow patterns generated by the bridge opening and piers can be directly resolved by the model (Costabile et al., 2014, 2015; Mateo-Lázaro et al., 2020). Thus, the main problem when including bridges in a 2D model is how to include the effect of the deck on the flow. There are, at least, 3 possible flow conditions that can occur. If the water depth does not reach the deck, the water surface remains unconstrained, and the shallow water equations give a reasonable approximation of the flow field. If the water depth reaches the lower chord of the deck but not the higher chord, all the water flows under the bridge under pressurised conditions, and the shallow water equations cannot be applied directly. The last possibility is that the water depth exceeds the higher chord of the deck. In such an extreme case, part of the water flows under the deck under pressurised conditions, while the remaining discharge flows over the deck under free surface conditions. Having these 3 possible situations in mind, there are two main approaches that have been used in previous studies to cope with submerged or partially submerged bridges in 2D shallow water models. The most extended approach is to model the effect of the deck with empirical one-dimensional discharge equations (or rating curves) that relate the head loss to the water discharge through the bridge, as those mentioned previously and presented in experimental studies as Brunner (2010), Hunt (1995), Martín-Vide and Prió (2005), Pizek et al. (2007), Seckin et al. (2007) and Shearman et al. (1986). We include in this approach methods that model the bridge as a local head loss coefficient, as it is done in Ratia et al. (2014), since they are conceptually similar and based on a direct empirical relation between the head loss through the bridge
and the discharge. In this kind of methods, the bridge deck is modeled as an internal condition that is applied over a line of the computational mesh, neglecting the width of the bridge in the streamwise direction. For this reason, in this work we will refer to this approach as Internal Condition for Bridges (ICB), even though some authors call it Internal Boundary Conditions. In our opinion, the term Internal Boundary is confusing, since boundary conditions are applied at the mesh boundaries, while internal conditions are applied at internal lines of the mesh. The empirical equations that are used at these internal conditions depend on one or several coefficients, whose value depends on the geometry of the deck and on the upstream and downstream water levels (relative submergence). The ICB is one of the two approaches used in this study to model the effect of bridges in 2D shallow water models.

A more recent, and much less common, approach to model the pressurised flow under a deck is to modify the standard 2D shallow water equations by adding additional terms that account for the vertical confinement of the flow (Cea and López-Núñez, 2021; Dazzi, 2016; Maranzoni and Mignosa, 2018). This method, which is the second approach used in this study, does not rely on empirical discharge coefficients. The main drawback of this approach is that, up to now, the formulations that have been proposed in the literature cannot account for bridge overtopping, but only for pressurised flow under the bridge deck.

All the previous studies have contributed to the development, calibration and validation of different empirical equations and numerical methods to estimate the backwater effects generated by bridges. However, despite the relevance of bridge modelling in the numerical results of 2D shallow water models, there are few published studies that compare the performance of the mentioned modelling approaches, implemented in 2D models, against laboratory data including partially- and fully-submerged conditions. One of the few studies dealing with the modelling of bridges in 2D shallow water models is the work of Ratia et al. (2014), who presented a set of experiments performed in a $24 \mathrm{~cm} \times 16 \mathrm{~cm}$ rectangular cross-section flume, in which the head loss generated by different bridge geometries was measured. The experimental results were used to calibrate and validate a novel head loss formulation to include bridges in shallow water models. The experiments of Ratia et al. (2014) were later on used in several numerical studies as those of Maranzoni et al. (2015), Maranzoni and Mignosa (2018) and Cea and López-Núñez (2021). More recently, Dazzi et al. (2020) used internal
conditions in a 2D shallow water model to account for the effect of bridges, and validated their model against some of the laboratory results presented in Brown (1985), Picek et al. (2007) and Ratia et al. (2014).

In this paper we present a new experimental data set related to flow through bridges. Several tests were conducted in a 15 m long flume with a 50 cm width rectangular cross-section, over 4 different bridge geometries, including simple and multiple circular arches and a rectangular deck with multiple piers. For each bridge geometry, several flow conditions were tested, including free surface, partially-pressurised, fullypressurised, and overtopped conditions. In all, 32 experimental tests were performed, in which the water depth was measured in a horizontal grid of approximately 110 control points. Thus, the experimental data can be used not only to analyse the total head loss generated by the bridge, as it was usually done in previous studies, but also the detailed 2D water depth pattern created by the piers and deck. This makes it especially suitable to analyse the performance of 2 D hydraulic models. All the experimental tests were reproduced with a 2 D shallow water model, using two different approaches to account for the deck: the commonly used internal condition for bridges (ICB) and the more recent extension of the Two-component Pressure Approach (TPA) applied by Cea and López-Núñez (2021) to account for the vertical confinement of the flow in the 2D shallow water equations. The ICB approach was first applied using default values of the discharge coefficients included in this method, and then with manually calibrated coefficients obtained from the comparison of the numerical and experimental results. The results obtained with both methods were analysed in terms of the accuracy on the prediction of the headwater depth for a wide range of flow conditions, which is the most important variable in flood inundation studies. Numerical-experimental comparisons of 2D water depth maps around the bridge were also performed.

## Experimental tests

The experimental tests were carried out in the open flume of the Civil Engineering School at the University of A Coruña (Spain). The flume is made of steel and methacrylate, it has a length of 15 meters and a rectangular cross-section of $0.5 \times 0.5$ meters. Its hydraulic circuit can provide a maximum discharge of $50 \mathrm{I} / \mathrm{s}$. At the end
of the flume the water level is controlled with a sluice gate. The bed slope was horizontal in all the tests performed.

Four bridge geometries were tested under different steady flow conditions (Fig. 1). The geometries tested include two simple arch bridges (geometries S 1 and S 3 ), a double arch bridge (geometry S 2 ) and a beam bridge (geometry S4). The difference between the two simple arch bridges is that in geometry S1 the arch is centered in the flume cross section and has a diameter of 300 mm , while in geometry S 3 the arch has a diameter of 150 mm and it is not aligned with the centerline of the cross section. The high chord of the deck varies between 175 mm and 250 mm , depending on the geometry. In the three arch bridges (geometries S1, S2 and S3), the flow starts to be partially pressurised when the water depth reaches 50 mm , and becomes fully pressurised for water depths of 200 mm in geometry S 1 and 125 mm in geometries S 2 and S 3 . Regarding the beam bridge, since the deck is horizontal, there is a direct transition from free surface conditions to fully pressurised conditions. The bridge that produces the highest blockage ratio is $S 3$, while $S 4$ is the one with the lowest blockage.

In all, 32 experimental tests were performed, in which the 4 bridge geometries were tested for a range of discharges ranging from $11 \mathrm{I} / \mathrm{s}$ to $48 \mathrm{I} / \mathrm{s}$ ( 10 flow conditions for geometry $\mathrm{S} 1,7$ flow conditions for geometries S2 and S4, and 7 flow conditions for geometry S3). All the tests were performed under steady flow conditions. The downstream boundary condition was established for each test in order to generate different flow conditions at the bridge section, including: free flow, partially pressurised, fully pressurised and overtopped (Fig. 2). The detailed flow conditions for each test are shown in Table 1.

The water depth was measured with an automatic positioner on a grid of points covering a distance of approximately 1200 mm around the bridge (Fig. 2). The number of points in the measurement grid was 117 in all the test cases, except in those with overtopped flow conditions (S2-T05 to S2-T07, and S3-T05 to S3-T08 in Table 1), in which some additional experimental points were located over the bridge deck, achieving a total number of 143 data poins in those cases. The automatic positioner moves a hydraulic piston in the $X$ - and $Y$ axis, while at the same time the piston moves up and down in the $Z$-axis uninterruptedly. The piston has two needles attached. When the water surface contacts the needles, an electrical circuit is closed and the water
surface elevation is registered. The coordinates of the needles that measure the water surface elevation are registered with an accuracy of 0.5 mm in the 3 spatial directions.

Since the water surface elevation oscillates in time, a number of independent water depth measurements were taken at each grid point, in order to estimate the average water depth at that location. The number of measurements was increased at the grid points with high turbulence and water depth oscillations. The criterion used to determine the number of independent measurements was that, at each grid point, the standard deviation of the water depth measurements divided by the square root of the number of measurements, was lower than 1 mm . In any case, a minimum number of at least 10 independent measurements were sampled at each grid point.

For each experimental test, two characteristic water depths were defined as the average of the grid points located at the most downstream and at the most upstream rows of the measurement grid (Fig. 2), which will be referred to as $h_{D}$ and $h_{U}$ respectively. These values will be used to characterise the experimental conditions of each test (Table 1), as well as to assess the global performance of the numerical model. The upstream depth $h_{U}$ is of special relevance in flood studies, since it determines the extension of the inundation upstream from the bridge and the profile of the corresponding backwater curve. Considering the experimental configuration and the number of measurements used to compute the average water depth at each control point, the uncertainty in the experimental values of $h_{D}$ and $h_{U}$ was estimated to be less than 1 mm .

## Numerical model

## Hydrodynamic equations

The hydrodynamic model used in this work is the software Iber (Bladé et al. 2014), which solves the 2D depthaveraged shallow water equations (2D-SWE) incuding several turbulence models. In this work we have used the depth-averaged $k-\varepsilon$ model of Rastogi and Rodi (Rodi, 2000). Some simulations were also done using a simpler depth-averaged mixing length turbulence model (Cea et al. 2007), without any relevant differences in the results, which suggests that the potential errors introduced by the turbulence model used in this case are not so relevant as those due to the simplified modelling of the bridge structures.

The shallow water equations are solved with an explicit unstructured finite volume solver, including several schemes for the discretisation of the convective fluxes. In this work we have used a high-order Godunov type scheme based on Roe's approximate Riemann solver (LeVeque, 2002; Toro, 2001). Mathematical details about the discretisation schemes implemented in the model have been published in several previous papers and are therefore not reproduced here. The reader is referred to Bladé et al. (2014), Cea and Bladé (2015) and Cea and Vázquez-Cendón (2012) for a detailed description of the numerical schemes implemented in the solver.

## Internal Condition for Bridges (ICB)

The most common approach to include the effect of bridge decks in the 2D-SWE is through the implementation of internal conditions. Internal conditions are defined at specific edges of the computational mesh, which must be aligned with the axis of the bridge deck. The water discharge through the mesh edges that belong to the internal condition is not computed using the standard discretisation of the 2D-SWE, but instead it is computed from an empirical relation that depends on the hydrodynamic variables at some reference points located upstream and downstream from the edge (Fig. S1 of the Supplemental Material). Different empirical equations and implementations have been used for that purpose in previous studies (Bladé et al. 2014; Dazzi et al. 2020; Ratia et al. 2014). The implementation used in this work is described in detail in the Supplemental Material.

## Two-component Pressure Approach (TPA)

An alternative approach to include the effect of a deck in the flow is to modify the 2D-SWE in order to account for the vertical confinement of the water under the deck. Two methodologies have been proposed in the last years to model mixed free-surface-pressurised conditions with the 2D-SWE: the Preissmann Slot Model (Maranzoni et al. 2015; Maranzoni and Mignosa, 2018) and the Two-component Pressure Approach (Cea and López-Núñez, 2021). Both methods were developed as an extension of the standard 2D-SWE, and their application to a bridge deck is limited to free surface or pressurised conditions, not being possible to model overflow conditions over the deck. In this study we have used the TPA extension of the 2D-SWE, which is limited to non-overtopping flow conditions. A detailed mathematical description of the method is given by Cea and López-Núñez (2021), while the most relevant aspects of its numerical implementation are included in the Supplemental Material.

## Results and discussion

## Model setup

Although the length of the experimental flume is 15 m , only a section of 5.2 m was included in the numerical models, since the flow outside from this section was rather uniform. The outlet boundary was located at the same section at which the water depth was measured with a limnimiter in the experiments, in order to fix a correct value of the boundary condition in the numerical model. The bridges were located approximately 2 m upstream from that boundary (Fig. 3). The inlet boundary was located approximately 3 m upstream from the bridge.

Due to the relatively simple geometry of the experimental flume, a structured mesh with 5600 elements was used in all the numerical simulations, with a uniform mesh size in all the domain except in a region of 1.2 m around the bridge, where the mesh was refined to have 20 mesh elements of 2.5 cm across the bridge cross section. This discretisation was chosen after a mesh convergence analysis detailed in the Supplemental Material.

In order to establish the deck elevation used in the ICB equations, the shape of the arch bridges was discretised in several steps of constant elevation, as shown in Fig. 4. In this way, the elevation of the low chord of the deck varies along the line that defines the internal condition. The rest of coefficients in the ICB equations ( $C_{g, 1}, C_{g, 2}$ and $C_{w}$ ) have the same value all along the internal condition.

The numerical simulations with the TPA approach were performed using a computational mesh with the same spatial resolution as the one used in the ICB approach. The main difference is that the low chord elevation is defined at the mesh elements (instead of mesh edges) and therefore, the width of the deck in the streamwise direction is not neglected (Fig. 5). The discretisation of the bridge cross section was the same as in the ICB approach (Fig. 4). The value of the stiffness constant was set to $K_{r}=100 \mathrm{~m} / \mathrm{s}^{2}$, after a numerical convergence analysis detailed in the Supplemental Material.

## Headwater results

For practical purposes in river inundation modelling, the most important result that can be obtained from the experimental tests is the water surface elevation upstream from the bridge, since it will determine the elevation of the backwater curve and thus, the extension of the flood. Fig. 6 shows the experimental and numerical water depths at a control point located 40 cm upstream from the bridge, computed with the ICB and TPA methods. As mentioned in section 3.3, the application of the TPA method is limited to those cases with no overflow over the deck. This implies that some of the flow conditions tested in the geometries S2 and S3 could not be modelled with TPA. Those were the test cases S2-T05 to S2-T07 in geometry S2 and S3-T05 to S3-T08 in geometry S3 (Table 1). In all, 25 test cases were modelled with the TPA approach. The ICB numerical results were computed with the default coefficients included in the software Iber for the discharge equations in Table S1 and Table S2 of the Supplemental Material (Bladé et al., 2014), which are those recommended by Brunner (2010). In the case of the TPA method, there are no coefficients to calibrate other than the stiffness constant, which is not really a calibration parameter, but rather a numerical stability parameter. This means that no specific parameter calibration against observed data was done for these results and thus, Fig. 6 represents the expected experimental-numerical agreement when no calibration data is available.

In order to characterise the numerical-experimental agreement in the ensemble of the experimental tests, we computed the mean absolute error (MAE) and the mean relative absolute error (MRAE) for each numerical approach, defined as:

$$
\begin{equation*}
M A E=\frac{1}{N} \sum_{i=1}^{N}\left|h_{U, i}^{n u m}-h_{U, i}^{\text {exp }}\right| \quad M R A E=\frac{1}{N} \sum_{i=1}^{N} \frac{\left|h_{U, i}^{n u m}-h_{U, i}^{\text {exp }}\right|}{h_{U, i}^{\text {exp }}} \tag{7}
\end{equation*}
$$

where $N$ is the number of experimental test cases presented in Table 1 and $h_{U, i}^{n u m}$ and $h_{U, i}^{\exp }$ are the upstream water depths computed with the numerical model measured in the laboratory respectively. The MAE obtained with the TPA and ICB methods are 2.8 and 11.3 mm respectively, while the MRAE are 0.018 and 0.066 . Considering each individual test case, there is a certain trend in the numerical error, that tends to increase as the water depth increases, especially in the ICB approach and to a much lower degree in the TPA method (Fig. 6). This could be expected, since when the water depth is low the bridges are under free or partially submerged
conditions and thus, the influence on the results of the method used to model the deck is lower. Nonetheless, it is interesting to notice that the TPA method reproduces very accurately the observed data in all the range of water depths, while the ICB approach overestimates the upstream water depth in almost all the cases. In order to improve the agreement with the observed data, the discharge coefficients included in the ICB formulations ( $C_{g, 1}, C_{g, 2}, C_{w}$ ) were manually calibrated. No specially procedure was used for the calibration, other than using the same coefficients for all the experimental geometries and tests. This means that the coefficients were calibrated for the ensemble of bridge geometries and flow conditions, and not for each test or geometry independently. Since the numerical results overestimate the experimental data, the value of all the discharge coefficients was progressively increased until the MAE was reduced to a minimum, which was achieved for $C_{g, 1}=0.8, C_{g, 2}=1.0$ and $C_{w}=2.1$. With these coefficients, the ICB results fit much better the observations, as shown in Fig. 7, and the MAE is reduced to 4.3 mm . Moreover, if we just consider the experimental tests with no overtopping (as indicated in Table 1), which are those that have been modelled with the TPA method, the MAE is further reduced to 4.1 mm . The numerical-experimental differences are much lower than those obtained with the default coefficients, but still larger than those obtained with TPA. The calibrated discharge coefficients are rather high compared to their default value, especially the weir discharge coefficient, with a value equivalent to that of a sharp-crested weir. This is probably due to the experimental setup. Even if the bridges have a realistic geometry, the absence of imperfections, hand rails or balustrades, might have a positive effect on their discharge capacity. Under field conditions, the discharge coefficients would probably be lower.

In order to transform the results to the field scale, it can be considered that the scale of the bridge models used in the experiments is something between 1:20 and 1:40. At those spatial scales, assuming the Froude similarity, the width of the channel would be between 10 and 20 m , the height of the bridges between 3.5 m and 10 m (depending on the bridge geometry), and the upstream water depth for the different flow conditions between 1.6 m and 10 m . River discharges would be roughly between $20 \mathrm{~m}^{3} / \mathrm{s}$ and $500 \mathrm{~m}^{3} / \mathrm{s}$. Those values cover a wide range of realistic conditions. For those spatial scales, the MAE of the TPA method would be between 5.6 and 11 cm , which are quite low errors for real scale conditions. Regarding the ICB approach, the

MAE would be between 22.5 and 45 cm when using the default discharge coefficients, which are rather high values. However, after the manual calibration, the MAE would be reduced to something between 8.5 and 17 cm , which is much more acceptable for practical purposes.

## Two-dimensional water depth maps

An added value of the experimental results presented in this work with respect to other studies on bridge hydraulics, is the characterisation of the water depth spatial patterns around the bridges. While the headwater depth is the most relevant variable for inundation studies, the characterisation of the spatial flow pattern around the bridge is important because it has an impact on the local scour. Although the experimental data presented here does not include flow velocities, the 2D water depth maps can be used as a first verification in order to evaluate to what extent a numerical model is able to reproduce the local flow patterns. This is known to be a weakness of shallow water models, because the two main shallow water assumptions (i.e. quasihydrostatic pressure and absence of vertical velocity gradients) are broken due to the 3D velocity field generated nearby hydraulic structures. In this sense, a good representation of the water depth pattern is a necessary (but not sufficient) condition to reproduce the water velocity.

In all the test cases defined in Table 1, the water depth was measured in a spatial grid of around 120 and 140 locations, depending on the bridge geometry. All the experimental data can be found in the following repository https://zenodo.org/record/5040729\#.YNsff0ztZPY. For the sake of conciseness, only some relevant figures are shown in the following.

In general, both the TPA and ICB approaches are able to reproduce the water depth patterns under free surface or very slightly partially-pressurised conditions, as well as for completely submerged conditions, because in these cases the water depth is rather uniform upstream and downstream from the bridge. This is the case, for instance, of tests S1-T08 in Fig. 8, S2-T01 in Fig. 9, S3-T03 in Fig. 10 and S4-T07 in Fig. 11. Nevertheless, as mentioned above, this does not guarantee a proper representation of the water velocities, since there might be 2D recirculation patterns generated downstream the piers that are not reflected on the water depth. For instance, the experimental data on the test S 2 -T01 in Fig. 9 shows a small water depth disturbance generated by the pier that separates the two bridge arches, which is generated by the stagnant
region located in the downstream face of the pier. This spatial pattern is not reproduced by the numerical model.

The experimental-numerical disagreement is larger in the partially submerged tests. In these cases, the spatial variability of the water surface is much larger, and there might even be hydraulic jumps that are not captured by the numerical model, as for instance in the tests S1-T10 in Fig. 8, S2-T04 in Fig. 9 and S4-T06 in Fig. 11. The water velocity computed by the model in these cases is probably very different from the real one, a 3D model being necessary for a better representation of the spatial flow patterns.

Fig. 12 shows the longitudinal profile of the water depth along the center line of the flume in some representative test cases. Again, it can be observed that the headwater depth is rather well captured by the models, while some differences appear in the local water depth just downstream from the bridge, specially with the ICB approach. The TPA method is able to capture the trends in the water depth, but in general it fails to give an accurate prediction of the local water depth just downstream the bridge, with the exception of the cases in which the water depth is rather uniform upstream and downstream from the bridge.

It is also interesting to notice that, even if the TPA method showed a better capability than the ICB approach to capture the experimental headwater depth, as shown in Fig. 6 and Fig. 7, regarding the representation of the local flow patterns both approaches show the same limitations. The mean absolute error (MAE) computed from the difference between the experimental data and the numerical predictions at all the observation points is very similar regardless the method used to model the bridge (Fig. 13). This is because these numerical inaccuracies arise mainly from the shallow water assumptions, which are common to both methods. On the other hand, the MAE is very sensitive to the flume discharge in all the geometries.

The MAE varies roughly between 2 mm and 25 mm , depending on the flow conditions and on the bridge geometry. In all the cases modelled with the TPA method (those with no overtopping), the MAE is always lower than 10 mm except in the case of S1-T10, where it reaches almost 15 mm . Assuming a spatial scale between 1:20 and 1:40 in our experiments, in a real river reach these values would translate to average errors between 20 and 50 cm , which are rather large. If we consider the whole experimental data set, the MAE even
reaches, under certain conditions, values larger than 20 mm . This is the case of tests S2-T05, S2-T06, S3-T05 and S3-T07 (Fig. 13), all of them with overtopping conditions.

## Conclusions

Two different methods for including the effect of bridges in 2D shallow water models have been tested and compared in 4 different bridge geometries and different flow conditions. For this purpose, the headwater depth, as well as the spatial distribution of water depth, was measured in 32 experimental tests in a laboratory flume. The experimental data can be used to analyse the head loss generated by the bridge, as well as to test different numerical approaches and models of water flow through bridges.

The TPA method showed a very good global performance regarding the estimation of the headwater depth, without the need of any calibration parameter. On the other hand, the ICB approach overestimated the observed headwater depth when used with the default value of the discharge coefficients. However, after a relatively simple manual calibration, the ICB method was able to reproduce much better the upstream water surface elevation observed in the experiments. This means that, when no calibration data is available, it is advisable to use the TPA method, while both methods might be adequate after a proper calibration and validation with observed data.

Assuming a spatial scale of 1:20 in our laboratory experiments (i.e. a bridge of approximately 3 m height and 10 m width), the MAE in the headwater depth, considering all the experimental tests, would be around 5 cm for the TPA and 8 cm for the ICB method after a manual calibration of the ICB coefficients. On the other hand, under the same conditions the MAE with the ICB approach using the default discharge coefficients increases to 22 cm . Nevertheless, the calibrated values of the ICB coefficients obtained in this work might not be adequate for real conditions, since there might be other features as irregularities on the geometry or the existence of hand rails, that can have an effect on the discharge capacity of the bridge.

Regarding the 2D water depth patterns, both methods showed the same limitations, as it could be expected from the fact that the basic shallow water assumptions are broken under many of the flow conditions that were used in the experimental tests. The MAE on the spatial patterns of water depth around the bridge varies
between 2 mm for the lowest discharges (around $10 \mathrm{l} / \mathrm{s}$ ) up to 25 mm in some test cases with overtopping conditions. Under partially submerged conditions none of the methods is able to reproduce the local spatial patterns on the water surface. On the other hand, under completely submerged or under free surface conditions, the water depth pattern is rather uniform and thus, it is correctly reproduced in the models.
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Table 1. Summary of the experimental tests. Downstream and upstream water depths refer to the average of the points located in the most downstream and most upstream rows of the experimental measurement grid (Fig. 2).

| Bridge type | Test | Discharge(l/s) | Water depth (mm) |  | Flow conditions |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Downstream $\left(h_{D}\right)$ | $\begin{aligned} & \text { Upstream } \\ & \left(h_{U}\right) \\ & \hline \end{aligned}$ |  |
| $\stackrel{\text { S1 }}{\text { Simple Arch Symmetric }}$ | S1-T01 | 11.25 | 79.0 | 88.9 | Partially pressurised |
|  | S1-T02 | 12.11 | 236.0 | 238.7 | Fully pressurised |
|  | S1-T03 | 17.43 | 88.4 | 109.4 | Partially pressurised |
|  | S1-T04 | 19.09 | 225.0 | 231.2 | Fully pressurised |
|  | S1-T05 | 24.46 | 121.0 | 134.1 | Partially pressurised |
|  | S1-T06 | 23.68 | 204.7 | 212.0 | Fully pressurised |
|  | S1-T07 | 30.70 | 112.0 | 156.9 | Partially pressurised |
|  | S1-T08 | 30.45 | 213.0 | 229.1 | Fully pressurised |
|  | S1-T09 | 37.72 | 133.0 | 175.0 | Partially pressurised |
|  | S1-T10 | 47.60 | 154.0 | 219.7 | Fully pressurised |
| S2 <br> Double Arch Symmetric | S2-T01 | 11.85 | 74.0 | 85.5 | Partially pressurised |
|  | S2-T02 | 18.36 | 91.0 | 113.6 | Partially pressurised |
|  | S2-T03 | 23.78 | 101.0 | 135.2 | Partially pressurised |
|  | S2-T04 | 29.04 | 117.0 | 157.1 | Fully pressurised |
|  | S2-T05 | 38.75 | 133.7 | 188.1 | Overtopped |
|  | S2-T06 | 48.08 | 63.4 | 205.0 | Overtopped |
|  | S2-T07 | 47.96 | 191.4 | 220.8 | Overtopped |
| Simple Arch Asymmetric | S3-T01 | 12.07 | 80.0 | 142.7 | Partially pressurised |
|  | S3-T02 | 12.16 | 116.5 | 153.3 | Partially pressurised |
|  | S3-T03 | 12.11 | 126.5 | 159.7 | Fully pressurised |
|  | S3-T04 | 12.15 | 141.2 | 171.8 | Fully pressurised |
|  | S3-T05 | 18.36 | 94.6 | 188.7 | Overtopped |
|  | S3-T06 | 19.15 | 155.3 | 200.3 | Overtopped |
|  | S3-T07 | 29.9 | 120.4 | 222.1 | Overtopped |
|  | S3-T08 | 29.6 | 197.0 | 235.6 | Overtopped |
| S4 Beam | S4-T01 | 11.98 | 75.0 | 80.7 | Free |
|  | S4-T02 | 18.12 | 71.0 | 87.5 | Free |
|  | S4-T03 | 24.29 | 89.0 | 104.5 | Free |
|  | S4-T04 | 32.31 | 126.0 | 133.6 | Free |
|  | S4-T05 | 38.84 | 122.0 | 138.6 | Free |
|  | S4-T06 | 47.48 | 132.9 | 162.3 | Fully pressurised |
|  | S4-T07 | 47.27 | 156.9 | 175.7 | Fully pressurised |

Fig. 1. Geometry of the bridges tested. Dimensions are shown in mm.

Fig. 2. Flow conditions at the bridge section (left, side view) and example of grid of measurement points at which the water depth was measured (right, top view). In the right plot the water flows from right to left.

Fig. 3. Numerical mesh used in the ICB models, with 5600 elements. The deck elevation varies along the internal condition, as shown in Fig. 4.

Fig. 4. Discretisation of the bridges cross section in order to define the low chord elevation of the deck in both the ICB and TPA methods. Units in mm.

Fig. 5. Numerical discretisation of geometry S 1 (simple arch bridge) used in the TPA approach. The element sizes are $2.5 \mathrm{~cm}^{2}$ in the refined mesh region and $6.25 \mathrm{~cm}^{2}$ in the rest of the flume.

Fig. 6. Experimental vs. numerical water depth at a control point located 40 cm upstream from the bridge, using the TPA (left) and ICB (right) approaches. Numerical results obtained with the default values of the discharge coefficients ( $C_{g, 1}=0.6, C_{g, 2}=0.8$ and $C_{w}=1.7$ ).

Fig. 7. Experimental vs. numerical water depth at a control point located 40 cm upstream from the bridge, using the ICB approach after calibration of the discharge coefficients ( $C_{g, 1}=0.8, C_{g, 2}=1.0$ and $C_{w}=$ 2.1). Experimental tests with no overtopping (left) and all experimental tests (right).

Fig. 8. Three dimensional representation of the water surface elevation observed and computed for the experimental cases S1-T08 and S1-T10.

Fig. 9. Three dimensional representation of the water surface elevation observed and computed for the experimental cases S2-T01 and S2-T04.

Fig. 10. Three dimensional representation of the water surface elevation observed and computed for the experimental cases S3-T01 and S3-T03.

Fig. 11. Three dimensional representation of the water surface elevation observed and computed for the test cases S4-T06 and S4-T07.

Fig. 12. Longitudinal profiles along the center line of the flume of the observed and computed water depth for some representative test cases.

Fig. 13. Mean Absolute Error (MAE) in the 2D water depth maps, for all the experimental tests computed with the TPA and ICB methods.
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