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Abstract—This paper presents the Robobo SmartCity model, an 
educational resource to introduce students in Computational 
Intelligence (CI) topics using educational robotics as the core 
learning technology. Robobo SmartCity allows educators to train 
learners in Artificial Intelligence (AI) fundamentals from a 
feasible and practical perspective, following the recommendations 
of digital education plans to introduce AI at all educational levels. 
This resource is based on the Robobo educational robot and an 
autonomous driving setup. It is made up of a city mockup, 
simulation models, and programming libraries adapted to the 
students' skill level. In it, students can be trained in CI topics that 
support robot autonomy, as computer vision, machine learning, or 
human-robot interaction, while developing solutions in the 
motivating and challenging scope of autonomous driving. The 
main details of this open resource are provided with a set of 
possible challenges to be faced in it. They are organized in terms 
of the educational level and students’ skills. The resource has been 
mainly tested with secondary and high school students, obtaining 
successful learning outcomes, presented here to inspire other 
teachers in taking advantage of this learning technology in their 
classes. 

Index Terms—Computational intelligence, Educational robots, 
Educational simulations, Machine learning, Mobile and personal 
devices, Robot programming, STEM 

I. INTRODUCTION

HE impressive advances of Artificial Intelligence (AI) in 
the last two decades are increasingly affecting the society 

as a whole. Intelligent algorithms are now common in real 
applications like recommendation systems, autonomous cars, 
smart apps, domestic robots, etc. Current and future generations 
will be deeply impacted by intelligent systems in their everyday 
tasks and jobs [1][2]. Hence, it is essential that current students 
receive a formal education about AI not only to face, but also 
to understand, all these challenges to come. This necessity has 
prompted policy makers worldwide to encourage introducing 
AI topics in the official curricula at different educational levels 
[3][4].  
 The goal for the educational community is to develop formal 
teaching resources that can be used in the short-term at classes 
to support such curricula [5]. There are many valid approaches 
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to face AI education, from more theoretical to more practical, 
depending on the specific audience and educational level. But 
all of them rely on the existence of suitable and feasible 
materials, like computer applications, simulations, unplugged 
activities, real devices, and others. In this scope, robots are 
optimal educational tools to train students in AI topics. From a 
methodological perspective, using robots in classes promotes 
learning by doing methodologies, interdisciplinary training, 
cooperative learning, and project-based learning [6][7][8]. 
From a literacy point of view, they allow learning about 
perception, actuation, machine learning, reasoning, or 
representation [9]. In addition, they introduce students to the 
problem of dealing with the real world, where usually 
algorithms do not work as expected, due to unexpected 
technical drawbacks, miscalibrated sensors or actuators, lack of 
proper illumination, etc. Finally, from the economic 
perspective, equipping educational centers with basic 
educational robots is not highly expensive. Many of them, 
worldwide, already have real robots that could be used, and 
others could rely on open simulation platforms as a latter 
option.  
 The current work aims to contribute to the advance on AI 
education by presenting a robotic open learning resource that 
can be directly used by teachers, or adapted to their needs, to 
train students in the fundamentals of AI from a practical 
perspective. It is based on the Robobo educational robot [10], 
widely tested for AI learning at university and pre-university 
levels [11][9], and in an autonomous driving model, called the 
Robobo SmartCity. It is made up of a city mockup, simulation 
models, and programming libraries adapted to the students' skill 
level. We have followed an Educational Design Research 
methodology. Firstly, designing the model to face the urgent 
requirements in education about AI. Secondly, developing its 
main components (e.g. libraries, simulators, etc.), and finally 
evaluating educational interventions with the model that were 
used to improve it in subsequent stages.  
 In the design stage it was decided to highlight the computer 
science aspects of robotics as compared to the “mechatronic” 
ones. That is, the model faces Computational Intelligence (CI) 
learning, understood as all those computer science techniques 
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that support the robot autonomy, leaving manipulative skills for 
other subjects or courses. In a second step, it was addressed a 
general organization of topics, skills, and robot type for CI 
learning at different education levels, from primary school to 
university degrees. In this way, we started from a formal and 
global perspective on the utilization of robots in education. 
Thus, it was decided to narrow the coverage of the research and 
focus it on secondary school and high school education. Thanks 
to that, we could analyze the model validity in pre-university 
levels, where CI topics are novel, and the impact could be 
higher. Specific challenges and teaching units were proposed 
and tested for these educational levels, in many training 
sessions with students using the model. The results encompass 
the research carried out in the last 6 years. 

The remaining of the paper has been structured as follows: 
Section II will be devoted to presenting the theoretical basis of 
this approach, based on educational robotics, AI, and the 
requirements of the suitable robots in this scope. The related 
work will be described in section III, highlighting how they 
differ from the current proposal. Section IV describes the 
research methodology, including: the research questions that 
have been faced, a tentative organization of CI learning stages 
with robots, the description of the Robobo Project and the 
Robobo SmartCity model, and finally, the data collection 
instruments and analysis procedures. Section V presents the 
results of the model utilization with secondary and high school 
students, analyzing the validity of the proposal and answering 
the research questions. Finally, section V contains a discussion 
about the positive and negative aspects of this approach and 
how it can advance AI education.  

II. THEORETICAL BASIS

A. Educational robotics
Educational robotics has become increasingly popular at

different teaching levels in the last decade, mainly pre-
university ones [12][13][6]. The use of educational robots at the 
beginning of this century was mainly limited to specialized 
university degrees like electronics, automation, or computer 
science. However, the arousal of open source and low-cost 
hardware platforms, together with the development of 
programming languages suitable for younger students, implied 
that robots could be introduced in secondary, and even primary, 
schools [14][7][14]. In the last years, many different 
approaches in the use of robots in pre-university education have 
been proposed in the form of specific curricular subjects 
[16][8][17], extra-curricular activities [18][19], or competitions 
[20][21]. 
 Currently, we can find robotics’ subjects in primary and 
secondary school focused on teaching programming 
fundamentals [22], others on manual training using 
construction kits to build robots by the students [23][24], and 
others that use the robots integrated into STEM (Science 
Technology Engineering Mathematics) courses [13][25] to take 
advantage of their interdisciplinary possibilities. However, as 
commented above, current digital education plans promote 

going beyond these “classical” applications and using robots as 
tools to teach Artificial Intelligence (AI) from a practical 
perspective [26][27]. They make up a feasible learning 
technology that can be implemented in the short-term at 
different education levels. The question that arises is how to do 
it in a structured and formal way.  

B. Computational Intelligence Education
Developing AI literacy for different educational levels is an

active and challenging research area [27][28]. On the one hand, 
we can find remarkable worldwide initiatives [29][30], focused 
on creating formal learning resources for topics like perception, 
learning, reasoning, or natural interaction, adapted to the 
student’s age and skills. All of them highlight the importance of 
providing students, mainly in pre-university levels, with a 
“specific view of AI” focused on solving problems in real 
devices, escaping from more theoretical and classical views 
inherited from university courses. This is also the approach of 
the most relevant textbooks in the field, as [31], where AI 
systems are treated as intelligent agents. These agents are 
situated in an environment, perceiving it, and performing 
actions to fulfill their objectives autonomously. As it can be 
observed, the intelligent agent approach fits perfectly with 
using robots to learn AI. 
 Regarding the Computational Intelligence (CI) approach 
proposed here, more focused on computer science aspects of 
robotics, it fits with the most advanced curricula already 
developed and tested [32][33]. These initiatives include 
teaching units to train students on the fundamentals of computer 
vision, natural interaction, or machine learning, as well as 
acquiring other skills to support such topics, as computational 
thinking or problem-solving. Furthermore, as these approaches 
follow the intelligent agent paradigm, they also include other 
aspects related to real systems, like sensing, actuation, and basic 
control. 

C. Robotic Platform Requirements
In addition to the curriculum content that has to be generated

for each educational stage, it is required to have robotic 
platforms that support CI training at classes. The following 
features must be considered for them: 
a) Low-level sensorial capacity: to introduce students to

intelligent robotics they must first acquire basic knowledge
about robotics. To this end, robots should be equipped with
sensors that support basic operations, like navigation or
object manipulation. These types of sensors provide
distance, orientation, light intensity, simple line detection,
or contact.

b) High-level sensorial capacity: to obtain suitable training
for 21st century AI and digital skills, it is necessary to have
sensors that allow natural interaction with humans and the
environment, such as cameras, microphones, speakers, and
tactile sensors. In this way, projects that involve seeing,
hearing, and detecting contact can be proposed, promoting
Human-Robot Interaction (HRI).

c) Complete set of action/interaction capabilities: the greater
the capacity to act in the real world, the longer the lifetime
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of the robot in the classroom because a greater number of 
different challenges can be carried out. Thus, similarly to 
the robot sensing capacity, it is necessary to provide it from 
basic actuators such as those associated with locomotion 
(wheels, legs) or manipulation (arms, hooks, tweezers), to 
high-level actuators, more related to HRI like loudspeakers 
(to produce speech) or high-resolution screens (to show 
visual information and emotions).  

d) Permanent communications: future intelligent robots will 
be connected into a collective system with other AI 
systems and to the internet. With this feature, challenges 
involving taking remote information or other involving 
multi-robot systems can be developed with students.  

e) High computing capacity: devices with high computing 
capacity are required to process information from real-
world sensors such as the camera or the microphone, 
produce speech, real-time information transmission, and 
execute CI algorithms. This way, such processing can be 
performed in the own robot, without relying on external 
computers which reduces its autonomy. 

f) Low cost: as a key requirement for pre-university 
education, hardware devices used in robotics teaching 
should be inexpensive, since the number of students is 
high, and the investment capabilities of the schools and 
education centers are moderate. 

g) Long-term usability: in the current technological market of 
electronic devices such as smartphones or cameras, new 
devices with new features are launched every day. 
However, formal education should depend on the content 
to teach instead of on market trends. Thus, it would be 
interesting having long-term robotics devices with the 
ability to update them partially, reducing the cost of 
acquiring a completely new robot, as well as a certain level 
of modularity to allow easy integration of new sensors, 
actuators, and other components, like LEGO bricks or 3D 
printed elements designed by students to fulfil with the 
proposed challenges. Furthermore, durability and 
reliability are also welcomed, avoiding fragile platforms 
that could be easily damaged. 

h) Programming languages adapted to the age: it is 
recommended to program the robot with both block-based 
and text-based languages, allowing students to improve 
their skills incrementally. The selected text-based language 
should be a popular and highly utilized in the AI and 
robotics field, like Python. In this way, students will be 
familiar with the structure and syntaxes of widely used CI 
libraries, like OpenCV, Tensor Flow, or scikit-learn.  

i) Simulation models: all the previous features apply to real 
robots. Nevertheless, simulation models are very important 
for proper robotics teaching, combining the initial stage of 
implementation in simulation with the validation on the 
real device. Using robotic simulations in classes allows the 
introduction of students to virtual reality topics. 
Furthermore, the COVID pandemic in 2019, reinforced the 
idea of the utilization of virtual material to continue 
learning when students may not share physical devices or 

work in groups due to health issues. However, the 
application of robotic simulations must support transfer to 
the real robot to test the students’ work in real devices and 
face the issues that arise when moving from simulation to 
reality, which is still an open issue for pre-university levels 
[34]. 
 

Table I details the previous features in 9 of the most relevant 
educational robots in the market [35][36]. They are organized 
into three main groups. The first one addresses popular 
platforms in primary school and lower secondary school level, 
represented by the first three robots on the table. They are 
characterized by limited capacities for specific CI learning. The 
second group is composed of “not so popular” and more recent 
robots that could be used in secondary and high school (next 
three models in the table: Cozmo, Alpha AI, and Fable). They 
are affordable options with a high-level sensorial capacity and 
appropriate programming languages for CI learning. The final 
group (represented by the last three robots in Table I) is 
composed of traditional platforms, widely used in university 
degrees for teaching intelligent robotics, but not in pre-
university education due to their high price and complexity.  
 In summary, there is a general lack of robotic platforms that 
show all the requirements for proper CI learning. In this sense, 
as the educational level increases, the situation improves, being 
a consequence of higher prices. 
 

TABLE I 
BASIC CHARACTERISTICS OF ROBOTIC PLATFORMS FOR CI 

TEACHING. THE COLUMN LABELLING CORRESPONDS TO THE 
CONVENTION USED IN THE TEXT OF SECTION II.B  

 
Robot model Target level a b c d e f (€) g h i 
Mbot 2  
[37] Primary P O O O O 150 O P P 

LEGO Mind. 
[38] 

Primary / 
Lower 

secondary 
P O P O O 350 O P O 

Thymio II 
[39] 

Primary / 
Lower 

secondary 
P O O O O 150 O P P 

Anki Cozmo 
[40] 

Secondary/ 
High school P P P O O 200 O P O 

Alpha AI  
[41] 

Secondary/ 
High school P P P O O 400 O P O 

Fable  
[42] 

Secondary/ 
High school P P P P P 600 P P O 

Turtlebot 3 
[43] University P P P P O 1000 P O P 
Khepera 4 
[44] University P P P P O 3200 P P P 
NAO 6  
[45] University P P P P P 6000 O P P 

 
 
 A possible solution to overcome these limitations in primary 
and secondary school is to use simulators, facilitating the 
utilization of advanced robots and their features at a low-cost. 
However, it must be highlighted that the most relevant robotic 
simulators like Webots, CoppeliaSim, or Gazebo [46] are not 
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feasible for pre-university schools due to their high computing 
demand. They require installation, a dedicated Graphic 
Processing Unit (GPU), and a high frequency processor. In the 
particular case of Gazebo, a NVIDIA card is recommended, and 
an intel i5 with 500MB of free space [47]. For CoppeliaSim, 
there are no officially specific requirements, but in users’ 
forums, the situation is similar to Gazebo. Furthermore, 
although robotic researchers may be familiar with the interface 
of these simulators, they can be too complex for secondary and 
high school students (and most of their features would not be 
necessary for those educational levels). In this sense, Open 
RobertaLab [48] or Robotbenchmark [49] could be interesting 
options for this education level as their run online and neither 
require installation nor advanced computational knowledge to 
use them. In any case, as mentioned, relying on CI education in 
purely simulation environments, without transfer to the real 
robots, is not ideal in the long-term. Hence, there is currently a 
gap in the educational market of robots for secondary/high 
school level that will be filled in the future with high probability 
as teachers demand them for their classes. 

III. RELATED WORK 
Within the Robobo Project [10], many different challenges 

with a realistic setup have been proposed and tested with 
students in the realm of applied AI. For instance, they have 
faced an autonomous recycling problem [50], a collective 
surveillance setup [50], or an autonomous parking testbed [9]. 
The current research proposes the creation of a more general 
and complete model, where different topics of CI can be taught 
in the same environment at different education levels. 
Specifically, smart cities and self-driving vehicles, are 
becoming very popular in the educational robotics area due to 
the popularity of autonomous driving in the real world. 

For example, authors in [51] propose a modular and 
integrated approach towards teaching autonomous driving. 
They aim to cover CI topics too, like image recognition, and 
others more specific to robotics, like positioning, mapping, etc. 
This approach is mainly conceptual, materialized on a book, 
and focused on the university level. Another relevant approach 
is the AutoAuto project [52], which utilizes the concept of self-
driving cars for teaching robotics and AI to young students. The 
robotic platforms used in this case are toys-like cars, which 
utilize cameras and image recognition. The scope of the 
AutoAuto project is limited to STEM education under K-12. 
Costa et al. [53] present an autonomous driving simulator to 
prepare and gain the attention of the students to compete in the 
Portuguese National Robotic Festival (PNRT), especially in the 
Autonomous Driving Competition (ADC). Although the PNRT 
addresses both “rookie and expert” challenges, the ADC is only 
addressed in the “expert” challenge. Thus, this proposal focuses 
on students with advanced knowledge in robotics and AI, such 
as Gazebo and ROS.  

A similar approach to the one proposed here is Duckietown 
[54], an online MOOC for teaching AI and robotics based on 
self-driving cars posted on EdX and GitHub. It is a very 

remarkable initiative that, in addition to instructions to 
construct the wheeled robots and class lessons, contains a whole 
application environment, with different city layouts, traffic 
signals, etc. This project also has its own simulation model on 
gym, and it utilizes both Python and ROS to program the robots. 
It is a project focused on high school, vocational training, and 
university levels, even with a research interest. The main 
difference with Robobo SmartCity, in educational terms, is that 
Duckietown is more focused on robotics than in CI, including 
specific lessons on mechanics and electronics in which the 
students have to build the robots by themselves 

To sum up, self-driving cars and smart city technologies 
make up an application field with high potential for educational 
robotics and CI topics. Using such a specific application 
domain could seem too constrained, but the following aspects 
must be considered: 
• It is a challenging application field, with many 

opportunities to face from a STEM perspective. Most of 
the challenges have a direct translation to real cases, 
increasing the motivation of students due to its real 
application. 

• A long-term project is easy for maintenance between 
academic years, and it allows to achieve an outcome with 
real relevance and utility in CI terms. 

• It promotes positive habits in students in terms of social 
impact of AI: reducing carbon footprint of conventional 
vehicles, increasing traffic safety, humanizing cities, etc. 

• It proposes a more gender-neutral approach to educational 
robotics, moving away from classic problems such as 
speed competitions, football, etc. In this domain, the social 
aspects are key, both in the relation with people and 
between robots. 

IV. METHODOLOGY 

A. Research questions 
The problem faced in this research is the necessity of 

developing, in the short-term, feasible and formal teaching 
resources to train students in AI fundamentals. To this end, the 
specific goal established has been to design, implement, and 
validate with secondary and high school students, the Robobo 
SmartCity model. This resource is based on the Robobo 
educational robot and an autonomous driving setup. 
 The research questions we aim to answer in this work are the 
following: 
• Is the technology used in the model adequate to learn CI 

topics in secondary and high school? 
o To validate the use of robots in these educational 

levels. 
o To specifically validate the Robobo, the libraries, 

and the simulation models. 
• Are the teaching units / challenges proposed within the 

model appropriate to learn the fundamentals of AI in 
secondary and high school? 
o To validate the degree of understanding of these new 

concepts by students. 
o To validate the practical approach to AI teaching. 
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• Is the proposed model a feasible resource in the long-
term? 
o To validate if an autonomous driving setup covers 

a broad scope and it is adequate to be used 
throughout different educational levels. 

o To validate if the autonomous driving setup 
supports facing small and simple projects and also 
more challenging and complex ones. 

B. Curriculum organization 
The current section proposes a general organization of topics, 

skills, and platform type (real/simulated) for CI learning at 
different education levels, summarized in the Fig. 1. Due to 
different historical backgrounds, social or economic 
development, the educational reality worldwide is very 
heterogeneous, especially in primary schools. Thus, it is 
required to highlight that this proposal has been developed for 
regular education, leaving special education out of scope here. 
In terms of the selected topics, they have been developed 
analyzing the conclusions obtained from the experience gained 
on those countries that have already started the development of 
an AI curriculum for pre-university level, and which are 
summarized in the UNESCO report called “K-12 AI curricula” 
[30]. In this report, USA, Qatar, India, China, Austria, and 
Korea cases are analyzed, to conclude, among other aspects, 
that stand-alone discussion of AI topics at classes is not enough 
for students to properly understand them. Consequently, 
technical training in the basic AI topics is required at all levels, 
even in primary school. The specific set of topics to be included 
in an AI curriculum is mainly agreed in all initiatives 
(perception, actuation, reasoning, learning, ethics) [32]. But 
how to train them must be aligned with the students’ cognitive 
development at each educational level, and also with their 
skills, which is more dependent on the particular educational 
system.  

 
Fig. 1. Schematic organization of the main topics, programming skills and 
platform type for Computational Intelligence Education through robots 

Hence, although it could require slight adaptations to the 
different national policies, the organization of topics into 
educational levels presented in Fig. 1 was created to respect the 
main conclusions from [30], and to include the authors’ 
experience in educational robotics [9][10][11][33]. It has been 
structured in 4 education stages: primary school (6 to 11 years), 
secondary school (12 to 15 years), high school (16 and 17 

years), and university degrees (>18 years). To the authors’ 
knowledge, it is the first attempt to provide a formal 
organization of topics in educational robotics for CI teaching. 

In the lower level of Fig. 1, primary school, students may be 
introduced to the fundamentals of sensing (distance, light, 
sound) and actuation (locomotion) in robotics, with simple 
examples that can be implemented in a robotic simulator [55]. 
It is very important at this age to start with computational 
thinking [34][56]. Thus, block-based programming could be 
introduced, especially in the final years of primary school. 
However, it is not required to use the computer to program 
because unplugged activities or Tangible Programming 
Languages (TPL) have shown to be very effective for that 
[57][58]. At this education stage, although specific subjects to 
teach CI topics have been implemented with remarkable 
success [14], we propose to introduce them in a transversal 
fashion, with small “knowledge pills” in different subjects like 
mathematics, science, or others. 

In secondary school, students could start training in AI-
specific sensing, like computer vision, sound, or tactile 
interaction, always with adapted levels and materials. In terms 
of actuation, they could be trained in the fundamentals of 
natural interaction, speech production, LCD screens, and, of 
course, locomotion. All these topics can be used in simulated 
and real robots through block-based programming, to provide 
students with a solid background in robotics before moving to 
specific CI learning in the next stages. Again, although these 
concepts could be trained in specific subjects, it is suggested to 
integrate them into others in an interdisciplinary way, 
promoting STEM learning methodologies.  

Considering that at high school and vocational training 
levels, students who choose a technical education are more 
interested and motivated in science and technology, it is 
possible to train them in core and specific CI topics, like 
machine learning or computer vision. Again, using adapted 
resources [32][33]. A standard programming language like 
Python could be introduced to reach all the possibilities of its 
existing libraries, to focus training on the application of CI 
algorithms and not on developing them, which should be a 
matter of specialized university degrees. In this stage, due to the 
specialized training of the students, it makes sense to have 
specific subjects for CI topics, and students should reinforce the 
use of real robots as testing platforms, to realize the issues that 
arise when CI is used in the real world. 

Finally, the university level is considered here to train 
specialized engineers, computers scientist, or similar, so all CI 
topics could be covered, mainly in real robots. Moreover, 
students here are not simple users of libraries and algorithms, 
but also developers. It is out of the scope of this work to detail 
CI education in university degrees.  

With a long-term organization as the one shown in Fig. 1, it 
is intended that students obtain proper training in CI 
fundamentals, as well as basic digital skills for the 21st century 
that are currently presented in several fields, not only in those 
related to robotics and CI. In addition, students interested in AI-
related degrees at university will start with a more solid 

University (specific subjects)
All AI topics, python programming, 

simulated & real robots

High school / vocational (specific subjects)
Machine learning, computer vision, python 

programming, simulated & real robots

Secondary school (transversal)
AI sensing & actuation, block-based programming, 

simulated & real robots

Primary school (transversal)
Basic sensing & actuation, block-based programming (optional), 

computational thinking & simulated robots
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background. 

C. The Robobo Project 
To deal with all the requirements established in section II.C 

for CI education, and to overcome the limitations of the robots 
of Table I, a smartphone-based robot is proposed here. 
Specifically, the Robobo robot (Fig. 2), which combines a 
wheeled mobile platform with a smartphone [10][59]. The 
platform is equipped with two DC motors with encoder on the 
wheels and two DC motors with encoder on the pan-tilt unit that 
holds the smartphone. It also has 8 infrared sensors around the 
base, a battery sensor, and a set of LEDs. The base 
communicates with the smartphone by Bluetooth. On the other 
hand, the smartphone provides Robobo with state-of-the-art 
sensors and actuators, as well as high computing and 
communication capacities. Most current smartphones contain 
various sensors, like two high-resolution cameras, a 
microphone, a 3D gyroscope, a 3D accelerometer, a 3D 
magnetometer, a tactile screen, a light sensor, and GPS, among 
others. Regarding actuators, the smartphones have an LCD 
screen, speakers, and flashlights. While in terms of connectivity 
they are endowed with Bluetooth, Wi-Fi, 4G or NFC among 
others. 
 

 
Fig. 2. The Robobo robot used in the Robobo SmartCity model 

The Robobo Project [60] is based on two more elements: a 
collection of teaching units, and a programming framework. 
Both have been organized in three levels, with specific 
resources adapted according to the student's age and skills. (1) 
A starting level, for those who give their first steps in robotics. 
This level is based on Scratch3 [61] as a programming 

language, and the RoboboSim [62] simulator; (2) An 
intermediate level, focused on those students who already have 
a robotics and programming background. Python is the selected 
programming language for this level, and RoboboSim or 
CoppeliaSim as recommended simulation models. Gazebo 
could also be used with Python, but it is not recommended for 
this educational level; (3) Finally, the advanced level allows 
users to utilize ROS [63] framework to develop their programs, 
which can integrate all the functionalities available on it. For 
this level, the recommended simulator is Gazebo. Fig. 3 shows 
a diagram containing the basic elements required to program 
Robobo. The programming resources and simulation models 
are available at the Robobo wiki [64], where it is possible to 
find the different elements of the model, both in the table of 
contents and on the wiki pages.  

All the programming levels have access to the same set of 
modules organized in libraries that cover different areas of the 
robot capabilities [50]: 
• Computer vision: face detection, tag recognition, color 

tracking, object identification, QR detection, and lane 
recognition are available. In addition, video streaming is 
provided to run external libraries over the image (real and 
simulated). 

• Sound processing: musical note detection and production, 
clap detection, and noise level. 

• Remote Control: WebSocket remote interface, ROS 
remote interface. 

• Speech: speech production and recognition. 
• Emotions: facial expression and mood sounds. 
• Touch: touch screen tactile gestures detection. 
• Other sensing capacities: smartphone sensing capabilities 

like accelerometer, gyroscope, and light level (depending 
on the characteristics of the smartphone). 

• Rob Interface: access to the robotic base sensors and 
actuators, namely, wheel motors, smartphone holder 
motors, motor encoders, IR distance sensors, battery level, 
and LEDs. 

D. City layout and traffic signs 
The smart city proposed in this resource is a scaled model of 

a city neighborhood (Fig. 4) represented by a rectangular city 
layout of 3.5m x 4m. The layout is made up of an external two-
way road, surrounding a central part that contains a roundabout, 
where four two-way road sections intersect. 

Fig. 3. Robobo programming options considering simulated and real robot  
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The city layout is organized into five different sectors (Fig. 4 
bottom), occupied by different buildings and city facilities, 
created to represent a realistic people flow in a city 
environment. It is important to mention here that, to avoid 
illumination problems, the buildings included in sectors A and 
B should not be too high in the real setup. At sector D we have 
included a parking area (see top image of Fig. 4). In it, there are 
four different parking places, allowing parking in 2 different 
ways: 
• In-line parking. Delimited both by road marks and vertical 

signs. 
• Perpendicular parking. Delimited only by road marks and 

by a “P” letter. 
The parking area also represents the charging area for the 

robots, similarly to real charging stations for electrical vehicles. 
 

 

 
Fig. 4. Top: Pictures of the real mockup of the city model. Bottom: Layout 

map of the mockup 

Traffic signs are a key element for traffic regulation. We have 
created vertical and horizontal signs at Robobo SmartCity: 

Vertical signs. They are 0.23 m in height, with a square base 
of 0.035 m of side (Fig. 5). Each signal has different sign plates 
accordingly to the design of the traffic signs of the real world. 
In addition, they also have an auxiliary plate with velcro, to 
include a tag that simplifies the sign identification with 
computer vision. They have been created with ArUco markers 

and QR codes.  
Four different types of vertical signs were implemented, 

which make up a total of 13: 
• Mandatory signals. It was decided to design only two 

mandatory signs, right turn, and left turn direction. 
• Prohibition signals. The six prohibition signs designed 

are four speed limit signs (10, 20, 40, and 50), together 
with the STOP and yield signs. 

• Indication signals. The roundabout and parking signs 
have been included. 

• Warning signs. Three of these signs have been designed: 
dangerous right turn, dangerous left turn, and pedestrian 
crossing. 

 

 
Fig. 5. Vertical traffic signs designed for the model 

The 3D models of these signs can be downloaded from the 
Robobo GitHub repository and printed at schools. 
 
Horizontal signs. Horizontal signs are painted on the roadway. 
They clarify limits or areas of influence of the signage, such as 
the zebra crossing or the height at which a stop must be made. 
Although these signs could be detected using the camera, they 
were mainly included for realism. 
 

It should be pointed out that this city layout is a proposal, and 
it can be modified and adjusted by the teachers accordingly to 
the student level. For example, in section V, a project carried 
out by secondary school students who utilized a simplified 
version of the full layout will be presented. 

E. Simulation models 
The Robobo SmartCity was originally designed to be used in 

the real world, with the real Robobo platform. Although we 
recommend doing it and engaging students in the whole 
process, constructing the real mockup could be complicated, 
expensive, or consuming too time for teachers and students in 
many schools, so we have created different simulation models 
of it. They are completely free and accessible from the Robobo 
wiki. Specifically, the three models are: 

• RoboboSim. This model corresponds to a specific 
Robobo simulator created using the Unity technology. It 
creates a realistic, simple, and computationally light 3D 
simulation. As Unity is used for developing video 
games, RoboboSim has usability and aesthetics like 
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them, making it familiar for young students, helping to 
increase its acceptance. Thus, it is the simulation tool 
recommended for the first levels of learning, although it 
has also been used at the graduate level. It runs under 
macOS, Windows, and Linux, and it is compatible with 
the Robobo blocks library for Scratch3 and the Robobo 
Python library. Consequently, students can take 
advantage of using basic AI functionalities at this age, 
like color recognition, QR detection, speech production, 
emotion production, or tactile interaction. Switching 
from simulation to the real robot is straightforward, 
simply changing the IP address field, as it is shown in 
the wiki of the project. 

 

 
Fig. 6. Left: RoboboSim model of the Robobo SmartCity. Right: Scratch 3 IDE 
with the Robobo blocks 

The left image of Fig. 6 shows a snapshot of the 
RoboboSim model of the smart city. All the elements 
described above are presented in the figure, although 
some of them have been simplified to reduce 
computational costs. The right image corresponds to the 
Scratch 3 interface with the Robobo specific blocks 
loaded and with the monitoring window on the right. 

 

 
Fig. 7. CoppeliaSim model of the Robobo SmartCity  

• CoppeliaSim. It is a 3D model that runs under the 
CoppeliaSim simulator. It is a more powerful simulator 
than RoboboSim, especially in terms of the possibilities 
to control the scene, the physics, and the dynamics of the 
simulation objects. For example, it is possible to add 
new objects on the scene, modify their properties, both 

visual and dynamic ones, as well as create independent 
behaviors over them, among other features. To support 
all these features, the CoppeliaSim needs installation. 
Furthermore, the simulation can be very demanding in 
terms of computer resources, being this characteristic its 
main drawback for schools. A predefined Robobo 
SmartCity layout has been included in the wiki (Fig. 7), 
with the possibility of being completely modified and 
adjusted to the teacher's and student's requirements. It 
also allows the modification of the Robobo simulation 
model. 

This simulation model is suitable for intermediate and 
advanced students who pursued more digital skills in 
terms of 3D design and programming. Hence, only 
Python language is supported. The bridge for using the 
CoppeliaSim model and the real Robobo is 
straightforward, and it is documented on the Robobo 
wiki. Furthermore, this model allows the use of 
functionalities from other advanced Python libraries, 
such as OpenCV and Tensorflow, giving an idea of the 
potential of this simulation model.  

 

 
Fig. 8. GazeboSim model of the Robobo SmartCity 

 
• GazeboSim. The last simulation model runs under the 

Gazebo simulator. It focuses on university students or 
researchers in intelligent robotics that use ROS1. The 
model shares similar functionalities with the 
CoppeliaSim one, such as allowing the complete 
modification and adjustment of the city layout and the 
Robobo model. It is compatible with Gazebo 11 (ROS 
Noetic), and it can be programmed using the Python 
library. Again, it is possible to include different external 
libraries for machine learning, computer vision, etc. The 
transfer between simulation and the real robot is quite 
simple as it is described in the wiki. Fig. 8 contains a 
snapshot of this simulation model. 

 

F. Specific libraries 
A series of libraries with different functionalities have been 

developed to help and guide students, mainly in initial and 
intermediate levels, for performing realistic programs in the 
city. These libraries are: 
• Lane detection. This library allows Robobo to follow the 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK 
HERE TO EDIT) < 
 

9 

lanes of the city model, both the continuous and 
discontinuous ones (see Fig. 9). It is a basic feature in 
autonomous driving vehicles to remain in the lanes that 
delimit the roads. It is also suitable for curved lanes with 
a high degree of curvatures, such as the roundabout or 90° 
curves. Its implementation is based on the Canny 
algorithm for edge detection and uses the Hough 
transformation line detection. In addition, it utilizes 
features from the OpenCV library for image filtering and 
noise elimination [65]. From the output provided by this 
library, the slope and offset of a line, students could 
implement their specific Robobo controller.  

  
Fig. 9. Lane detection in the simulated (left/middle) and real (right) models 

• Object recognition. It allows Robobo to identify different 
objects that may encounter during navigation, as displayed 
in Fig. 10. The object recognition system employs a 
preconfigured neural network based on Mobile Net as a 
recognition algorithm [65]. Although it is possible to 
download it already pre-trained with a series of objects, it 
was trained from scratch using the machine learning 
framework Tensorflow with a set of specific objects 
relevant for this model [65]. Task that can also be 
performed by students and help to teach them how an 
Artificial Neural Network (ANN) works. 
 

  
Fig. 10. Object recognition library detecting other Robobo (left) and a dog 
doll (right) 

• ArUco detection. This library allows ArUco fiducial 
markers detection, which can be used as artificial 
landmarks for robot location or, in this case, to identify 
traffic signs [65]. For the correct utilization of the library, 
the smartphone camera must be calibrated before using it. 
To do so, we have developed an Android app to simplify 
this process (right image of Fig. 11), which returns a 
camera matrix and a distortion vector, required to estimate 
the pose of the ArUco. With this library, students can 

detect many traffic signs with high accuracy, due to the 
adequate properties of this type of tag for visual detection 
(left and middle images of Fig. 11).  

• Traffic sign recognition. It allows detecting the vertical 
traffic signs using the camera, without relying upon 
ArUco or QR tags (see Fig. 12). This library is based on a 
multilayer perceptron ANN and a dataset of real traffic 
signs. It performs some simple pre-processing stages over 
the image using OpenCV like a greyscale conversion and 
a HOG method before introducing the image in the ANN, 
in the same way as real car systems do. Hence, it is 
interesting to explain it to students, who can understand 
how such real car systems work without requiring a tag. 

 

   
Fig. 11. Left and middle: Aruco markers detected by the library. Right: 
calibration app 
 

These four libraries are only available in the Robobo Python 
library, so they cannot be used with Scratch3. They can run 
remotely on a computer using the video streaming library, and 
the first three can also run natively on the Robobo’s 
smartphone, being this a very exclusive feature of this model. 
In the case of Scratch3, students can detect traffic signs using 
QR codes, which is an already implemented programming 
block. Of course, other Robobo libraries can be used in this 
model, like IR sensing, motor commands, speech production, 
and others. 
 

   
Fig. 12. Three examples of successful traffic sign identification with the library 
 

Furthermore, although these libraries have been developed in 
Python particularly for Robobo, they are not exclusive to it. 
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they are accessible worldwide in the GitHub repository and can 
be downloaded, modified, and deployed in any other robot, 
scenario, or environment, allowing teachers and trainers modify 
them as they desire. 

G. Challenges in the Model 
This section contains a set of possible challenges that can be 

accomplished in the Robobo SmartCity at different educational 
levels, taking advantage of the city design and the 
functionalities developed both for the real implementation and 
the simulation ones (Table II). These challenges have been 
organized by educational levels according to the Fig. 1. 
Furthermore, each challenge shows a set of incremental tasks 
towards a final objective of including them in a global task, if 
teachers want to use it in the long-term to train students in 
specific CI topics. Table II also contains challenges for 
University level, as an example of more advanced topics that 
we consider should be out of the scope in pre-university level, 
and only relevant for technical degrees. 

 
TABLE II 

EXAMPLES OF POSSIBLE CHALLENGES TO BE PROPOSED TO 
STUDENTS ACCORDING TO THEIR EDUCATIONAL LEVEL 

 
Challenges 

SECONDARY SCHOOL (RoboboSim, real robot) 
Move autonomously from one fixed point to a target location, respecting 
traffic signs and avoiding collisions (there are no other robots in the city) 
o Understand the concept of autonomous control, programming the 

robot without relying to specific values or thresholds but on sensing 
o Detect objects using IR sensors and avoid collisions (any object that 

appears suddenly on the road) 
o Detect traffic signs using QR codes and respond to them (adapting 

speed, stopping appropriately) 
o Detect colored objects that could appear on the road 
o Straight movement without using lane detection, based on the motor 

encoder information and orientation sensor (kinematics) 
o Speech and emotion production informing the robot status (natural 

interaction) 
Autonomous parking  
o Perform reliable parallel parking on free spaces using QR codes, IR 

sensors, encoders, and orientation sensors 
o Coloured landmarks could be introduced in this area if the colour 

detection blocks aim to be used 
Reality gap 
o Introducing the reality gap problem: understanding the differences 

between simulation and the real world, the simulation is a simplified 
version of the reality 

o Virtual versus augmented reality 

HIGH SCHOOL (RoboboSim, CoppeliaSim, real robot) 
Move safely and autonomously following lanes from one fixed point to 
another location respecting traffic signs and avoiding collisions. Other 
Robobo could be in the city, so navigation must be adapted to the traffic and 
basic communications are allowed 
o Detect traffic signs using ArUco tags and respond to them (adapting 

speed, stopping appropriately) 
o Detect objects using the vision library and avoid collisions (person-

like dolls, pet-like dolls) 
o Detect other Robobos using the vision library, and adapt robot 

behaviour to them 

o Detect objects using IR sensors and avoid collisions (any object that 
appears suddenly on the road) 

o Speech and emotion production informing the robot status 
o Basic communication between Robobos, to exchange traffic 

information. For instance, if a road section is closed 
o Straight lane following control for fixed speed (curves could be 

detected using traffic signs and QR/ArUco tags) 
o Energy consumption control, moving to the parking area if required 
o Machine learning fundamentals: supervised learning of an image 

classification model of simple elements that could appear in the road, 
reinforcement learning to perform the simple task of moving straight 
without colliding with other Robobo or similar 

Autonomous parking 
o Parking area identification using the corresponding traffic sign 
o Detect free spaces utilizing of the QR codes 
o Program reliable serial of parallel parking on free spaces using QR 

codes, IR sensors, encoders, and orientation sensors 
o Introduce recharging zones marked with colours, so robots with low 

energy must use them 
Reality gap 

o Identify phenomena of the real world, like sliding or clearance, for 
example, that may cause unexpected behaviors but that are usually 
omitted in simulation 

o Understanding the current concept of digital twin and why it is useful 

UNIVERSITY (CoppeliaSim, GazeboSim, Real robot) 

Navigate optimally and safely to a destination following the lanes, respecting 
traffic signs, and avoiding collisions. Traffic information must be 
interchanged between Robobos, which can adapt their path planning 

o Map creation and storage (graph theory) 
o Global positioning system (only in simulation) 
o ArUco marker localization 
o Path planning to find optimal route (graph search) 
o Optimal navigation using IR sensors, orientation, and encoders 
o Basic information exchange between robots 

Exchange advanced information between Robobos and with a central traffic 
control center, so traffic signs could be only complementary for vehicles, and 
the overall response of the system is optimal in terms of congestion avoidance 
and energy consumption 

o Advanced information exchange between robots, including ontology 
definition 

Driving autonomously in the roundabout 
o Detect the direction of driving, the size of the roundabout, and adapt 

to the driving speed 
Computer vision development, so current libraries are improved 

o Development of an improved object recognition model, with new 
objects to be included by students 

o Development of an improved traffic sign identification model, 
training it with pictures taken by the students and avoiding the use 
of tags 

Autonomous behavior 
o Design a reactive architecture to perform basic navigation 
o Develop a reinforcement learning model to control navigation 

H. Data collection instruments 
To answer the research questions proposed above, online 

questionnaires were filled by students during the educational 
intervention sessions. We relied on the Microsoft Forms 
application used through a web browser in a completely 
anonymous fashion.  

I. Data analysis procedures 
Collected data was analyzed using a spreadsheet software 

applying basic statistical procedures. The main measure used in 
the analysis was simply the percentage of students per answer. 
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In addition, a specific measure was defined as the Group 
Success Rate (GSR), an objective value that is computed from all 
the students’ answers to a given question as: 

 

𝐺!" =	
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑎𝑛𝑠𝑤𝑒𝑟𝑠
𝑡𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑎𝑛𝑠𝑤𝑒𝑟𝑠 ∗ 100 

   
Hence, this is a percentage of the students that provided a 

correct answer to the question. It must be pointed out that some 
questions have multiple answers, which has been also 
considered in this measure. 

V. RESULTS 
The following two sub-sections are devoted to presenting the 

application results of the Robobo SmartCity model with 
secondary and high school students. The goal is to answer the 
research questions established in section IV.A. The first sub-
section contains validation results obtained from workshops 
developed in the realm of the AI+ project [33] in 2021 and 
2022. With them, the two first research questions are faced: (1) 
Is the technology used in the model adequate to learn CI topics 
in secondary and high school? (2) Are the teaching units / 
challenges proposed within the model appropriate to learn the 
fundamentals of AI in secondary and high school? The second 
section contains a more detailed activity, carried out with two 
small groups of students but with a more challenging goal in 
technical terms. With it, the third research question is answered: 
(3) Is the proposed model a feasible resource in the long-term? 

 

A. CI workshops with secondary school students 
The AI+ project was an educational project funded by the 

European Commission between 2019 and 2022 within the 
Erasmus+ programme, which encompassed 7 partners of 5 
different European countries with the aim of developing a 
curriculum about AI for pre-university students [33]. The 
authors of the current paper were part of the leading team of this 
project at the University of Coruña, who developed the 
Teaching Units (TUs) that make up the curriculum. The TUs 
are the final results of the project and available online [33]. The 
other 6 partners were secondary schools, including teachers 
who revised and tested the TUs with their students, and 
provided feedback to the leading team to improve them. 

The model presented here was used in different workshops 
to test the TUs focused on intelligent robotics. In all cases, the 
students did not have any previous training on the specific 
topics of the workshop. This was a pre-requisite of the AI+ 
project for the students’ selection. One of these workshops was 
carried out in blended fashion in May 2021 at the University of 
Coruña. A total of 41 students participated in the workshop, 24 
from Spain, 6 from Italy, 6 from Slovenia and 5 from Lithuania. 
From these 41 students, 31 were male, 8 female, and 1 preferred 
not to give that information. The age range was from 15 to 19 
years old, being the students between 15 and 16 years old most 
of them (73.17%) The workshop lasted for 6 hours (2 sessions 
of 3 hours each). 29 of them attended the workshop in person, 
while 12 attended online due to the COVID pandemic. The 

RoboboSim simulator was used to face the challenge proposed 
in the TU, programming it in Scratch3. Once solved, students 
validated their solutions in the real Robobo robot. The materials 
used in this workshop are available at https://bit.ly/3BYke57. 

 
Fig. 13. Answers to the questionnaire about the model adequacy 

The goal of this workshop was twofold. On the one hand, to 
obtain direct feedback from students about the usability and 
adequacy of the model for CI learning, mainly the Robobo robot 
and the RoboboSim. To this end, a questionnaire was filled by 
students at the end of the second session. Fig. 13 contains their 
answers. It can be observed how the model seems to be 
technically appropriate for this scope, easy to use, and the 
combination of simulation and real robot is clearly the best 
accepted by them. 

 

     

  
Fig. 14. Snapshots of the RoboboSim worlds used in workshop 1 (top) and in 
workshop 2 (bottom) 

On the other hand, regarding CI topics, the workshop aimed 
to develop the TU7 of the AI+ curriculum, focused on 
introducing autonomous navigation with robots, and evaluate 
the learning outcomes. Specifically, the challenge in this TU 
was to make the robot move straight in a path without colliding 
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with an object/pedestrian placed at random positions, using for 
that IR sensors, orientation sensors, wheel motors and 
appropriate programming routines (see top images of Fig. 14). 
According to the first two points of Table II, this challenge 
provides students with the fundamentals of what autonomous 
navigation means, and what it is necessary to achieve it in terms 
of sensors, actuators, and control. Moreover, the reality gap, 
commented also in Table II for secondary school, was 
introduced, and students had to slightly adapt the code from 
RoboboSim to make it work properly on the real robot. The 
main update was in terms of the thresholds used in the IR and 
orientation sensors. 
 Another questionnaire was filled to evaluate the proposed 
model at the end of the 2nd session. For the sake of clarity, 
students’ answers to just three of these questions are shown in 
Table III, while the others can be accessed at 
https://bit.ly/3BYke57. Correct answers are displayed in green 
color. As it can be observed, learning results were successful 
for most of the group members. 

A second workshop was held in Lithuania in February 2022. 
It was carried out in blended fashion too, but in this case, only 
24 students attended, 18 of them in person. The students were 
from Spain, 12, Slovenia, 6, Lithuania 5 and Italy 1, being 20 
male and 4 female and with ages in the range of 15 and 18 years 
old. The goal was to implement TU11 and TU12 of the AI+ 
curriculum, each of them in a 4-hour session. The RoboboSim 
was used as the main tool (bottom images of Fig. 14 show two 
of the proposed worlds), although the programs were also tested 
in the real robot at the end of each session. Phyton was the 
programming language used to face the challenges. 

 
TABLE III 

GROUP ANSWERS TO THE QUESTIONNAIRES ABOUT 
AUTONOMOUS ROBOTICS (WORKSHOP1) 

Are all robots 
autonomous? 

Are simple sensors like 
distance or orientation 
useful for intelligent 

robotics? 

What should we avoid 
when programming an 
autonomous behavior 

in a robot? 
Yes, all of them 
are autonomous 2,4% No, only for 

simple robotics 7,3% Using 
sensors 9,8% 

No, no robot is 
completely 
autonomous 

17,1% 
Yes, because 
they are 
required to solve 
low-level tasks 

80,5% 
Collapsing 

the program 
with infinite 

loops 
36,6% 

No, some are 
and some are 
not autonomous 

80,5% 
They could not 
be, the 
important is the 
camera 

12,2% 
Using pre-

defined times 
or distances 

53,7% 

 
TABLE IV 

GROUP ANSWERS TO THE QUESTIONNAIRES ABOUT COMPUTER 
VISION (WORKSHOP2) 

The X and Y 
coordinates of a color 
blob correspond to… 

Which of the following 
features makes computer 

vision hard in real 
robots? (it can be more 

than one) 

A color blob is.. 

Any point in 
the blob 4,2% The speed of the 

robot 29,2% 
A region of an 
image with a 
homogeneous 
colour value 

20,8% 

The coordinates 
of the center of 
the blob area 

75% The illumination 
conditions 75% 

A group of 
pixels of the 
same colour 

29,2% 

The coordinates 
of the border of 
the blob area 

20,8% The speed of the 
computer 25% Both are 

correct 50% 

  None of them 16,7%   

 

TU11 was focused on computer vision basics. Students faced 
the challenge of finding a colored object at an unknown position 
in the environment and moving towards it using the information 
obtained with the smartphone’s camera. To solve this 
challenge, they learned the fundamentals of image 
segmentation, color blobs, and how to reference blob positions 
on an image. This problem is included on Table II for secondary 
school level, as part of the autonomous navigation and 
autonomous parking challenges. At the session completion, 
students filled a questionnaire with different technical questions 
about computer vision. Three of them are shown in Table IV 
while the others can be accessed at https://bit.ly/3y59jW9. Most 
of the group achieved a proper understanding of the trained 
concepts, according to their answers. The question in the third 
column of Table IV was tricky for students, because both 
answers were correct, so the achieved result is not bad. 

TABLE V 
GROUP ANSWERS TO THE QUESTIONNAIRES ABOUT 

REINFORCEMENT LEARNING (WORKSHOP2) 
 

Reinforcement learning is 
about... Q-learning tries to… A Q-value indicates… 

Learning 
through rewards 
and penalties 

87,5% Minimize 
errors 29,2% If the robot 

will crash 20,8% 

Learning in a 
strong way 12,5% Maximize 

reward 41,7% The new 
reward 16,7% 

No idea 0% Learn the 
reward 29,2% How good an 

action is 62,5% 

In the second session, students implemented TU12, focused 
on the fundamentals of reinforcement learning (RL), a key topic 
in CI, mainly in autonomous driving. This topic has been 
included in Table II for high school level, but it was tested here 
with the special case of the secondary school students involved 
in the project. The goal to be achieved in this workshop was to 
develop a Q-learning algorithm so the robot autonomously 
learns to move safely over a path without colliding with objects 
nor getting out of the trail. 

Again, at the end of this second session, students filled a 
questionnaire with different questions about RL. In this case, 
the questions were more technical, and results worsened as 
shown in the three example question of Table V (additional 
questions are at https://bit.ly/3y59jW9). This does not mean 
that the proposed model is not valid for complex topics, but 
more sessions and time are required. This will be clearer with 
the result explained in section V.B. 

To provide a more general measure of the model reliability 
in terms of CI topics learning, all the questions included in the 
3 questionnaires of workshop 1 and workshop 2 were analyzed 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK
HERE TO EDIT) <

13 

in terms of the Group Success Rate (GSR) defined in section 
IV.I.

Fig. 15. Group success rate for the questionnaires in green color 

Fig. 15 displays a representation of the GSR obtained in the 
workshops (in green). Overall, the students answered the 
questions correctly, with the exception of those two previously 
commented (GSR < 50). This measure must be analyzed 
considering that students did not have any previous training on 
the topics and, more important, they learned about them in a 
fully practical fashion. Consequently, GSR could be taken as a 
measure of the students’ improvement in one session based on 
the proposed model. 

B. STEMBach project at high school level
The STEMBach program [66] is an educational initiative

from the Galician region government in Spain that aims to 
introduce high school students into scientific research before 
they access university. They must develop a scientific or 
technical project for one year, write a paper (adapted to their 
educational level), and carry out a public presentation in front 
of a tribunal. These students have an adequate technical 
background, and they are highly motivated and proactive in 
STEM projects. The final report created for these groups are 
available at https://bit.ly/3SDqA0Q.  

In the Robobo SmartCity, two groups of two students, each 
one from a different school (IES Concepción Arenal and IES 
Sofía Casanova) at Ferrol region (Spain) carried out two similar 

projects. The main research objective of the projects was to 
analyze from a practical perspective the benefits of autonomous 
driving in traffic safety. One of the projects was carried out in a 
simplified version of the real mockup and programmed in 
Scratch3 (group A), while the second one was realized in the 
complete mockup described above and programmed in Python 
(group B). The work was organized in sessions of 4h per week, 
two at the school and two at home, due to the COVID pandemic. 
To reach the final goal, the students’ work was organized 
following the same methodology: 
1) Develop a control program to maintain the straight
movement of the robot

Using the encoder sensor of the wheel motors, students 
developed a program that allowed the robot to move straight, 
avoiding the typical imbalances between the two motors of this 
type of robot. This challenge allows us to introduce them to the 
concept of proportional control in a simple way. In addition, 
they understood the fundamentals of odometry, by working 
with encoder sensors and realizing that the motor command 
could be different from the motion finally achieved in the real 
robot. In addition, this exercise also showed the relevance of 
programming based on the robot sensors instead of fixed 
constants, because the robot movement needs to be constantly 
corrected, but with a different magnitude each time.  
2) Develop a sensing program to detect traffic signs using the
smartphone’s camera

Students used the available libraries to detect a reduced set 
of traffic signs. Group A used QR codes in the traffic signs, 
while group B used ArUco tags. The objective of their program 
was to identify the traffic sign and the distance to it with 
reliability, providing a proper response in the next step. 
Students had to understand the basics of computer vision, how 
it is influenced by environmental conditions, and how the view 
angle of the robot must be carefully adjusted. 

Fig. 16. Left: The “pedestrian” detected by secondary school students. Right: 
The pedestrian-like doll used for high-school students 

3) Develop a control program to adapt Robobo’s response
according to the traffic signs

Each of the traffic signs required an adequate response from 
the robot. These responses were programmed by the students. 
A previous experimentation process was required in some cases 
to empirically adjust the robot control. For instance, in the case 
of the STOP signal, with the collected data, the students 
performed a simple regression analysis, and a linear model was 
obtained to control de robot speed depending on the distance to 
the signal, to avoid sudden stops. Details about this work are 
provided at https://bit.ly/3SDqA0Q.  
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4) Develop a sensing program to detect pedestrian miniatures 
in the pedestrian walkways using the smartphone’s camera and 
modify the control accordingly 

This program implied detecting a miniature model of a 
pedestrian near a walkway with the camera and acting 
accordingly with the robot. 
 

 
Fig. 17. Flow diagram of the control architecture created by high school 
students 

For group A, this detection was carried out using the color 
detection block of Scratch3, and the pedestrian model was 
simply a colored ball (left image of Fig. 16). In Python, the 
detection was performed using the object detection model 
explained in the previous section, which provided the person 
class together with its location data (right image of Fig. 16). To 
properly implement this control, students had to understand the 
basics of color and object detection with a camera and consider 
again illumination and view angle issues. Moreover, they had 
to understand the details of these methods, and how cartesian 
coordinates on the robot view can be transformed to the 3D 

world, to calculate when the pedestrian crossed the street 
completely. 
5) Develop a sensing program to avoid collisions with 
unexpected objects, using the IR sensors 

The IR sensors of Robobo were used to avoid collisions with 
objects that suddenly appeared on the view of the robot. 
Regarding this task, during the evaluation of the student's 
presentation, one of the evaluators mentioned a relevant point 
that was not addressed either by the student or by their 
supervisor: this should be the priority task of Robobo, rather 
than traffic sign detection or lane detection because the fast 
detection of IR sensors helps to avoid both collisions with 
objects or other robots, but also pedestrian run over, given de 
maximum priority to the people security, as it happens in the 
real world. 
6) Develop a simple control architecture that integrates the 
previous control and sensing programs in coherent way, so 
priorities in terms of traffic safety are respected 

The global program of students had to control different 
aspects in real-time, so it was required that they developed a 
logic of priorities in it. Such control architecture was the same 
in both groups, although high school students used lane 
detection. The flow diagram they developed for their 
architecture is displayed in Fig. 17. They had to understand 
something that it is not intuitive for the students: following the 
lanes is the block with the lowest priority, although it is the most 
used. Only if no unexpected object is detected and no traffic 
sign is detected, the lanes must be respected.  
7) Test the control architecture in the real mockup, with 
different traffic sign positions, pedestrian’s presence, and 
unexpected objects. 

The global program was tested by students in the real 
mockup. To validate the reliability of the solution, the following 
variations on the environment were introduced: 
• A different sense of movement of Robobo (to find left and 

right curves). 
• Different traffic sign positions. 
• Presence and not the presence of pedestrians on the 

walkways. 
• Presence of unexpected objects on the road. 

Fig. 18. Results of the survey filled by STEMBach students after finishing their project with the model 

Very useful Yes Yes Yes Yes Yes

Very useful Not really Yes No Yes No

Very useful Yes Yes Yes Yes Yes

Very useful Yes Yes Yes Yes Yes

What do you think about
the Robobo Smarcity in

terms of long-term
education?

Did you learn about
intelligent robotics using
the Robobo SmartCity?

Do you think the
programming evironment

was useful?

Do you think that your
project would be better if
you had previous training

in programming?

Do you think that smart
cities and self-driving cars
are relevant topics for the

future?

Do you think you should
have specific subjects in

secondary and high
school about AI and

robotics?

Group A Student 1 Group A Student 2 Group B Student 1 Group B Student 2
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The final objective of this project was to achieve an 
autonomous response on the robot, moving permanently in the 
different setups, according to the traffic signs. It was properly 
achieved in both cases, obtaining the highest qualification. 

At the end of the project, the four students filled a short 
survey after finishing their project, to provide us with 
anonymous feedback about the model. The answers to some of 
the questions are displayed in Fig. 18 Although the number of 
participants is too low to obtain statistically relevant 
conclusions, there are interesting aspects to consider. The first 
two questions reinforce the utility of the Robobo SmartCity 
model in terms of long-term potentiality and relevance for the 
students. Middle ones, related to the Robobo programming 
options, point out the necessity of providing students with 
previous programming training and environments that cover 
different educative levels. Finally, the two right questions show 
how most students were able to understand the relevance of 
intelligent robotics in their future. 

VI. DISCUSSION AND CONCLUSIONS

Throughout this paper, an educational resource for training 
students in Computational Intelligence (CI) topics has been 
presented. The Robobo SmartCity model was designed and 
motivated by the relevance that current digital education plans 
are giving to advanced computer science topics, such as AI and 
autonomous robotics, at all education levels. Thus, formal 
resources are needed to help teachers at different levels to teach 
these new topics to students in a feasible way.  

As a starting point, this work proposes a tentative 
organization and formalization of CI topics and skills to be 
trained at different education levels. To that, a set of 
requirements for the robotic platforms to match the 
requirements of this organization has been provided, putting 
strong emphasis on being accessible and affordable by 
education institutions, specially, in the long-term. 

Simulation models, programming libraries, a city layout 
environment, and the real robot Robobo have been included in 
the Robobo SmartCity teaching resource, to train students in CI 
topics, like autonomous control, computer vision or machine 
learning. The resources are open source, leaving the possibility 
for teachers and students not only of sharing their experiences 
with others all around the world, but also the possibility of 
modifying it and customize the resources for their projects. 

Three research questions have been proposed in this study. 
The first one, focused on testing the validity of the technology. 
The second addresses the adequacy of the teaching units and 
challenges, and the final one, evaluating the long-term 
possibilities of the model. 

To answer the research questions, the educational model has 
been tested in secondary school, high school, and university 
degrees [67] during years 2019 and 2020, although this paper 
only addresses secondary school and high school. The 
validation was performed in two different workshops within the 
AI+ project, and also as a realm of the STEMBach project. In 

the first case, students from 6 different countries with no 
previous training in CI topics used the model to learn about 
autonomous navigation, computer vision and reinforcement 
learning. They showed a remarkable level of knowledge 
acquisition on the topics addressed in the workshop in a short 
period of time, as can be extracted from the results of Fig. 15, 
based on the Group Success Rate.  

In the second test case, two groups of students were involved 
in a higher-level educational project with the aim of improving 
the traffic safety increasing the robot autonomy. The results 
showed the model learning possibilities in long-term goals, as 
well as an example of how to develop a scaffolding learning 
methodology along with an educational level.  

Globally, it has been shown that the degree of improvement 
in the educational objectives was very high, as well as the 
acceptance level of the proposed model. On the one hand, 
students acquired a technical background in the covered topics 
in a short period of time, setting the basics for a prior knowledge 
in CI and allowing them to continue their technical background 
with confidence, due to this initial knowledge acquired. For 
those students who will not be interested in technical degrees, 
these workshops have helped to give them a basic impression 
of how autonomous robotics operates in real environment and 
the problematic they must face on. On the other hand, some 
concepts were not well understood by students, showing that 
although Robobo SmartCity it is suitable tool for teaching CI 
topics, specific workload is needed for complex topics. For 
example, special emphasis can be made by the teachers in those 
topics that could be hard to learn by students, by presenting 
different examples or scenarios where to clearly show those 
differences. 

As commented in section I, the main goal of this paper is to 
foster the utilization of the presented model as a starting point 
for advancing in the formalization of CI training, mainly at pre-
university education. Teachers and educators are encouraged to 
download and try this teaching resource and provide feedback 
and improvements for the whole community. 
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