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Abstract The determination of particular reaction forces in the analysis of redundantly con-
strained multibody systems requires the consideration of the stiffness distribution in the
system. This can be achieved by modelling the components of the mechanical system as
flexible bodies. An alternative to this, which we will discuss in this paper, is the use of
penalty factors already present in augmented Lagrangian formulations as a way of introduc-
ing the structural properties of the physical system into the model. Natural coordinates and
the kinematic constraints required to ensure rigid body behaviour are particularly convenient
for this. In this paper, scaled penalty factors in an index-3 augmented Lagrangian formula-
tion are employed, together with modelling in natural coordinates, to represent the structural
properties of redundantly constrained multibody systems. Forward dynamic simulations for
two examples are used to illustrate the material. Results showed that scaled penalty factors
can be used as a simple and efficient way to accurately determine the constraint forces in the
presence of redundant constraints.

Keywords Redundant constraints · Augmented Lagrangian formulation · Reaction forces ·
Penalty factors · Natural coordinates

1 Introduction

The field of Mechanics generally deals with models that rely on certain assumptions. These
models give approximations for various behaviours of mechanical systems. They never fully
represent physical reality, but address some important characteristics that give useful in-
formation about the real system. A key issue in the applications of Mechanics is how the
models can relate to and characterize real physical systems. For example, point mass, rigid
and flexible body models are commonly employed to represent elements of mechanical sys-
tems. The connections among these elements can generally be represented by giving force
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or motion specifications. Motion specifications are represented by kinematic constraints.
Both body models and constraints are representational tools only to develop system models
that are descriptive for a physical system. The use of these tools can lead to system models
that contain constraints that are not independent of each other, i.e., redundantly constrained
systems. These can often be necessary to keep models simple, e.g. the use of rigid body
models, but also representative. For example, enhancing the structural integrity of a me-
chanical system can lead to redundantly constrained models. An example for this can be the
most typical, type-A planetary gear train [32], where the use of one planet gear would be
completely enough from the kinematics point of view. Despite this, often, three planet gears
are employed to improve the load bearing capacity of the system.

The issue of dealing with redundant constraints comes into play also frequently in the
development of multibody system models using generic algorithms. For example, if we
build the model of a “planar” four-bar linkage using a general three-dimensional rigid body
models based algorithm, then we arrive at a redundantly constrained model where some of
the constraints are redundant from the kinematics point of view, as the particular motion to
be enforced by them is already restrained by other constraints.

Let us consider that the configuration of a mechanical system is fully defined by a set
of n generalized coordinates q. The presence of redundant constraints adds additional com-
plexity to the analysis of the equations of motion, usually given as

Mq̈+ c = fa + fc (1)

where M stands for the mass matrix of the system, fc is the array of generalized constraint
forces and fa and c stand for the vectors of generalized applied forces and Coriolis and
centrifugal effects, respectively. For the purposes of this work, we will consider that the
motion of the system is restricted by a set of m holonomic constraint equations

Φ (q, t) = 0 (2)

which, at velocity and acceleration levels, can be described as

Aq̇+ b = 0 (3)

and
Aq̈+ Ȧq̇+ ḃ = 0 (4)

with the Jacobian matrix A = ∂Φ/∂q and b = ∂Φ/∂t. The dynamic equations of the
system (1) can be expressed together with the constraints at acceleration level (4) as[

M −AT

−A 0

] [
q̈
λ

]
=

[
fa − c

Ȧq̇+ ḃ

]
(5)

with λ is the vector of Lagrange multipliers, and fc = ATλ.
For redundantly constrained systems at least one of the kinematic constraints in Eq. (3)

can be expressed as a linear combination of the others. In mathematical terms, this means
that the Jacobian matrix A of the system does not have a full row rank. Under these con-
ditions, the individual constraint forces associated with the constraint equations cannot be
fully determined [33], only their resultant effect can be considered.

It may be worth at this point to discuss some more basic features related to the appear-
ance of redundant constraints. The dynamic and kinematic equations we generally deal with
give certain representations of physical systems. Such mathematical models can never be
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considered as the absolute description of a physical system. They usually include some in-
formation about the system to capture required behaviours, but at the same time they cannot
represent other phenomena. The presence of redundant constraints is usually an example of
this. In such a situation, the system model does not include enough information to uniquely
determine all the constraint reactions. A prime example for this in multibody dynamics is
the case in which the system model is built up using rigid bodies and constraint equations to
represent certain kinematic specifications. Each constraint is associated with a generalized
constraint force that is represented with the corresponding Lagrange multiplier.1 In a physi-
cal system no perfect constraints exist and the constraint forces generally correspond to load
distributions within the system. Usually, the nature of such load distributions depends on the
structural properties of the system. If these structural properties are not represented in the
model, as in the case of rigid bodies, then the individual constraint reactions, the Lagrange
multipliers, can be determined uniquely only in certain situations. These are the cases when
the constraint Jacobian matrix has a full row rank, i.e., the kinetostatic equilibrium in the
subspace of constrained motion can fully be resolved without accounting for the structural
properties of the system.

F

Fig. 1 A beam supported with three revolute joints is an example of a redundantly constrained mechanical
system

Physically, this directly corresponds to the case of statics where we deal with statically
determinate and indeterminate structures. If a structure is determinate, for example a simply
supported beam or a cantilever beam, then the support reactions can be uniquely determined
without the need to consider the deformation profile of the system. However, if the structure
is indeterminate, for example a planar beam model with three supports (Figure 1), then mate-
rial properties and strain-stress relationships of the structure need to be considered. In statics
there are several methods available to resolve indeterminacy, for example via Castigliano’s
theorems.

If the constraint Jacobian does not have a full row rank then the only physically mean-
ingful way to determine the Lagrange multipliers is to include the structural properties to
represent the stiffness distribution in the system. The other possibility for the analysis is to
consider the resultant effect of the constraint reactions. The Lagrange multipliers are not
determined, but their resultant effect is represented with fc = ATλ. This fc can be de-
termined in the case of redundant constraints also, as was illustrated for example in [25]
and [22]. In the case of redundantly constrained systems, fc can be seen as the generalized
constraint force resultant; it gives the representation of the constraint reactions with respect
to the base vectors of the configuration space as defined by the selection of the generalized

1 The physical unit and nature of the Lagrange multiplier is related to the associated constraint. For ex-
ample, if the constraint equation is formulated in a way in which its unit is that of displacement, e.g. meters,
then the unit of the associated generalized constraint force, the Lagrange multiplier, is Newton. The important
relationship is that the time derivative of the constraint multiplied with its Lagrange multiplier must always
result in a function with the unit of power.



4 Francisco González, József Kövecses

coordinates and velocities. On the other hand, λ gives a representation of the constraint re-
actions with respect to the base vectors of the configuration space that are directly defined
by the constraints.

Interestingly, the topic of redundant constraints and the algorithms that are able to handle
such cases have received relatively little attention in the multibody literature. A considerable
number of publications approaching the problem from a strictly kinematic point of view can
be found, either proposing methods to compute the mobility of a mechanism (e.g. [21])
or discussing the physical meaning, applicability and limitations of the mobility formulas
([29], [27]). It has to be noted here that the concept of redundantly constrained system may
be understood in different ways in kinematics and in dynamics. In kinematics, the focus
is on the mobility formula that can give the right degree-of-freedom for the mechanism.
Despite the existing research in kinematics, there is generally a lack of research material
about the available techniques to deal with redundant constraints in dynamic simulations
and analysis. A considerable number of publications in multibody dynamics simply assume
that no redundant constraints are present and the leading matrix in Eq. (5) is invertible.
For example the Schur complement method and the range space method described in [30],
or the velocity and position projections for constraint violation suppression described in
[8] are based on that assumption. A summary of different methods to deal with redundant
constraints is found in [28], and results were reported in [33] and [16] on the identification
of reaction forces uniquely determinable in the presence of redundant constraints. Recently,
conditions for the existence and uniqueness of the solution of Eq. (5) were given in [18].
As discussed above, in the presence of redundant constraints, the accelerations q̈ and the
resultant generalized constraint forces, fc = ATλ, are uniquely defined, provided that M
and Φ have been adequately given. However, the particular reaction forces, as given by
the Lagrange multipliers λ, are not uniquely determined. In fact, there is an infinite set of
solutions for λ, that corresponds to the set of feasible reaction forces compatible with the
motion of the system.

Determining the motion alone is often the primary goal of dynamic simulations and the
precise determination of particular constraint reactions is not required, only their resultant
effect is needed. In these cases, it is enough for the simulation algorithm to compute the
accelerations and the resultant of the constraint reactions. This can be done with the use of
reduction techniques [26] for example. However, if the particular reaction forces are of in-
terest (e.g., when friction forces enter the picture or for design purposes), then the individual
constraint reactions need to be determined to obtain a realistic solution. In the general case,
this cannot be done without including additional information about the structural properties
of the system. A possible solution is to use flexible bodies to represent components of the
mechanism [35].

In this paper we will illustrate that, in some cases, penalty factors can be used in con-
junction with natural coordinates as alternative to flexible body models in order to capture
the effect of stiffness distribution in the system. Natural coordinates model each body in the
system with a set of points and vectors, bound together by kinematic constraint equations
representing the rigid body assumption. It is possible to relax these rigid body constraints
by associating a penalty factor to each of them. In the literature often a single penalty factor
α is assigned to all the constraint equations. The penalty factor is then considered just as an
“arbitrarily large number”. However, an adequate scaling of the penalty factors αk = ηkα
for each constraint equation Φk = 0 can be used to approximate the structural properties and
the stiffness distribution of the system, and obtain accurate values of the constraint reactions
in an efficient way.
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This paper aims at the development of a methodology to use the penalty factors, already
present in the augmented Lagrangian formulations, as a means to model the structural prop-
erties of mechanical systems. This technique can be applied in a straightforward fashion in
many cases, hence providing an efficient and easy implementation to estimate and compute
individual constraint reactions in redundantly constrained system models.

The paper is structured as follows: Section 2 describes the physical meaning of the
penalty factors, their interpretation in multibody dynamics, and the modelling in natural
coordinates. The dynamic formulations used in this work are introduced in Section 3. The
use of scaled penalty factors is discussed in Section 4 to compute the reaction forces, first for
a simple example with known analytical solution and later for a more complex, non-trivial
problem. Finally, the conclusions of the study are summarized in Section 5.

2 Physical Meaning of Penalty Factors

The use of penalty factors as a technique to enforce the satisfaction of kinematic constraints
with a Lagrangian formulation is described by Bayo et al. in [5]. We follow here their nota-
tion, according to which the integral action A of the mechanical system, including the effect
of the constraint equations via the use of the Lagrange multipliers, is

A =

∫ t2

t1

Ldt+

∫ t2

t1

Wdt+

∫ t2

t1

∑
k

λkΦkdt (6)

where W represents the action of the nonconservative forces, and L is the system La-
grangian. In the proposed formulation, for the case of holonomic constraints, the last el-
ement in Eq. (6) is replaced by employing three additional terms representing a fictitious
potential

V ∗ =
∑
k

1

2
αkω

2
kΦ

2
k (7)

a set of dissipative forces

Gk = −2αkωkµk
dΦk

dt
(8)

and a fictitious kinetic energy term

T ∗ =
∑
k

1

2
αk

(
dΦk

dt

)2

(9)

The additional terms introduced in Eqs. (7) – (9) give the representation of kinematic con-
straint Φk by a penalty system, with natural frequency ωk and damping ratio µk. Similar
expressions can be found for systems involving nonholonomic constraints. The modified
action A then becomes

A∗ =

∫ t2

t1

Ldt+

∫ t2

t1

Wdt+

∫ t2

t1

∑
k

[
1

2
αk

(
dΦk

dt

)2

+GkΦk − 1

2
αkω

2
kΦ

2
k

]
dt (10)

The imposition of the condition δA∗ = 0 yields

Mq̈ = fa − c+ATΞ
(
Φ̈+ 2ΩNΦ̇+Ω2Φ

)
(11)
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where Ξ, N and Ω are penalty matrices, that contain the values of αk, µk and ωk for the
different constraint equations. The fictitious potential in Eq. (7), as originally defined in [5],
does not account for coupling between the different constraints. In that case, these matrices
are diagonal. For example, Ξ can be expressed as

Ξ =


α1 0 · · · 0
0 α2 · · · 0
...

...
. . .

...
0 0 · · · αm

 = α


η1 0 · · · 0
0 η2 · · · 0
...

...
. . .

...
0 0 · · · ηm

 = αH (12)

so the different penalty factors can be seen as a single penalty factor multiplied with a pro-
portionality factor ηk for each constraint equation. Matrices Ω and N can be treated in a
similar way, allowing for the definition of different natural frequencies and damping param-
eters in each constraint equation. Alternatively, it is possible to define the fictitious potential
V ∗ in a way in which stiffness coupling among the different constraints is introduced. Fol-
lowing this approach, non-zero off-diagonal values would appear in Eq. (12).

Eq. (11) is the starting point for a number of penalty and augmented Lagrangian formu-
lations (e.g. [6], [12] [20]). All of them have in common that the kinematic constraints that
define the motion of the system are relaxed and replaced by mass-damper-spring systems,
introduced through the addition of the extra terms in Eq. (11). As shown by Eqs. (10) – (12),
the penalty factors αk, as well as terms µk and ωk, can be different for each constraint. The
possibility of scaling the penalty factors is already implied in [5]. However, for a wide range
of purposes, the use of single scalar values for α, µ and ω in every constraint equation is
an acceptable solution, and it is frequently found in the literature (e.g. [14], [24]). If all the
constraint equations defined by Φ = 0 are linearly independent, then the Jacobian matrix
A has full row rank, and Eq. (6) has a unique solution for both the accelerations q̈ and the
particular reaction forces λ [18]. Even in the case where redundant constraints are present
ATλ can be uniquely determined. In this case, when the motion of the system is the only
required output and no forces are dependent on the particular reactions (such as in the case
of friction), a single value of the penalty factor will yield the expected motion of the system,
despite the multiplicity of feasible solutions for λ. In these cases, the penalty factor α is fre-
quently regarded as an arbitrarily large number ([6], [34]) which can actually be modified,
for example, to improve the convergence properties.

The effect of the magnitude and the scaling of penalty factors on the stability and ac-
curacy of dynamic simulations were studied in [4], [3] and [2]. On the other hand, inter-
pretations of the physical meaning of the penalty factors were reported in [20] and [7]. The
second of these papers stresses the meaning of the terms αk, µk and ωk as inertia, damping
and stiffness coefficients, and the fact that these are not dimensionless quantities, but they
have physical units. Nevertheless, the ability of the penalty technique to model the struc-
tural properties of a mechanism has not been discussed yet, nor it has been applied to the
computation of reaction forces in redundantly constrained multibody systems.

2.1 Modelling Rigid Bodies using Natural Coordinates

Natural coordinates [19] have been used in several fields such as biomechanics, flexible
multibody systems or real-time simulation [17]. A main advantage of these coordinates is
that they result in a constant mass matrix, which needs to be computed only once at the
beginning of the simulation. This eliminates the velocity dependent Coriolis and centrifugal
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forces c from the equations of motion, simplifies the evaluation of the dynamic terms of the
formulation and reduces the computational effort required.

x

y

z

P
0

P
1

u
3

u
2

Fig. 2 A generic spatial rigid body, modelled with four natural coordinates: basic points P0 and P1 and basic
vectors u2 and u3.

Using natural coordinates a body in the system is represented as a set of basic points and
vectors, each of them defined by its global components, with associated inertia properties
and constraints. Modelling in natural coordinates requires a minimum of four non co-planar
basic points2 per body in order to obtain a constant mass matrix of the system. The relative
position between these elements is kept constant via the addition of kinematic constraints
that transform the set of points and vectors into a rigid entity. In the example shown in Fig-
ure 2, six constraints are required to ensure rigid body behaviour. First the distance between
the two basic points P0 (x0, y0, z0) and P1 (x1, y1, z1) is kept constant with a distance
constraint

Φ1 =
(x1 − x0)

2 + (y1 − y0)
2 + (z1 − z0)

2

L
− L = 0 (13)

where L is the reference distance between the two points. The angle between vectors u2 =
[x2, y2, z2]

T and u3 = [x3, y3, z3]
T has to be constant too. This is achieved by constraining

the scalar product of the two vectors to be constant, with the equation

Φ2 = x2x3 + y2y3 + z2z3 − C = 0 (14)

with C the value of the scalar product of the two vectors. Two more constant angle equations
in the same form (Φ3 and Φ4) are introduced in order to maintain a constant angle between
the direction defined by points P0 and P1 and vectors u2 and u3, respectively. Finally, other
two constraint equations are necessary to keep the magnitude of vectors u2 and u3 constant
and equal to 1.

The joints of the system can be modelled following a similar approach. When natural
coordinates are used, revolute and spherical joints require two basic points that belong to two
different bodies, P3 (x3, y3, z3) and P4 (x4, y4, z4), and share the same location in space
during motion. A common way of enforcing this is simply defining one single point and
sharing it between the two bodies. However, if the reaction forces at the joint are of interest,
constraint equations with their corresponding Lagrange multipliers need to be defined. The

2 Out of these four up to three may be replaced with basic vectors.
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definition of both points P3 and P4 becomes necessary, and the three introduced constraint
equations take the form 

Φj1 = x4 − x3 = 0
Φj2 = y4 − y3 = 0
Φj3 = z4 − z3 = 0

(15)

The alignment between two vectors can be enforced in the same way. Alternatively, constant
angle equations like (14) can be defined for joints too.

2.2 Constraint Reactions

In an augmented Lagrangian formulation, these above-mentioned rigid body and joint con-
straints are relaxed and the associated constrained dynamics is represented with penalty
systems. This way, a penalty factor αk is assigned to each of them. Based on this and ac-
cording to Eq. (11), the Lagrange multiplier associated with constraint Φk will have the
representation

λk = αk

(
Φ̈k + 2ωkµkΦ̇k + ωk

2Φk

)
(16)

which can be interpreted as a generalized reaction force associated with the constraint, the
magnitude of which is dependent on the violation of the constraint at the position, velocity
and acceleration levels and also on parameters αk, µk and ωk. In order to make the reaction
force proportional to the violation of the constraints at position level, parameters µk and ωk

can be appropriately chosen. The value of µk is usually set to unity in order to ensure critical
damping. Setting the value of ωk to a value in the order of 10, which is a common practice
[15], makes the contribution of the constraint violation at position level at least one order of
magnitude greater than those at velocity and acceleration levels. In this case, it is admissible
to consider that the reaction forces are proportional to αkΦk, which can be seen to represent
the assumption of linear stiffness behaviour for the violation of constraints. Accordingly, the
constraint reactions be expressed as a function of the violation of the constraints at position
level as

λ = ΞΦ = αHΦ (17)

The modification of α within stability margins does not change the solution of Eq. (11),
for the accelerations and generalized constraint forces ATλ. It was shown in [9] that the
solution of Eqs. (6) and (10) converges to the same values, both for q̈ and λ, when α → ∞.
Accordingly, if matrix H is kept unchanged, a new value of α will result in a proportional
change for the violation of constraints Φ, and will not influence the value of λ. As a con-
sequence, the distribution of the constraint reactions is governed by the interrelationships
and proportions among the stiffness values associated with the constraints. The nature of the
stiffness distribution is characterized by H. The numerical value of the global penalty factor
α does not influence the constraint reactions.

We can further illustrate this concept. Let us assume that a multibody system is subjected
to m constraints, of which r are redundant. Therefore, these m constraints restrict the motion
of the system in an m − r dimensional subspace, the constrained motion subspace. The m
constraint reactions are represented with an m × 1 array λ. From basic analysis of force
systems we know that the resultant effect of these reactions on the constrained motion can
be represented with m−r resultant components that can be given in an (m− r)×1 array g.
This resultant can be expressed as g = Dλ, where D is an (m− r)×m full row rank matrix
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g
1

λ
2

λ

y
A B

Fig. 3 Schematic representation of two constraints associated with the same generalized direction of a multi-
body system.

that is determined by the design of the mechanical elements that realize the constraints of
the system at hand.

The resultant of the constraint reactions, g, is determined by the state of the overall
multibody system for any instant [25]. Considering Eq. (17), where the constraint violations
Φ can represent the displacements in the constrained motion subspace, g can be expressed
as

g = αDHΦ (18)

where g is uniquely determined for a given motion of the system. Matrices D and H are
also set by the design of the system and the stiffness representation in the constrained motion
subspace. Based on this we can see that if α is increased or decreased then Φ needs to change
proportionally in the opposite sense so that the αΦ product will always remain the same.
This can be understood also based on the principles of structural mechanics. If a structure
is subjected to a given load and the nature of the stiffness distribution in the system is set,
then rescaling the stiffness values with a single multiplier will induce a proportional change
in the resulting displacement and strain fields of the structure3.

A simple illustration of the above can be the case depicted in Figure 3, where the con-
strained motion subspace is one–dimensional, represented with coordinate y, and the motion
is constrained via the introduction of two forces, λ1 and λ2. The resultant of these two forces
is g. In this case,

Φ =
[
ϕ1 ϕ2

]T
; D =

[
1 1

]
(19)

and

H =

[
k1 0
0 k2

]
(20)

where ϕ1 = y and ϕ2 = y represent the constrained displacements of points A and B,
and k1 and k2 are the stiffness values associated with λ1 and λ2, respectively. Based on the
above formulation, simple hand calculation shows that, once g is set, the values of λ1 and
λ2 only depend on the ratio between k1 and k2; they do not depend on the selected value of
α.

Eq. (17), however, does not represent the general case for the value of Lagrange multi-
pliers, as shown in [18]. The value of the generalized constraint forces remains the same if
a vector λ0 that belongs to the nullspace of AT is added to the particular reaction forces. In
this case

λ∗ = λ0 +ΞΦ = λ0 + λ1 (21)

3 We assumed here that the behaviour of the structure can be well represented with the small displacement
– small strain assumption.
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but the effective generalized constraint forces are not affected,

f∗c = AT (λ0 +ΞΦ) = ATλ0 +ATλ = ATλ = fc (22)

as ATλ0 = 0 because λ0 belongs to the nullspace of AT. The term λ0 can correspond
to a set of self-balancing reaction forces that do not modify fc during the motion. These
forces are determined by the configuration of the mechanism, the loads and the stiffness
distribution of the system. For example, this term can represent pre-loads in the mechanical
system, due to pre-stressing, assembly defects or thermal stresses. It is possible to obtain
λ1 at each time step in the simulation for the unloaded system (λ0 = 0), computing the
value of λ0 in parallel with the main simulation, and to superimpose the two load scenarios
to obtain λ∗ = λ0 + λ1. Alternatively, these can be considered in the dynamic simulation
of the system by introducing the corresponding term λ0 in Eq. (17). For example, in the
augmented Lagrangian formulation described in Section 3, λ0 can be taken as the initial
value for the iterative process used in the computation of the Lagrange multipliers.

It is noteworthy that this technique for the determination of the constraint reactions
implies that the violation of the kinematic constraints at position level is negligible when
compared to the displacements occurring during the motion of the system. The configura-
tion of the system is not modified by the consideration of flexibility. The effects of structural
flexibility are taken into consideration only to determine the reaction force distributions. In
other words, the use of structural properties to determine the reactions does not add any new
coordinates to the system, and the configuration space of the system remains the same. This
represents an important difference with respect to modelling the components of the system
as flexible bodies (e.g. [1], [10]). In that case new additional coordinates are explicitly intro-
duced to represent the deformation field of the bodies, and the model of the system is altered
via changing its configuration space.

3 Dynamic Formulations

Two dynamic formulations have been employed in this paper to carry out the forward dy-
namic simulations. The method of the scaling of penalty factors to model the distribution
of structural stiffness is tested using an augmented Lagrangian formulation of index-3 with
mass-orthogonal projection of velocities and accelerations. The index-3 formulation is de-
scribed by Cuadrado et al. [12]. With this formulation, the dynamic equations of a multibody
system are represented in the form:

Mq̈−ATΞΦ−ATλ̂ = fa

λ̂j+1 = λ̂j +ΞΦj+1; j = 0, 1, 2, ...
(23)

The penalty matrix Ξ in Eq. (23) is actually the product of matrices Ξ and Ω2 in Eq. (11).
Matrix Ω2 introduces only an additional scaling to the matrix of penalty factors, in the
same way as H does, so the notation Ξ will be used to denote this product for the sake of
clarity. The algorithm incorporates the equations of the numerical integrator in the solution
process of Eqs. (23) through a Newton-Raphson iteration. The Lagrange multipliers for each
time step are also updated during this iterative process. The initial value of λ̂0 is set to the
value of the multiplier obtained in the previous time step. The contribution of the penalty
damping and inertia terms to the Lagrange multipliers is neglected, because the violation of
constraints at velocity and acceleration levels is removed by the projection of velocities and
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accelerations at the end of each integration time step. This formulation has shown very good
efficiency and robustness properties for a wide range of applications (e.g. [24], [13], [23]).

A second dynamic formulation, based on the use of the Moore-Penrose generalized in-
verse, is used for comparison in the subsequent tests. It is possible to directly solve Eq. (5)
using a generalized inverse [34]. Similar formulations, also based on the use of minimum
norm solution and generalized inverses can be found in [28], and [31], among others. Af-
ter including some additional terms for the stabilization of the constraints at position and
velocity levels, this leads to

[
q̈
λ

]
=

[
M −AT

−A 0

]† [
fa

Ȧq̇+ ḃ+ 2ξωΦ̇+ ω2Φ

]
(24)

where symbol † stands for the Moore-Penrose generalized inverse.
Although it is not a numerical formulation, the removal of redundant constraints from

Eqs. (5), either manually or automatically, is a commonly used way of eliminating the in-
determinacy present in overconstrained systems. This strategy replaces the original system
with a kinematically equivalent one. It sometimes requires the use of additional algorithms
to decide which constraint equations are to be removed. The results obtained following this
approach are shown for comparison when discussing the reaction forces for the examples in
Section 4.

3.1 Generalization of the Index-3 Augmented Lagrangian Algorithm

So far we have followed the usual augmented Lagrangian formulation as was originally
derived in [5]. However, the penalty terms in (6) can also be reformulated in a slightly
different way to include a more general representation for structural stiffness. The potential
energy part in (7) can be stated in a general form as

V ∗ =
1

2
ΦTKcΦ (25)

where Kc is the stiffness matrix for the constrained motion of the system. Such a stiffness
matrix can be found via considering the effective structural stiffness properties in the con-
strained motion space. For example, for natural coordinates such stiffness matrices were
discussed in [11] for flexible multibody modelling.

Using this above potential energy expression Eq. (23) can be rewritten as

Mq̈−ATαKcΦ−ATλ̂ = fa

λ̂j+1 = λ̂j + αKcΦ
j+1; j = 0, 1, 2, ...

(26)

where α is the penalty factor. Based on this the original algorithm can be reformulated for
the more general case replacing matrix Ξ with αKc. In this new formulation the role of
the scaling factors, ηk, is replaced by Kc that represents the nature of stiffness distribution
associated with the constraints.
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4 Test Problems

In order to demonstrate the use of penalty factors as a means to model the structural proper-
ties of a redundantly constrained system, a simple pendulum, shown in Figure 4 was chosen
as first example. The pendulum consists of a point mass m = 1 kg attached to the end
of a massless rod of length l = 2 m, and moving under the effect of gravity. The three-
dimensional model of the pendulum is composed of a set of natural coordinates including
the coordinates of points O and P and the components of vectors u1 and u2. Vector u2 is
perpendicular to the rod along the z axis and u1 is perpendicular to both the rod and u2. A
revolute joint at point O constrains the motion of the pendulum to the x − y plane. In the
initial configuration, θ = 0 and all the velocities are zero.

x

z

y

O

l

θ

P

u
2

u
1

Fig. 4 Simple planar pendulum

The system has one degree of freedom, and out of the 12 natural coordinates used in the
modelling (three for each basic point or vector), six are constrained to be constant due to the
revolute joint at O (i.e., the ones corresponding to point O and vector u2). The rigid body
nature of the pendulum is modelled with one constant distance equation between points
O and P , three constant angle equations between vectors u1, u2 and axis O–P , and an
additional constraint imposing that the norm of vector u1 is constant and equal to 1 (such
a constraint is not required for u2, as its value does not change during motion, by effect
of the revolute joint). These 11 independent constraints mean that, out of the 12 natural
coordinates, only one is independent. The Jacobian matrix A of the system is full row rank,
and the system is not redundantly constrained, so its motion and the reaction forces can be
computed using any of the algorithms available in the literature. In this particular case, the
reaction force developed in rod O–P can also be computed as

F = mθ̇2l −mg sin θ (27)

In the formulation with natural coordinates, this reaction force corresponds to the constraint
force of the constant distance constraint between the points O and P representing the rod.

If a second rod is added to the pendulum between points O and P , a new constant
distance constraint is introduced, leading to a redundantly constrained system. As a conse-
quence, the Jacobian matrix A becomes rank deficient and Eq. (5) needs to be solved using
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algorithms able to deal with redundant constraints such the ones described in Section 3. All
these algorithms (removal of redundant constraints, use of generalized inverse techniques,
penalty factors) correctly find the uniquely determined accelerations of the system, q̈. How-
ever, they differ in the determination of the particular reaction forces. The reaction force F
will be now shared between the two rods. If the rods have linear stiffness characteristics, the
load corresponding to each one will be proportional to its stiffness. Removing the redundant
constraint equations introduced by the second rod transfers all the reaction load to the re-
maining rod, which would not represent the physics of the system correctly. An alternative
is to use a single penalty factor α for all the constraint equations, or another possibility is
to solve Eq. (5) with the generalized inverse formulation. For the present system, these two
techniques give the same solution. This solution corresponds to the minimum norm one, and
is equivalent to distribute uniformly the reaction force among the two rods. However, none
of these solutions consider the structural properties of the system which, ultimately, will
determine the actual value of the reactions. In this case, the use of scaled penalty factors
allows for the inclusion of these properties in the computation of the reaction forces in a
simple way. For example, in the case in which the stiffness of one of the rods is the double
of the other, the relative scaling factors for the two constant distance equations Φ1 and Φ2

corresponding to each link can be set to η2 = 2η1 to model the relation between the stiffness
properties of the bars. It has to be noted here that the axial stiffness distribution of the rods
is the only physical parameter influencing the axial force distribution. This illustrates two
facts. In the first place, the scaling factors corresponding to the other constraint equations do
not affect the results regarding axial loads. Secondly, it is the proportion between stiffness
parameters, and not the particular numerical values of them, that determines the reaction
forces developed.
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Fig. 5 Reaction forces in rods 1 (left) and 2 (right) of the redundantly constrained simple pendulum

The scaling of penalty factors was tested in a 10 s long forward dynamic simulation of
the motion of the pendulum, employing an augmented Lagrangian formulation of index-3
described in Section 3, and with an integration time step h = 10−3 s. The common penalty
factor α of Eq. (12) was set to α = 1010. The scaling factors ηk were assigned unit values,
except for the constant distance equations corresponding to rods 1 and 2, which were set to
η1 = 1·10−3 and η2 = 2·10−3. This represents a stiffness constant of k1 = 1·107 N/m and
k2 = 2 · 107 N/m for the rods. The reaction forces thus obtained are compared in Figure 5
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to the ones given by the alternative methods, namely the same formulation without scaling
of penalties and removing the constraint equations corresponding to the second rod, and
the generalized inverse solution also described in Section 3. The solution obtained using
scaled penalty factors yields the value of the reaction forces predicted by the analytical
solution. The use of techniques that do not consider the structural properties of the system
gave solutions which are still compatible with the motion, but they do not produce the correct
reaction force distribution.

The same simulation was repeated for two additional variations in the values of the
penalty factors. In the first place, the value of the global penalty factor α was modified
from α = 106 to α = 1012. Secondly, the scaling factors η1 and η2 were altered, without
changing the ratio between them, from 10−3 to 10−1. No significant changes were obtained
for the motion or reaction forces, which confirms that the proportion between the scaling
factors is the only parameter that actually determines the magnitude of the reaction forces.
Although, obviously, for numerical reasons, the value of the penalty factors must be kept in
a range that does not compromise the stability of the numerical integration or the precision
of the results.

In a second stage, the same forward dynamic simulation was carried out with a single-
rod pendulum and introducing an additional joint at point O. This model can represent a
configuration of the mechanism in which the rod is joined to the ground via two parallel
bearings. In this case, the redundancy comes from an additional joint, instead of from a
redundant link. The radial stiffnesses of the two joints were considered to be related by a
ratio of 2:1. The reaction forces at each joint during motion were computed and they were
found to be identical to the ones shown in Figure 5.
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Fig. 6 Reaction forces for redundantly constrained simple pendulum under a pre-load of ±4 N.

Finally, the motion of the system was simulated again as in the first case, but considering
that the first rod was 6 ·10−7 m longer that its nominal length. This caused a pre-load of −4
N in rod 1 and +4 N in rod 2, which was introduced in λ̂0 in Eq. (23). The obtained results,
displayed in Figure 6 agreed with the analytical solution: the reaction force in each rod was
shifted a value of ±4 N while the total force was left unchanged.

As a more complex example, we employed scaled penalty factors to approximate the
structural properties of a spatial parallelogram mechanism (Figure 7), a detailed descrip-
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tion of which can be found in [33] and [35]. In [35], the authors deal with the redundant
constraints by replacing rigid body components with flexible ones.
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θ

Fig. 7 Spatial parallelogram

The spatial parallelogram of Figure 7 consists of six rods of length l =
√
2/2 m, and

a plate of size 0.5 × 0.5 m, linked via spherical joints to each other and to the ground. The
inertial properties of the bodies are summarized in Table 1.

Table 1 Inertial properties (in local axes) of the spatial parallelogram

mass [kg] Ix [kg · m2] Iy [kg · m2] Iz [kg · m2]

rod 0.34 56 ·10−3 56 ·10−3 0.08 ·10−3

plate 39.0 3.25 6.5 3.25

The system has 7 degrees of freedom: the plate can move horizontally, in parallel with
the plane xy, and each rod can rotate freely about its longitudinal axis. The modelling of the
parallelogram in natural coordinates required the definition of the 12 basic points depicted
in Figure 7, plus two basic vectors per rod to obtain an adequate representation of each body
with natural coordinates. An additional point and a vector perpendicular to the plate were
added to simplify the application of the forces acting on the center of the plate. Moreover,
three more points were attached to joints G, K, and M, to allow for the computation of the
reaction forces. This resulted in a total of 29 basic points or vectors (each of them composed
of three coordinates), of which 6 are constantly attached to the ground, so only 23 enter the
formulation, leading to n = 69 generalized coordinates being used to model the system.
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The number of constraint equations was m = 63, at least one of which is redundant. In
[35], it was shown by the authors that the reaction forces in joints K and M can be uniquely
determined, whereas the redundancy of constraints results in multiple solutions regarding
the reactions at points A, C, E and G and the axial loads of the rods connected to them.
The axial load of every rod is associated with the constant distance equation between the
two points located at its ends. This force corresponds to the reaction at the joints in the axial
direction of the bar.

The mechanism moves under gravity effects, with an external force applied to the center
of the plate f = [2000, 3000, 3000]T N, and a torque τ = [300, 0, 500]T Nm, acting on
the same body, both expressed with respect to the global axes x0, y0, z0. Initially, all the
velocities are zero and θ = 0. The initial positions of the points of the mechanism are given
in Table 2.

Table 2 Positions of the joints (m) at the start of the motion, in the global axes x0, y0, z0

x y z x y z x y z

A 0.0 0.0 0.0 E 0.5 0.5 0.0 K 0.0 0.25 1.0
B 0.0 0.5 0.5 F 0.5 1.0 0.5 L 0.5 0.75 0.5
C 0.5 0.0 0.0 G 0.0 0.5 0.0 M 0.5 0.25 1.0
D 0.5 0.5 0.5 H 0.0 1.0 0.5 N 0.25 0.75 0.5

Every rod in the mechanism is a hollow aluminum cylinder, with inner and outer diame-
ters di = 0.028 m and do = 0.03 m. The Young modulus of the material is E = 6.9 · 1010
Pa and the computation of the axial stiffness of the rod yields a value of k = 8.89 · 106
N/m. In our model, the rods are considered to be flexible only in their axial direction, while
all the other components are taken as rigid.
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Fig. 8 Position of the center of mass of the upper platform (left), and axial reaction forces in joints K and M
(right), during motion of the spatial parallelogram

A 1 s long forward dynamic simulation was carried out to compute the motion and con-
straint forces of the parallelogram. Here, the augmented Lagrangian formulation of index-3
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with projections introduced in Section 3 was employed again to solve Eq. (5) for this prob-
lem. The selected integration time step was h = 10−3 s. The global penalty factor was set to
α = 8.89 ·106, to model the axial stiffness of the bars. The scaling factors ηk corresponding
to the constant distance equations imposed by the rods were set to one, while those corre-
sponding to every other constraint were set to values three orders of magnitude greater. As
expected, the motion of the parallelogram and the computed axial reaction forces for the
rods connected to joints K and M (Figure 8) matched those obtained via the use of flexible
body models to represent the rods and plate of the mechanism in [35].
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Fig. 9 Axial component of reaction in joint G during motion of the spatial parallelogram, computed with
different techniques

The reactions in joints A, C, E and G, however, cannot be determined without consid-
ering the structural properties of the mechanism. It was found that the use of a generalized
inverse and unscaled penalty factors resulted in the same reaction forces at these joints. The
use of scaled penalty factors, on the other hand, gave the same results as the use of flexible
body models employed in [35]. Results for the axial reaction at joint G are summarized
in Figure 9. This is the component corresponding to the constant distance constraint acting
between the two tips of the rod. The computed reaction forces clearly vary for the differ-
ent methods and the minimum norm solution produced by the unscaled methods cannot be
considered reliable for the general case.

Moreover, it was confirmed that the scaling relation between the different penalty factors
is of critical importance for the accuracy of the results, whereas the numerical value of
the penalty factor α has a much less noticeable impact. The same dynamic simulation was
repeated increasing the value of the global penalty factor α one and two orders of magnitude,
and the impact on the computed reaction forces was negligible (Figure 10).

These results also show that the penalty factors in matrix Ξ do not need to model the
structural properties of the different components of the system down to exact numerical
values.

Results in Figures 9 and 10 were obtained via scaling the penalty factors corresponding
to the constant distance equations between the tips of the rods to three orders of magnitude
smaller than the rest. This is equivalent to consider that the only relevant flexibility contribu-
tions in the mechanism are associated to the axial directions of the rods. Figure 11 shows the
evolution of the reaction force at joint G when the proportion between the different penalty
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Fig. 10 Axial reaction forces in joint G during motion of the spatial parallelogram, computed with scaled
penalties and different values of the global penalty factor α

factors is made closer to one. The case in which the ratio is one is equivalent to having
unscaled penalty factors. A ratio of 100 was enough to obtain realistic results. However, it
is difficult to extend the validity of this threshold for the general case. The nature of the
constraint equations that can be used to model a mechanical system is very diverse. Some
of them represent unit norms of vectors, other constant distances and other constant angles.
The units in which the constraint equations are expressed can vary too. The scaling of the
penalty factors needs to be studied according to the definition of the constraint equations in
each problem.
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Fig. 11 Axial reaction forces in joint G during motion of the spatial parallelogram, computed with different
ratios between the penalty factors associated with constant distance constraints and those associated with the
rest

On the other hand, it can be stated that the stiffness distribution and the relationship
among the different stiffness values are the decisive elements for the determination of the
reaction forces. This relationship can be represented by the scaling factors contained in
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matrix η, while the global penalty factor α can be modified to improve the stability or the
efficiency of the computations.

5 Conclusions

Rigid multibody models of mechanical systems can lead to the existence of redundant kine-
matic constraints. In such a case, the individual reaction forces can only be determined if
additional information about the structural properties of the system is included. One pos-
sibility for this is to change the system representation and consider a flexible multibody
system model. In that case, additional new generalized coordinates are introduced together
with the appropriate constitutive relations and the configuration space is enlarged to rep-
resent the new model. In this paper, we discussed that there is also another possibility. In
this method the original rigid multibody model does not have to be changed. The structural
properties are considered only to resolve the redundancy problem for the reaction forces.
This can be achieved via the index-3 augmented Lagrangian penalty formulation. Index-3
augmented Lagrangian formulations have been employed in multibody system research for
some years. However, they have been mostly used for motion simulation purposes where
the accurate knowledge of the constraint reactions is not critical. In this work we illustrated
that this formulation can also be used to resolve the redundancy problem for the constraint
reactions. This results in a novel possibility to consider structural properties without chang-
ing the system model used for other simulation and analysis tasks the user has to consider.
We also highlight that the use of natural coordinates can be particularly advantageous for
this approach. These coordinates can be directly associated with the internal displacement
field of a body, and as such, they result in stiffness representations for the penalty systems,
which will remain valid as the system undergoes large configuration changes.

Our analysis shows that the use of penalty factors can provide an efficient and easy way
to determine constraint reaction forces, as an alternative to employing flexible multibody
models. Penalty factors in the index-3 augmented Lagrangian formulation are not meaning-
less large numbers, but they can be associated to significant physical quantities to represent
the structural properties of the system. It should be stressed that a meaningful relation be-
tween the structural properties of the bodies and the definition of the constraint equations
(which, in turn, determine the physical meaning of the penalty factors) has to be found for
the modelling of the system. Once this relation is adequately defined, the value of the penalty
factors can be adjusted to model the stiffness distribution in the system which is dominant
for the development of the constraint reactions.
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