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Brain—computer interfaces (BCIs) establish a direct communication channel between the human brain and
external devices. Among various methods, electroencephalography (EEG) stands out as the most popular
choice for BCI design due to its non-invasiveness, ease of use, and cost-effectiveness. This paper aims to
present and compare the accuracy and robustness of an EEG system employing one or two channels. We
present both hardware and algorithms for the detection of open and closed eyes. Firstly, we utilize a low-cost
hardware device to capture EEG activity from one or two channels. Next, we apply the discrete Fourier
transform to analyze the signals in the frequency domain, extracting features from each channel. For clas-
sification, we test various well-known techniques, including Linear Discriminant Analysis (LDA), Support
Vector Machine (SVM), Decision Tree (DT), or Logistic Regression (LR). To evaluate the system, we conduct
experiments, acquiring signals associated with open and closed eyes, and compare the performance between
one and two channels. The results demonstrate that employing a system with two channels and using SVM,
DT, or LR classifiers enhances robustness compared to a single-channel setup and allows us to achieve an
accuracy percentage greater than 95% for both eye states.

Keywords: Brain—computer interfaces; electroencephalography; eye states; prototype.

1. Introduction

Brain—computer interfaces (BCIs) can be defined as
communication systems that monitor the user’s
brain activity with the aim of translating thoughts
into commands."™ Since BCIs allow users to control
external devices without the involvement of periph-
eral nerves and muscles, they are especially useful for
people suffering from severe motor disabilities who
have lost all motor functions, such as those affected

* Corresponding author.

by advanced stages of Amyotrophic Lateral Sclerosis
(ALS) or high levels of tetraplegia.*”

The beginning of BCI can be traced back to
the 1920s when the German scientist Hans Berger
discovered that brain activity generates electrical
currents. He demonstrated that the fluctuations of
these currents could be recorded by placing electro-
des on the scalp of subjects.® However, Berger’s work
primarily focused on utilizing this technique for
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studying and analyzing cognitive functions, as well
as understanding and diagnosing various neuro-
pathologies. It was in the 1960s when Joseph Kamiya
demonstrated that subjects could exert control over
certain characteristics of brain waves after under-
going training.” Furthermore, Thelma Estrin indi-
cated the significance of electroencephalography
(EEG) devices being capable of continuous signal
digitization and immediate transmission to compu-
ters.” In 1973, Vidal introduced the term “Brain-
computer interface” and described BCI as the use of
brain signals for dialogue between human and com-
puter and as a means of control over external pro-
cesses such as computers or prosthetic devices.”
These ideas brought about a revolution in the field of
neuroscience and opened up new frontiers and pos-
sibilities in various domains, including education,
healthcare, and many others.'’

EEG has emerged as the most popular neuroim-
aging method for current BCIs due to several
advantages it offers, including non-invasiveness, ease
of use, and affordability. Traditionally, EEG tech-
nology has primarily been employed in medical
applications where high measuring accuracy is es-
sential, necessitating the use of devices with multiple
channels. However, the high cost and complexity
associated with medical-grade EEG devices make
them impractical for non-medical applications such
as wellness, healthcare, and entertainment.

The rapid advancement of non-medical EEG
systems has sparked the development of new appli-
cations aimed at assisting individuals in their daily
lives. These applications encompass a wide range of
areas, including healthcare,'"'? emotion recogni-
tion,'? or Internet-of-Things (IoT).'* However, there
is limited research concerning the utilization of only
one or two channels for BCls.

In this paper, we present a two-channel system by
extending the prototype presented in a previous
work.'” Signals are acquired by replicating the
hardware but adding only one additional electrode.
The discrete Fourier transform is used to determine
relevant features and then evaluate the performance
of four classification algorithms: Linear Discriminant
Analysis (LDA), Support Vector Machine (SVM),
Decision Tree (DT), and Logistic Regression (LR).
By employing two channels, our aim is to capture
more comprehensive and reliable information from
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brain activity, ultimately leading to potential
improvements in classification accuracy.

This paper is organized as follows. In Sec. 2, we
present a review of previous works in BCI. In Sec. 3,
we present a detailed description of our EEG-based
system for detecting eye states. This section outlines
the architecture and components of our prototype.
We explain the data acquisition process, including
electrode placement and signal recording techniques.
Additionally, we describe the signal processing
methods and the classification algorithms used for
eye state determination. Section 4 focuses on the
study conducted to evaluate the performance of our
system. We present the experimental setup and
methodology employed in this study. Results and
findings from the performance evaluation study are
presented and discussed in this section. Finally, in
Sec. 5, we offer concluding remarks based on the
findings and insights derived from our study.

2. State of the Art

Over the last few decades, the utilization of EEG for
BCI has garnered significant interest. In the litera-
ture, several reviews on EEG-based BCI systems
have been found, encompassing topics such as signal
acquisition, preprocessing or signal enhancement,
feature extraction, classification methods, and the
control interface.'7'%

BClIs have numerous applications, particularly for
individuals with nervous system injuries like ALS,
Parkinson’s, spinal cord injury, stroke, and con-
sciousness disorders.!! They show promise in reha-
bilitation, inducing cortical reorganization through
neuronal plasticity for therapeutic benefits. Wear-
able technology enables in-home monitoring, assess-
ment, and rehabilitation for brain and spinal cord
injury patients.!? However, more studies are needed
to demonstrate real improvements, especially for
patients with compromised comfort due to a high
number of sensors.'?

EEG-based BCI systems have been also used for
emotion recognition."”” By analyzing the patterns
and neural responses associated with different emo-
tional states, EEG signals open up new possibilities
for empathetic and responsive technology, paving
the way for innovative applications in fields such as
healthcare, gaming, marketing, and more.
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On the other hand, the integration of low-cost
EEG devices with IoT platforms holds great promise
in numerous domains, such as smart homes, health-
care, or gaming, among others."*

Despite all this progress, the cost of BCI tech-
nology remains a limiting factor in its widespread
utilization. A recent study”’ aimed to compare the
performance of two EEG devices, namely, a low-cost
BCI and a high-end EEG, in detecting four emo-
tional conditions. Although the professional-grade
EEG device outperformed the low-cost BCI in terms
of classification accuracy, both devices demonstrated
noteworthy performance in classifying the four
emotional conditions.

The successful implementation of BCI systems
based on EEG goes beyond technical aspects since
designing a comfortable and user-friendly system is
crucial. Despite the importance of user comfort,
previous works have largely focused on using multi-
ple sensors, overlooking the potential benefits of
utilizing one or two channels. Recent research has
started to explore the advantages of a reduced
number of sensors in EEG-based BCIs for various
applications, showcasing the significance of designing
user-friendly and cost-effective BCI systems for a
wide range of users:

e Shalash et al.?' conducted research to detect fa-
tigue using EEG signals from seven channels.
They achieved good accuracy using just a single
sensor placed in a position commonly associated
with alpha and beta rhythms linked to fatigue and
eye movements.

e Educational research involving Neurosky Mind-
Wave, which utilizes a single sensor, explored
attention levels in autonomous e-learning envir-
onments.”**

e Using also Neurosky MindWave, Chen et al.”
identified high and low levels of attention among
students, while Patsis et al.”” assessed user atten-
tion during Tetris gameplay, examining the rela-
tionship between attention and game difficulty.

o Vourvopoulos et al.?® investigated user adaptation
in brain-controlled systems, evaluating robot
control in real and virtual environments using
brainwave signals. These studies exemplify the
applications of EEG signals in researching atten-
tion levels, cognitive performance, and device
control through BCIs.
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e Ali et al.?” introduced a novel approach to mental
health wellness using Neurosky MindWave. Their
study explores the use of brain rhythms to assess
and enhance psychological well-being, showing
promise for innovative BCI applications.

e Mathe et al.?® employed Neurosky MindWave to
estimate the user’s depression level as part of a
BCI application. The IoT ecosystem associated
with this application notified caretakers about the
user’s mental state.

e In another study related to IoT, Narayana et al.?
utilized Neurosky MindWave to develop a BCI
application on an Android phone. This allowed
users to lock and unlock a wheelchair and control
its movements within an IoT environment.

It is noteworthy that previous studies focusing on the
utilization of a limited number of sensors have relied
on commercial devices. However, these approaches
suffer from a significant drawback due to their in-
herent limitations. For instance, the Neurosky
MindWave device does not allow for the addition of
more channels, or changing electrode placements,
and operates with proprietary software. This limi-
tation poses a serious challenge for researchers and
practitioners seeking to enhance the capabilities and
flexibility of their BCI systems.

Taking this into mind, the focus of this paper is to
examine the potential benefits of using two channels
in BCI systems and whether it can lead to improved
system performance in terms of accuracy and ro-
bustness compared to the use of only one channel.
The specific task under study is the detection of
open and closed eyes. To conduct this research, the
authors refer to a previous study conducted by
Laport et al.,'® which likely explored the same task
but for a single channel.

3. Proposed Systems
3.1. Brain rhythms

Brain waves are typically described in terms of six
frequency bands which correspond to specific mental
states.!” Numerous studies have provided evidence
that the alpha rhythm, between 8 Hz and 12 Hz, is
prominent in the occipital area of the brain when
individuals keep their eyes closed.?~*2 However, this
alpha rhythm is diminished when visual stimulation
DCCUI'S.:‘:L‘:M
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Beta rhythm is observed in frontal and central
regions of the scalp, and it is associated to motor
activities. It ranges between 12 Hz and 30 Hz and is
symmetrically distributed when there is no motor
activity and desynchronized when real movements or
motor imagery occur.' It is also related to alertness
and visual attention over parieto-occipital regions
and its attentional-related enhancement is typically
accompanied by a decrease of alpha rhythm over
occipital areas.

For this reason, following the 10-20 International
System (IS)? for electrode placements depicted in
Fig. 1, it is common practice to position the input
channels of the EEG device in the O1 and O2 loca-
tions to detect visual activities.

In the proposed system, brain waves are recorded
by measuring the potential differences between
electrode placements in O1 and 02, with a reference
electrode placed in Fp2. The ground electrode is
placed in A2.

Nasion

Fig. 1. Electrode placement according to the 10-201S.

3.2. Hardware

Figure 2 shows the configuration of the prototype for
one or two channels. We can observe that extending
to two channels only requires adding one additional
electrode and its corresponding amplifier. Thus, the
configuration with two channels has a total of four
electrodes: two inputs, the reference, and the ground.
Each channel uses one input signal, the reference,
and the ground.

As explained in our previous work,'” the signal is
amplified by an AD8221 instrumentation amplifier
and filtered by a 50 Hz notch filter, a second-order
low pass filter, a second-order high pass filter, and a
final band pass filter. The gain of this last filter can
be adjusted to better utilize the whole range of the
analog—digital converter.

The overall filter response is shown in Fig. 3. The
filter was designed so that alpha and beta bands are
attenuated as little as possible, since they will be
employed in the detection of eye states. The notch
filter, added to avoid a strong line interference from
affecting other frequencies (due to Analog-to-Digital
Converter (ADC) saturation) slightly attenuates the
upper frequencies of the beta band. However, this
does not significantly affect the performance of the
system, since we only use the lower portion of the
beta band, as we will explain in the following section.

Once the brain signal has been captured, ampli-
fied, and filtered, the ESP32 microcontroller is re-
sponsible for its digitization. The microcontroller has
an ADC with 12-bit resolution. The sampling fre-
quency was configured at 200 Hz. Data captured and
processed by the ESP32 is transmitted to an external
device (PC or IoT device) using Message Queue

/

Fig. 2. Prototype with one and two channels: (1) electrodes; (2) amplifiers and filters; and (3) ESP32.
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Fig. 3. Bandpass filter response.

Telemetry Transport (MQTT) protocol,*® a simple
and lightweight publish /subscribe messaging proto-
col designed for constrained devices and low-
bandwidth networks. It is easy to implement and can
be deployed using open-source solutions such as
Eclipse Mosquitto.*”

There are two different design approaches for the
system: (1) the ESP32 transmits the captured sam-
ples directly to that control unit, which is responsible
for processing and classifying the signal; (2) the
algorithms run in the ESP32. In this work, we fol-
lowed approach (1) because it allowed us to better
analyze the captured signals and to study the clas-
sification algorithms in more detail.

3.3. Method for feature extraction

Signal processing algorithms play a crucial role in
extracting meaningful features from the acquired
brain signals. The aim is to identify specific patterns
in cerebral activity that correspond to different
mental states and intentions of the user. However,
selecting an appropriate feature set is a complex and
challenging task due to the presence of numerous
simultaneous brain signal sources and the inherent
noise in the environment.

The acquired data are processed as depicted in
Fig. 4, where we consider M windows of L samples
delayed by P samples.

Considering a window of Lsamples at time instant
m, the Discrete Fourier Transform (DFT) is defined as:

Xkym] = 3 a(m +n)e 2, (1)
n=0

1t 1 1’
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Fig. 4. Schematic representation of data processing.

where kK =0,1,...,L —1 represents the frequency
bin. Equation (1) may be efficiently implemented
using the fast Fourier transform (FFT) algorithm,
with a complexity of O(Llog(L)) per window.*
However, we can exploit the relationship between
the DFT of consecutive windows to further reduce
the complexity by wusing the sliding DFT
algorithm.”

For two consecutive windows that are a single
sample apart, the DFT can be efficiently computed
using the following expression®’:

X[k,m + 1] = (X[k,m] — z(m))e’T

+z(m+ L)e~ "¢
= (X[k,m] — z(m) +z(m + L))eT. (2)

This can be executed every time a new sample is
received, and it does not involve the use of a sample
register. For an interval of P samples, Eq. (2) needs
to be computed P times but unlike the FFT, the
sliding DFT can be used to calculate only a subset
L, of the L frequency bins. This results in a com-
plexity of O(L,sP) per window.

As explained before, we are only interested in the
frequencies associated with the alpha and beta
bands. To reduce the number of operations and en-
sure synchronization, both bands were selected to
have the same number of frequency bins: alpha from
8 Hz to 12 Hz and beta from 13 Hz to 17 Hz. Since the
sampling frequency is 200 Hz, L,3 = 0.04L.

Subsequently, we calculate the power of the alpha
and beta bands for each channel. Specifically, we
obtain P,; and Py for channel O1, and P,; and Pg,
for channel O2. Finally, we compute the following
rates to obtain one feature for each channel.

_Pa
R, = P, (3)
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3.4. Methods for feature classification

The last step of the EEG-based BCI is the feature
classification, whose main objective is to detect the
user intentions by making use of the previously
extracted features (i.e. to identify open eyes and
closed eyes). We consider four feature classification
algorithms: SVM, LDA, DT, and LR. All these
algorithms present a low computational load and
are adequate for binary classification.!0-16:40742
There exist numerous libraries to implement
these algorithms in Personal Computer (PC) or
microcontrollers. ¥4

In this section, we provide a concise summary of
these algorithms. More detailed explanation can be
consulted in the literature.*®

3.4.1. SVM

SVM was first introduced by Vapnik and his team at
AT&T Bell Laboratory.*® SVM seeks a hyperplane
or a set of hyperplanes that efficiently separate the
features vector into several classes. These hyper-
planes must maximize their distance to the closest
training samples. The parameters b and w of the
hyperplane are obtained by solving the optimization
problem. SVM can utilize various types of kernel
functions, with our particular focus being on the
application of a linear kernel because the problem is
linearly separable.

In the classification step, for the feature vector
r(n) = [Ry(n), Ry(n)]T, the eye state is determined
using a very simple rule:

sign(w r(n) +b) > 0 then “open eyes”
and “closed eyes” otherwise.

Appendix A offers a detailed explanation of inte-
grating SVM with the sliding DFT algorithm
explained in the preceding section.

3.4.2. LDA

LDA is a versatile statistical and machine learning
technique applied for dimensionality reduction and
supervised classification tasks.?® Its primary objec-
tive is to uncover an optimal linear combination of
features or variables that effectively discriminate
between two or more distinct classes or groups
within a given dataset. To achieve this, LDA begins
by computing class averages from the samples,
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which, in our specific context, corresponds to closed
eyes and open eyes states. Additionally, LDA cal-
culates covariance matrices and subsequently derives
a projection vector and bias values. During the
classification phase, LDA employs a rule similar to
SVM to make informed class assignments.

3.4.3. DT

DT for binary classification is a machine learning
model that employs a tree-like structure to classify
data into one of two categories.*” The DT is obtained
through a training process, where it begins with a
root node representing the entire dataset and sub-
sequently divides the data recursively based on spe-
cific features. The splitting criteria are designed to
optimize classification accuracy. Once trained, the
DT efficiently predicts the class of new data points.

3.44. LR

LR is primarily intended for predicting continuous
numerical values in regression tasks. Nevertheless, it
can be repurposed for binary classification through a
thresholding approach.*” LR starts by structuring
the dataset with binary labels. Following this, it
applies linear regression to the dataset, and fine-tune
the threshold based on the specific problem require-
ments and the trade-off between precision and recall.
This threshold subsequently serves as the basis for
classifying data points into their respective classes.

3.4.5. Other approaches

In this paper, we have chosen the aforementioned
techniques due to their ability to minimize compu-
tational overhead while delivering robust perfor-
mance in solving binary classification problems. In
contrast, alternative methods like Artificial Neural
Networks (ANNs) and Deep Learning (DL) are
better suited for scenarios characterized by a higher
number of inputs and multiple classification catego-
ries, requiring substantial datasets for effective
training.*" !

4. Experiments
4.1. Method

Seven volunteers agreed to participate in the study.
Their mean age was 29.67 years (range 24-56 years).
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The participants indicated that they did not have
hearing or visual impairments.

Gold cup electrodes were O1 and O2 placed in
accordance with the 10-201IS for electrode placement
(see Fig. 1) and attached to the subject scalp using a
conductive paste. Electrode-skin impedances were
checked to be below 15k} at all electrodes. The
reference and ground electrodes were placed in the
Fp2 and A2 positions, respectively, where the ab-
sence of hair facilitates their placement, thus opti-
mizing the setup time and EEG signal quality.

The signals were captured using the hardware
described in Sec. 3.2, and the signal processing
algorithms were executed on a PC using MATLAB,
allowing us to repeat the simulations offline with
different parameters. However, it is important to
emphasize that all these algorithms are also fully
implementable on the ESP32 microcontroller.

During the experimental sessions, the signals from
the two channels were recorded for a total duration
of 10 min per participant. Specifically, the recording
process involved 60s of signal acquisition while the
participant had their eyes open, followed by another
60 s of signal acquisition while the participant had
their eyes closed. To indicate the transition between
the two eye states, a sound alert was played for the
participant. Once the electrodes have been placed and
the impedance checked to be below 15k, the
recordings started without individual calibration for
any of the participants. All the experiments were
conducted in a sound attenuated and controlled en-
vironment. Participants were seated in a comfortable
chair and asked to be relaxed and focused on the task,
trying to avoid any distraction or external stimulus.
To mimic real-life conditions, the participants were
allowed to freely move their gaze during the eye-open
tasks, without the requirement of maintaining fixa-
tion on a specific point. To reduce possible artifacts,
participants were asked not to move or speak during
the experiments. After each recording session data for
each subject were visually inspected and the recording
was repeated if any of them was corrupted by high
level of noise or artifacts.

4.2. Recorded signals

Figures 5(a) and 5(b), as well as Figs. 6(a) and 6(b),
display 10s of EEG activity, representing open eyes
and closed eyes for channel Ol and channel 02,
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respectively. The amplitude of the recorded signals
by the electrodes is in the microvolt range, varying
from a few microvolts to approximately 300 micro-
volts. Consequently, the acquired EEG signal is
highly sensitive to both internal and external noises,
including electromagnetic interference generated by
nearby devices or various biological signals origi-
nating from sources other than the brain (e.g. eyes
and jaw).

On the other hand, Figs. 5(c) and 5(d), as well as
Figs. 6(c) and 6(d), illustrate these signals in the
frequency domain. The alpha band (8-12 Hz) exhi-
bits more pronounced activity during closed eyes,
displaying values significantly higher than those
observed during open eyes. This observation is also
evident in the time domain, where the signals during
closed eyes display bursts of alpha activity. Addi-
tionally, it can be observed that the beta rhythm
(12-30Hz) does not exhibit significant differences
between the two eye states.

As an example of the features obtained with this
procedure, Fig. 7 shows the values of R; and R, for
10 windows of 10s and a delay of 2s and 4 s for both
eye states. It is evident that the values obtained for
closed eyes are significantly lower compared to those
for open eyes. This disparity can be attributed to the
higher presence of the alpha rhythm during the
closed eyes state. The selection of the window size
and the temporal gap between windows is a crucial
aspect to consider during the design process, as it
directly impacts the delay associated with the
transmission of control commands and the compu-
tational cost of the entire system.

As an illustrative example, Fig. 8 demonstrates
the application of the SVM algorithm in estimating
the subject’s eye state. The plot highlights the sup-
port vectors and the classifier’s decision boundary. It
is evident from the plot that the problem demon-
strates linear separability: points situated below the
decision boundary predominantly correspond to the
closed eye state, while points positioned above
the boundary indicate the open eye state. Conse-
quently, a linear kernel has been employed in SVM
for this specific scenario.

4.3. Comparison study

To compare the performance of a one-channel system
and a two-channel system, we conducted an
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Fig. 8. Extracted features for both eye states and the support vectors and decision boundary employed by the SVM algorithm
to perform the classification: (a) delay of 25s; (b) delay of 4s.

evaluation to assess their effectiveness in capturing
and analyzing EEG signals. In this evaluation, 4 min
of the recorded signals are employed for the training
step, where two of them correspond to open eyes and
two to closed eyes. The remaining 6min of the
recordings, composed by 3 min of each eye state, are
employed for the test step.

To mitigate classification bias, we repeated each
experiment 10 times using a cross-validation process,
ie. a different combination of training and test
recordings is implemented in each of them.

Additionally, for the training step, an inner five-
fold cross-validation is performed for tuning the
hyperparameters of the classifiers, which is carried
out by the Bayesian optimization algorithm.’*

We considered a window length of 10s and conducted
experiments to determine the optimal delay using delays
of1, 2, 4, and 6s. It is important to note that the window
delay directly influences the computational cost of
implementing the sliding DFT in Eq. (2). Since the
prototype operates at a sample frequency of 200 Hz,
Eq. (2) is updated with P = 200 samples (1s), P = 400
samples (2s), P = 800 samples (4s), or P = 1200 sam-
ples (6s). In all cases, L = 2000 and L,3 = 0.04L = 80.

Tables 1 and 2 display the mean accuracy for O1
and 02, respectively. It can be observed that the
performance is similar for all delays. SVM, LR, and
DT classifiers demonstrate the best performance,
achieving high average accuracy for both eye states.
However, LDA shows low accuracy for open eyes.
The shortest delay of 1s yields good results and
ensures the fastest response of the system. Therefore,
we will use this value for the remaining experiments.

= Closed eyes
# Open eyes
O Support Vectors

Decision Boundary
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Table 1. Comparison of classification
mean accuracy (in %) for open and closed
eyes using O1 and different delays (s).

Delay (s) SVM LDA LR DT
Open eyes

1 94.03 86.40 93.46 9411

2 93.84 86.40 93.37 93.82

4 92.89 86.39 92.96 93.44

6 92.55 85.67 93.01 93.57
Closed eyes

1 93.88 96.79 94.19 93.39

2 93.67 96.78 93.96 93.24

4 93.51 96.87 93.61 92.99

6 93.93 96.58 94.54 9347

Table 2. Comparison of classification
mean accuracy (in %) for open and closed
eyes using 02 and different delays (s).

Delay (s) SVM LDA LR DT
Open eyes

1 96.00 88.18 95.29 96.50

2 95.85 87.97 95.11 96.30

4 95.17 87.89 93.91 95.00

6 95.10 88.32 94.74 96.33
Closed eyes

1 9452 97.65 95.09 94.35

2 9454 97.86 95.15 94.20

4 94.80 97.69 95.54 94.29

6 9464 97.19 95.26 93.27
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Table 3. Comparison of classification ac-
curacy (in %) for open and closed eyes using
O1. Bold values indicate the best accuracy
per subject.

Subject SVM  LDA IR DT

Open eyes
99.87 97.93 99.51 99.87
88.00 85.03 87.57 85.09
99.57 93.45 98.24 99.57
9224 8200 9115 93.87
97.63 96.96 97.27 96.18
85.21 67.69 84.06 88.06
95.63 81.69 96.42 96.12
Mean 94.03 86.40 9346 94.11

Closed eyes
100 100 100 100
86.00 89.74 87.39 86.48
100 100 100 100
9042 95.39 9169 91.15
9478 97.21 9454 94.78
8745 95.27 87.75 83.33
98.48 100 97.93 9793
Mean 93.88 96.79 9419 93.39

=] O O = QOB =

e =T L S U U

Tables 3 and 4 present the accuracy obtained by
each classifier when using a single sensor positioned
at O1 and O2, respectively. For the open eyes state,
the LDA classifier yields a comparatively lower

Table 4. Comparison of classification accuracy (in %) for
open and closed eyes using O2. Bold values indicate the
best accuracy per subject.

Subject SVM LDA IR DT
Open eyes
1 100 97.39 99.75 100
2 94.48 88.72 91.57 97.21
3 100 95.75 99.81 100
4 97.87 86.84 98.36 98.54
5 97.93 93.39 97.69 97.27
6 89.75 72.00 88.36 91.39
7 91.93 83,15 91.45 91.09
Mean 96.00 88.18 95.29 96.50
Closed eyes
1 100 100 100 100
2 88.84 90.84 89.75 85.81
3 100 100 100 100
4 98.00 99.93 98.30 98.00
5 92.60 98.12 94.18 95.69
6 91.45 96.96 92.42 90.18
7 90.72 97.69 90.96 90.72
Mean 94.52 97.65 95.09 94.35

Eye State Detection Using Frequency Features from EEG

accuracy in comparison with the other classifiers
(mean accuracy less than 90%). On the other hand,
for the closed eyes state, all classifiers achieve a mean
accuracy greater than 90%, indicating good results.

According to Table 4, the results obtained when
using a single sensor positioned at 02 show some
improvements compared to Table 3, particularly for
some subjects. This indicates that SVM, LR, and DT
classifiers are consistently effective in classifying
EEG signals captured by the sensor at position O2.
However, the LDA classifier exhibits a significant
difference in mean accuracy between the two eye
states. This suggests that the LDA classifier may be
more sensitive to the specific characteristics of the
signals captured at position 02, leading to variations
in its performance.

These results highlight the importance of consid-
ering the specific sensor position when evaluating the
performance of classifiers. In particular, the results
indicate that different sensor positions (in this case,
O1 and O2) can yield variations in accuracy and
performance for different classifiers.

Table 5 shows the results obtained using two
sensors placed on Ol and O2. Comparing with
Tables 3 and 4, we see that the performance is sim-
ilar to when only O2 is used. This suggests that the
performance achieved using a two-channel system is

Table 5. Comparison of classification accuracy
(in %) for open eyes using two channels. Bold
values indicate the best accuracy per subject.

Subject SVM LDA LR DT

Open eyes

1 99.81 97.69  99.58 99.88
2 91.39 88.30 90.30 91.39
3 100 96.84  99.76  99.58
4 97.75 8945 97.64 99.09
5 97.63 97.33  97.21 96.55
6 88.84 71.09 88.36  88.73
7 95.21 82.96 95.76  96.12
Mean 95.81 89.10 95.52  95.90
Closed eyes

1 100 100 100 100

2 87.51 90.18 88.06 84.12
3 100 100 100 100

4 96.90 99.15 9697 9188
5 95.81 97.51 9552  94.36
6 89.75 96.48 90.79 86.61
7 97.03 100 97.52  97.94

Mean 95.29 97.62  95.55 93.56
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Fig. 9. Mean classification accuracies and standard deviation for each subject and SVM, LR and DT classifiers.

comparable to the performance obtained with the
best single sensor position.

It is important to note that the optimal sensor
position may vary for different subjects, and it can-
not be determined a priori. For example, for open
eyes and SVM, Subject 2 achieved an accuracy of
88% with position O1 and 94.48% with position 02,
and Subject 7 achieved an accuracy of 95.63% with
position O1 and 91.93% with position O2. However,
it is worth noting that using both sensors (01 and
02) consistently yields good accuracy. In the case of
Subject 2, the utilization of both channels resulted in
an accuracy of 91.39%, while for Subject 7, it resul-
ted in an accuracy of 95.21%. These results suggest
that combining the information from multiple
channels can enhance the overall accuracy of the
classification system, even when the optimal single
sensor position is uncertain.

Finally, Fig. 9 shows the mean accuracy and
standard deviation achieved by SVM, LR, and DT
for each user and eye state. The three classifiers offer
robust results, as the subjects achieve similar accu-
racies for both eye states. However, for Subject 2,

accuracy falls below 90% with the three classifiers in
the case of closed eyes. For Subject 6, accuracy is also
below 90% for the three classifiers with open eyes and
for DT with closed eyes. Additionally, the deviation
observed for DT when classifying closed eyes is
slightly higher compared to the other classifiers.

Based on the analysis of these results, it can be
concluded that SVM, LR, and DT exhibit similar
results when utilizing two channels (O1 and 02),
which makes this the most favorable solution. This
indicates that these classifiers effectively capture and
utilize the information from both sensor channels to
make accurate classifications.

5. Conclusions

In this paper, we present a prototype of an EEG device
designed to acquire signals using a reduced number of
channels. The hardware consists of cost-effective
components, including a dual-core microcontroller
that enables us to perform all necessary operations for
feature extraction and classification. Our study fo-
cuses on determining the user’s eye states, specifically
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distinguishing between open and closed eyes, by pro-
posing and comparing various algorithms.

Through a comparative analysis of utilizing one
versus two channels, our findings indicate that a
configuration with two channels provides greater
robustness. This observation highlights the advan-
tages of integrating additional sensor data for clas-
sification purposes.

We have obtained noteworthy results using the
configuration employing two channels in conjunction
with SVM, LR, or DT, as the accuracy exceeds 95%
for both eye states. However, it is worth noting that
when utilizing LDA with two channels, there is a
distinct variation in accuracy between the classifi-
cations of closed and open eyes.

Considering these results, we can appreciate that
the proposed system holds significant potential for
applications in non-critical domains. For instance,
the prototype can be utilized for detecting fatigue,
healthcare, games, or educational purposes. In such
domains, the system response time does not need to
be shorter than 1s, and the user’s eye state should
remain stable without presenting sudden changes in
short periods of time.

It is also important to note that, as the main ob-
jective of this study was to prove the performance of
the proposed BCI system for eye state detection, the
analyzed experiments were conducted in a controlled
scenario. Therefore, future work will include the study
of the proposed BCI system under real-life conditions
with a higher noise level and a more realistic eye be-
havior from the subjects. Additionally, these experi-
ments must include a larger number of participants,
especially subjects with mobility disorders. Moreover,
since our study is based on alpha activity, which is also
related to cognitive and memory tasks,*5* future
experiments must analyze these scenarios as they may
be a source of false positive detections and affect the
performance of the system.
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Appendix A. Algorithm with Sliding DFT
and SVM

This appendix provides a detailed procedure for
conducting feature extraction and classification. We
consider the schematic representation of data pro-
cessing in Fig. 4.

The initial step involves utilizing the register x; to
load L samples, which is needed for the computation
of initial frequency features. To achieve this, the
FFT is applied and the results corresponding to
alpha and beta bands are extracted:

Load L samples in
Compute Xy = FFT(z),
Obtain Xﬂ, X[‘I from Xﬂ'

Subsequently, every time a new sample is
obtained, the algorithm updates X, and Xj. Note
that only the frequencies bins corresponding to alpha
and beta bands need to be computed:

For [ = 1to P:
Load 1 sample in z,),,
Set zo(1)...xo(L — 1)z,
Compute A, = X, — zo(1) + zo(L),
Compute Ay = X — zo(1) + zo(L),
Fork=0to L,z —1:
Compute X, (k) = Aaew‘

Compute X[.;(k) = A[.;B&Tgnl‘
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In our case, f, = 200, L = 2000, L,z = 80, ap =
8L/ f, and By = 13L/ f,.

Upon processing P samples, the power of each
band is then computed:

Fork=0to L,5 —1:
Compute P, = P, + | X, (k)|?,

This algorithm is used to calculate the power of
both channels. Specifically, it yields the values P,
Py, P,5 and Pjy, which are then employed to obtain
the corresponding channel power ratios:

Compute R, = Py /P,;,
Compute Ry = Py [P,,.

Finally, the classification process is executed. In
the case of the SVM classifier, for example, the vec-
tor w and bias b derived during the training phase
are employed:

Set r = transpose ([Ry, Ry]),
Compute s = sign (wr + b),
If s > 0 then “open eyes”; else “closed eyes”.
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