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Abstract—Grounding systems are designed to guarantee personal security, protection of equipments and continuity of power supply. Hence, engineers must compute the equivalent resistance of the system and the potential distribution on the earth surface when a fault condition occurs [1], [2], [3]. While very crude approximations were available until the 70’s, several computer methods have been more recently proposed on the basis of practice, semi-empirical works and intuitive ideas such as superposition of punctual current sources and error averaging [1], [3], [4], [5], [6]. Although these techniques are widely used, several problems have been reported. Namely: large computational requirements, unrealistic results when segmentation of conductors is increased, and uncertainty in the margin of error [2], [5].

A Boundary Element formulation for grounding analysis is presented in this paper. Existing computer methods such as APM are identified as particular cases within this theoretical framework. While linear and quadratic leakage current elements allow to increase accuracy, computing time is reduced by means of new analytical integration techniques. Former intuitive ideas can now be explained as suitable assumptions introduced in the BEM formulation to reduce computational cost. Thus, the anomalous asymptotic behaviour of this kind of methods is mathematically explained, and sources of error are rigorously identified.

Index Terms—Anomalous results, average potential method, boundary element methods, boundary integral equations, computer methods for grounding analysis, convergence of numerical methods, fault currents, grounding, power system protection.

I. INTRODUCTION

Fault currents dissipation into the earth can be modelled by means of Maxwell’s Electromagnetic Theory [7], [8], [9]. Constraining the analysis to the electrokinetic steady-state response, and neglecting the resistivity of the earthing electrode, the 3D problem associated to an electrical current derivation to earth can be written as

\[
\begin{align*}
\text{div}(\sigma) &= 0 \quad \text{in} \ E, \quad \text{being} \quad \sigma = -\gamma \ \text{grad}(V) \\
\sigma \cdot n_E &= 0 \quad \text{in} \ \Gamma_E, \\
V &= V_T \quad \text{in} \ \Gamma, \\
V &\rightarrow 0 \quad \text{if} \ |x| \rightarrow \infty, 
\end{align*}
\]

(1)

where \(E\) is the earth and \(\gamma\) its conductivity tensor, \(\Gamma_E\) is the earth surface and \(n_E\) its normal exterior unit field, and \(\Gamma\) is the earthing electrode surface [10], [11], [12]. The solution to this problem gives the potential \(V(x)\) and the current density \(\sigma'(x)\) at an arbitrary point \(x\) in \(E\) when the earthing electrode is energized to the so-called Ground Potential Rise \(V_T\) relative to remote earth.

The current density vector field \(\sigma\) describes the stream of electric charges in the vicinity of each point. Thus, the scalar product \(\sigma'(x)v\) gives the electric charge flux, i.e. the amount of charge flowing per unit of surface and unit of time, in the direction of the vector \(v\) at the point \(x\). In the steady state, by definition, the amount of charge does not vary at any point. Therefore, the equilibrium equation \(\text{div}(\sigma) = 0\) in \(E\) is just a standard conservation law that expresses the inductability of charge. Obviously, this law can easily be derived from Maxwell’s equations [9], [11].

The constitutive equation \(\sigma = -\gamma \ \text{grad}(V)\) is a generalized version of Ohm’s law. In essence, Maxwell’s equations predict an irrotational electric field intensity \(E\) for the steady state. Therefore, a so-called electric scalar potential \(V\) must exist, such that \(E = -\gamma \ \text{grad}(V)\) [9], [11]. Thus, the above constitutive equation establishes a linear relation between the current density \(\sigma\) and the electric field intensity \(E\) at each point, in terms of the so-called conductivity tensor \(\gamma\). If the medium being dealt with is homogeneous, the conductivity tensor is constant. If the medium is isotropic, the conductivity tensor can be substituted by a scalar conductivity \(\gamma\). Hence, in the case of a one-dimensional homogeneous and isotropic medium, the constitutive equation simply says that the current intensity per unit of surface is proportional to the loss of electric potential per unit of length, that is a known form of Ohm’s law.

Since the scalar product \(\sigma'n_E\) gives the electric charge flux in the direction of the normal to the earth surface, it must be clear now that the natural boundary condition \(\sigma'n_E = 0\) in \(\Gamma_E\) is equivalent to consider the air as a perfect insulator. On the other hand, the essential boundary condition \(V = V_T\) in \(\Gamma\) comes from neglecting the resistivity of the earthing electrode.

Finally, the essential boundary condition \(V \rightarrow 0\) if \(|x| \rightarrow \infty\) assigns a null (arbitrary but convenient) value to the reference potential at remote earth [11]. Additionally, the potential
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V must satisfy some theoretical regularity requirements at infinity. These so-called “normal conditions” are made explicit in Appendix I [7], [8].

In these terms, the leakage current density \( \sigma(\xi) \) at an arbitrary point \( \xi \) on the earthing electrode surface, the ground current \( I_G \) (total surge current being leaked into the earth) and the equivalent resistance of the earthing system \( R_{eq} \), can be written as

\[
\sigma(\xi) = \sigma'(\xi)n, \quad I_G = \iint_{\xi \in \Gamma} \sigma(\xi) \, d\Gamma, \quad R_{eq} = \frac{V_T}{I_G}, \tag{2}
\]

being \( n \) the normal exterior unit field to \( \Gamma \). Since \( V \) and \( \sigma \) are proportional to the GPR, the assumption \( V_T = 1 \) is not restrictive at all and it will be used from now on.

For most practical purposes, the assumption of homogeneous and isotropic soil can be considered acceptable [1], and the tensor \( \gamma \) can be substituted by a measured apparent scalar conductivity \( \gamma \) (see figure 1). Otherwise, a multi-layer model can be accepted without risking a serious calculation error [13], [14]. Since the kind of techniques described in this paper can be extended to multi-layer soil models [15], further discussion is restricted to uniform soils. Hence, problem (1) reduces to the Laplace equation with mixed boundary conditions [16], further which solution is the unknown leakage current density \( \sigma \). Equation (5) can be written in the weaker variational (or weighted residuals) form [19], [20]

\[
\iint_{\chi \in \Gamma} w(\chi) \left[ 1 - \frac{1}{4\pi\gamma} \iint_{\xi \in \Gamma} k(\chi, \xi) \sigma(\xi) \, d\Gamma \right] d\Gamma = 0, \tag{6}
\]

which must hold for all members \( w(\chi) \) of a suitable class of so-called test (or weighting) functions on \( \Gamma \) [10], [11], [12].

It seems quite clear that the weak form (6) is a consequence of the original (or strong) form (5) of the problem. The reverse is not obvious, but it can be proved. The basic idea is quite simple: roughly speaking, weak form (6) must be satisfied for any selected test function \( w(\chi) \), and this will not be possible unless strong form (5) is fulfilled. In fact, both forms of the problem can be proved to be equivalent [19], [20] as a general rule.

Weak form (6) will be our starting point to obtain an approximate solution to the original problem (1) by means of the Boundary Element Method. Following the subsequent developments will be fairly straightforward for those readers who are familiar with the Finite Element basic technology [20], [19], [9]. The essential idea is to approximate variational statement (6) in a finite-dimensional context. First, we shall substitute the exact solution \( \sigma(\xi) \) by a discretized approximation \( \sigma^h(\xi) \) in terms of a set of unknown parameters. And, second, we shall discretize the space of test functions in a similar way. Our purpose is to reduce the approximated problem to a well posed linear system, with the same number of degrees of freedom (unknown parameters) as discretized equations. We shall also discretize the geometry of the boundary, which is usual in this kind of methods, with the aim of simplifying and systematizing the integration tasks.

2D Boundary Element General Formulation

For a given set \( \{N_i(\xi)\} \) of \( N \) so-called trial (or interpolating) functions [19], [20] defined on \( \Gamma \), and for a given set \( \{\Gamma^\alpha\} \) of \( M \) 2D boundary elements (portions of the electrode surface), the unknown leakage current density \( \sigma \) and the electrode surface \( \Gamma \) can be discretized in the form

\[
\sigma(\xi) \approx \sigma^h(\xi) = \sum_{i=1}^{N} \sigma_i N_i(\xi), \quad \Gamma = \bigcup_{\alpha=1}^{M} \Gamma^\alpha. \tag{7}
\]

Then, a discretized form of (3) can be written as

\[
V(\alpha) \approx V^h(\alpha) = \sum_{i=1}^{N} \sigma_i V_i(\alpha), \quad V_i(\alpha) = \sum_{\alpha=1}^{M} V_i^\alpha(\alpha), \tag{8}
\]

\[
V_i^\alpha(\alpha) = \frac{1}{4\pi\gamma} \iint_{\xi \in \Gamma^\alpha} k(\alpha, \xi) N_i(\xi) \, d\Gamma. \tag{9}
\]
Finally, for a given set \( \{ w_j(\xi) \} \) of \( N \) test functions defined on \( \Gamma \), (6) reduces to the linear system \[ 10 \]
\[
\sum_{i=1}^{N} R_{ji} \sigma_i = \nu_j, \quad j = 1, \ldots, N; \tag{10}
\]
\[
R_{ji} = \sum_{\beta=1}^{\mathcal{M}} \sum_{\alpha=1}^{\mathcal{M}} R_{ji}^{\beta \alpha} \nu_j = \sum_{\beta=1}^{\mathcal{M}} R_{ji}^{\beta \alpha} \sum_{i=1}^{N} \nu_j^{\beta}, \quad \{ i = 1, \ldots, N; j = 1, \ldots, N; \} \tag{11}
\]
\[
R_{ji}^{\beta \alpha} = \frac{1}{4 \pi \gamma} \int_{\chi \in \Gamma} w_j(\chi) \left[ \int_{\xi \in \Gamma \alpha} k(\chi, \xi) N_i(\xi) d\Gamma \right] d\chi, \tag{12}
\]
\[
\nu_j^{\beta} = \int_{\chi \in \Gamma \alpha} w_j(\chi) d\Gamma. \tag{13}
\]

It can be easily understood that 2D discretizations required to solve the above stated equations in real cases imply a large number of degrees of freedom. Since the coefficients matrix in (10) is not sparse, and 2D integration in (12) must be performed twice over the electrode surface, it is clear that additional assumptions must be introduced in order to overcome the problem complexity.

III. APPROXIMATED 1D VARIATIONAL STATEMENT

For a given generic point \( \xi \) at the surface of a cylindrical bar, let \( \hat{\xi} \) be its orthogonal projection over the bar axis, let \( \phi(\xi) \) be the diameter (assumed much smaller than the bar length) and let \( C(\xi) \) be the circumferential perimeter of the cross section at this point. Let \( L \) be the whole set of axial lines of the buried conductors. If the leakage current is assumed uniform around the perimeter of each cross section (see figure 2), that is \( \sigma(\xi) = \hat{\sigma}(\xi) \forall \xi \in C(\hat{\xi}) \), expression (3) can be written in the form \[ 10 \]
\[
\hat{\sigma}(\xi) \approx \hat{\sigma}^h(\xi) = \sum_{i=1}^{n} \hat{\sigma}_i \hat{N}_i(\xi), \quad L = \bigcup_{\alpha=1}^{m} L^{\alpha}. \tag{18}
\]

Then, a discretized version of (14) can be written as

\[
\hat{V}(z) \approx \hat{V}^h(z) = \sum_{i=1}^{n} \hat{\sigma}_i \hat{V}_i(z), \quad \hat{V}_i(z) = \sum_{\alpha=1}^{m} \hat{V}^\alpha_i(z), \tag{19}
\]
\[
\hat{V}^\alpha_i(z) = \frac{1}{4 \pi \gamma} \int_{\xi \in L^{\alpha}} \left[ \int_{\xi \in C(\xi)} k(\chi, \xi) dC \right] \hat{N}_i(\xi) dL. \tag{20}
\]

Finally, for a given set \( \{ \hat{w}_j(\hat{\xi}) \} \) of \( n \) test (weighting) functions defined on \( L \), (15) reduces to the linear system \[ 10 \]
\[
\sum_{i=1}^{n} \hat{R}_{ji} \hat{\sigma}_i = \hat{\nu}_j, \quad j = 1, \ldots, n; \tag{21}
\]
\[
\hat{R}_{ji} = \frac{m}{4 \pi \gamma} \int_{\hat{\xi} \in L^{\beta}} \left[ \int_{\xi \in L^{\alpha}} K(\hat{\xi}, \xi) \hat{w}_j(\xi) dL \right] dL, \tag{22}
\]
\[
\hat{\nu}_j = \frac{1}{4 \pi \gamma} \int_{\hat{\xi} \in L^{\beta}} \pi \phi(\hat{\xi}) \hat{w}_j(\hat{\xi}) dL. \tag{23}
\]

The size of the linear equations system (21) and the number of contributions (23) that must be calculated are expected to
be significantly smaller than those in (10) and (12). Therefore, the computational work required by this approximated 1D formulation should be much lower in practice than the corresponding to the general formulation given in section II. However, extensive computing is still required, mainly because of circumferential integration in (20) and (16), and further simplifications are necessary to reduce computing time under acceptable levels.

**Simplified 1D Boundary Element Formulation**

The inner integral of kernel \( k(\mathbf{x}, \mathbf{\xi}) \) in (20) can be approximated as [10], [11], [12]

\[
\int_{\mathbf{\xi} \in \Omega(\mathbf{\xi})} k(\mathbf{x}, \mathbf{\xi}) \, dC \approx \pi \phi(\mathbf{\hat{\xi}}) \hat{k}(\mathbf{x}, \mathbf{\hat{\xi}}),
\]

being

\[
\hat{k}(\mathbf{x}, \mathbf{\hat{\xi}}) = \left( \frac{1}{\hat{r}(\mathbf{x}, \mathbf{\hat{\xi}})} + \frac{1}{\hat{r}(\mathbf{x}, \mathbf{\hat{\xi}})} \right),
\]

and

\[
\hat{r}(\mathbf{x}, \mathbf{\hat{\xi}}) = \sqrt{|\mathbf{x} - \mathbf{\hat{\xi}}|^2 + \frac{\phi^2(\mathbf{\hat{\xi}})}{4}},
\]

where \( \mathbf{\hat{\xi}} \) is the symmetric of \( \mathbf{\xi} \) with respect to the earth surface. This approximation is quite accurate, unless the distance between points \( \mathbf{x} \) and \( \mathbf{\xi} \) was in the order of magnitude of the diameter \( \phi(\mathbf{\hat{\xi}}) \). Then, integral kernel (16) can be approximated as

\[
K(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}) \approx \pi \phi(\mathbf{x}) \pi \phi(\mathbf{\hat{\xi}}) \hat{k}(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}),
\]

being

\[
\hat{k}(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}) = \left( \frac{1}{\hat{r}(\mathbf{\hat{x}}, \mathbf{\hat{\xi}})} + \frac{1}{\hat{r}(\mathbf{\hat{x}}, \mathbf{\hat{\xi}})} \right),
\]

and

\[
\hat{r}(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}) = \sqrt{|\mathbf{x} - \mathbf{\hat{\xi}}|^2 + \frac{\phi^2(\mathbf{\hat{\xi}})}{4}},
\]

where symmetry is preserved in (21) even for different conductor diameters at points \( \mathbf{\hat{x}} \) and \( \mathbf{\hat{\xi}} \).

Now, specific selections of the sets of trial and test functions lead to different formulations. Thus, for constant leakage current elements (current density is assumed constant within each segment), Point Collocation (test functions are Dirac deltas) leads to the very early methods based on the idea that each segment of conductor is substituted by an “imaginary sphere”. Similarly, Galerkin type weighting (test functions are identical to trial functions) leads to a kind of more recent methods (such as APM) based on the idea that each segment of conductor is substituted by a “line of point sources over the length of the conductor” [5]. Coefficients (23) correspond to “mutual and self resistances” between “segments of conductor” [5]. For higher order leakage current elements (current density is assumed linear, quadratic, etc., within each segment), more advanced formulations can be derived [11], [12].

**IV. Analytical Integration Techniques**

Further discussion and examples are restricted to Galerkin type formulations, where the matrix of coefficients in (21) is symmetric and positive definite [19]. Diameter of conductors is assumed constant within each element. Therefore, (20) and (23) can be rewritten as

\[
\hat{V}_i(\mathbf{x}) = \frac{1}{4\pi} \phi^\alpha \int_{\mathbf{\xi} \in L^\alpha} \hat{k}(\mathbf{x}, \mathbf{\xi}) \hat{N}_i(\mathbf{\xi}) \, dL,
\]

being \( \phi^\alpha \) and \( \phi^\beta \) the conductor diameters within elements \( L^\alpha \) and \( L^\beta \). Obviously, contributions (32) produce a symmetric matrix in (21).

Computation of remaining integrals in (31) and (32) by means of numerical quadratures is very costly due to the undesirable behaviour of the integrands [10], [11]. Therefore, we turn our attention to analytical integration techniques. Explicit formulae were initially derived to compute (31) in the case of constant (1 functional node), linear (2 functional nodes) and quadratic (3 functional nodes) leakage current elements [10], [11], [12]. Explicit expressions were subsequently derived [11], [12] for contributions (32). For the most simple cases, these formulae reduce to those proposed in the literature (i.e. constant leakage current elements in APM [4]). Derivation of these formulae requires a large and not obvious, analytical work [11], which is too cumbersome to be made completely explicit in this paper. A summary of the whole development can be found in [12].

**V. Why Do These Methods Fail To Converge?**

We expect that the discretized leakage current density \( \hat{\sigma}^h(\mathbf{\hat{\xi}}) \) will converge to the exact solution \( \sigma(\mathbf{\hat{\xi}}) \) as the number of degrees of freedom \( n \) is increased. We also expect that the discretized potential \( \hat{V}^h(\mathbf{x}) \) will simultaneously converge to the exact solution \( V(\mathbf{x}) \). In general, we can try to obtain these effects in (18) either by increasing the segmentation of the conductors, or by choosing more sophisticated trial functions \( \hat{N}_i(\mathbf{\xi}) \) (that is, using higher order elements) [19], [20]. In the usual terminology of Finite Elements, the first option is referred to as the \( h \) method, while the second is known as the \( p \) method.

However, these formulations fail to converge to the exact solution, since the discretized leakage current density becomes polluted by increasing numerical instabilities when discretization is refined beyond a certain point [5], [16]. In fact, numerical instabilities can extend to the whole length of the conductors when segmentation is increased. This produces unrealistic results in subsequent computation of potentials on the earth surface, although the equivalent resistance \( R_{eq} \) seems to converge [11], [18].

These problems were pointed out by Garret and Pruitt in their remarkable and indeed classical paper [5] about the accuracy of the Average Potential Method. In spite of lacking a rigorous derivation for the method, these authors established and discussed most of the sources of error. However, the origin
of the above mentioned instabilities could not be explained in that incomplete theoretical framework.

Problem (1) is a well-posed problem [17]. One can argue that neglecting the resistivity of the earthing electrode is not fully realistic, and thus \( V_I \) is not exactly constant on the electrode surface. Should this line of reasoning be followed, one would accept the need for more sophisticated models when the resistivity of the electrode must be taken into account. But this idealization seems to be reasonable and accurate enough for most practical purposes [11], [18], and one can not attribute the origin of the observed instabilities to this assumption. On the other hand, derivations of expression (3) and Fredholm integral equation of the first kind (5) have been rigorously established [11]. Furthermore, the problem defined by variational form (6) is well-posed, kernel (4) is weakly singular, and linear system (10) is quite well-conditioned for realistic discretizations of the electrode surface [19]. The latter is in contrast to other similar problems having smooth kernels, which are frequently very ill-conditioned and thus extremely difficult to solve [19].

Therefore, the origin of the convergence failure must be sought for in the assumptions introduced to overcome the computational complexity of the 2D BEM general formulation [10], [11], [12], that is: A) the leakage current is assumed uniform around the perimeter of every cylindrical conductor, B) the ends and junctions of conductors are not taken into account, and C) approximations (25) and (28) are introduced to avoid circumferential integration and reduce computing time.

Several numerical tests have been performed for the single bar in infinite domain problem [11], [18]. The results prove that assumption A) is not the origin of the problems encountered with this kind of methods. No specific numerical tests have been performed so far in order to quantify the error due to assumption B). Anyhow, in the authors’ experience, slightly anomalous local effects can be expected at the ends and junctions of conductors, but global results should not be noticeably affected. We remark that derivations of expression (14) and Fredholm integral equation of the first kind (17) have been rigorously established [11], [12]. Furthermore, the problem defined by variational form (15) is approximated but well-posed, kernel (16) is weakly singular, and linear system (21) must be quite well-conditioned for realistic segmentations of the electrodes [19].

Therefore, the origin of the instabilities must be attributed to the approximations (25) and (28). The fact is that these approximations are not valid for short distances. When discretization is refined, the size of the segments become comparable to or smaller than the diameter of the conductors. Then, approximation (28) introduces significant errors in the coefficients of the linear system (21), including the diagonal terms. From another point of view, since the approximation error increases as discretization becomes thinner, numerical results for dense discretizations do not trend to the solution of integral equation (17) with kernel (16), but to the solution of an ill-conditioned integral equation with non singular kernel (28). It is a known theoretical result for Fredholm equations of the first kind that the inverse of a completely continuous operator is unbounded [21]. In plain words: if approximations (25) and (28) are used, the exact solution of the ill-conditioned simplified problem can not be found numerically, since one can always come upon very different leakage current distributions that apparently verify the boundary condition \( V = V_I \) with arbitrarily small errors. This explains why unrealistic results are obtained when discretization is refined [5], and convergence is precluded [16].

VI. ACCURACY AND OVERALL EFFICIENCY

At this point, we endorse the lucid advices stated in [5]. This kind of methods should be applied in an iterative way, increasing the number of segments of conductors per computer run. A simple strategy could be to start with a low number of segments of similar size, and to bisect all the segments at each run of the program until the results converge within acceptable errors. We recall that segmentation can not be indefinitely increased, for the above stated reasons. As a practical rule, we can say that approximations (25) and (28) are not valid if the size of segments becomes comparable to or smaller than the diameter of the electrode.

Results obtained for low and medium levels of discretization can be considered sufficiently accurate for most of practical purposes [11], [18]. However, it is obvious that more accurate results could be required in special cases, and it has been reported that APM failed to determine satisfactory results in specific instances due to the problems analyzed in this paper. In cases like these, the use of higher order elements (linear or quadratic) could help, at least up to a certain level of precision.

On the other hand, the proposed approach shows the path to remove the annoying instabilities of this kind of methods. We remark that the simplified 1D BEM formulation is ill-conditioned, but the previous approximated 1D BEM formulation is correct. Thus, the obvious solution is to substitute (25) and (28) by better approximations that were valid for short distances too. This is neither obvious nor straightforward, since it should be necessary to adapt most of the analytical work described in section IV. Anyhow, further research in this direction could supply efficient asymptotically stable methods in a close future.

With regard to the overall computational cost, for a given discretization (\( m \) elements of \( p \) nodes each, and a total number of \( n \) degrees of freedom) a linear system (21) of order \( n \) must be generated and solved. Since the matrix is symmetric, but not sparse, its resolution by means of a direct method should require \( O(n^3) \) operations. Matrix generation requires \( O(m^2 p^2 n) \) operations, since \( p^2 \) contributions of type (32) have to be computed for every pair of elements, and approximately half of them are discarded because of symmetry. Once the leakage current has been obtained, the cost of computing the equivalent resistance is negligible. The additional cost of computing potential at any given point (normally on the earth surface) by means of (19) requires only \( O(mp) \) operations, since \( p \) contributions of type (31) have to be computed for every element. However, if it is necessary to compute potentials at a large number of points (i.e. to draw contours), the corresponding computing time could as well be important.
Hence, most of computing effort is devoted to matrix generation in small/medium problems, while linear system resolution prevails in medium/large ones. In these cases, the use of direct methods for the linear system resolution is out of range. Therefore iterative or semiiterative techniques will be preferable. The best results have been obtained by a diagonal preconditioned conjugate gradient algorithm with assembly of the global matrix [11], [22]. This technique has turned out to be highly efficient for solving large scale problems, with a very low computational cost. Finally, the first critical time-consuming process is matrix generation, followed by computation of potential at a large number of points. Both accept massive parallelization [23].

Selection of the type of leakage current density elements is an important point in the resolution of a real problem. We recall that obtaining asymptotical solutions by indefinitely increasing the discretization level is precluded. Thus, for a given problem it will be essential to consider the relative advantages and disadvantages of increasing the number of elements (h method) or using higher order elements (p method) in order to define an adequate discretization [11], [12]. In general, higher order elements are advantageous in comparison with constant elements, since better results can be obtained with a lower number of degrees of freedom.

VII. APPLICATION TO REAL CASES

The techniques derived by the authors have been implemented in a Computer Aided Design system for earthing grids of electrical substations called TOTBEM [24]. At present, the single-layer code runs in real-time in personal computers, and the size of the largest problem that can be solved is limited by the memory storage required to handle the coefficients matrix. Thus, for a problem with 2000 degrees of freedom, at least 16Mb would be needed, while computing times for matrix generation and system resolution would be in the same order of magnitude (around 15 seconds in what is considered a medium performance single processor personal computer in year 2000). The system has been used by the authors and by several Spanish power companies to analyze several medium/large installations during the last 8 years. Some of these results can be found in [10], [11], [12], [24].

The following examples have been obtained with the TOTBEM system. The presented results were computed for a GPR value of $V_G = 10 \text{kV}$. The estimated value of the soil conductivity was $\gamma = (60 \text{ } \Omega \text{ } \text{m})^{-1}$. A Galerkin weighting type formulation was used in all the cases.

A. Example 1: The E.R. Barberà grounding grid

The first example is the E. R. Barberà substation grounding $(90 \times 145 \text{ m}^2)$ close to the city of Barcelona in Spain that is operated by the power company FECSA. This earthing system (see figure 3) consist of 408 bars ($\phi = 12.85 \text{ mm}$) buried to a depth of 80 cm.

Each conductor is discretized in one single linear density element (the aproximated leakage current density $\sigma^h$ varies linearly within each conductor). This leads to an approximated problem with a total of 238 unknowns. Figure 3 shows the computed potential distribution on the ground surface when a fault condition occurs. Figure 4 shows the computed potential profiles along two given lines on the ground surface. The computed Fault Current is $I_G = 31.8 \text{ kA}$, which gives an Equivalent Resistance of $R_{eq} = 0.315 \text{ } \Omega$.

This case was originally computed in a PC486/16Mb at 66MHz [12]. It took 450 seconds to complete the analysis in 1997. The same analysis can be performed in about 15 seconds using a regular PC in 2002.

We notice that using one constant (instead of linear) density element per conductor leads to a larger problem (408 unknowns). Hence, this example shows that linear density elements can be advantageous in comparison with constant
density elements, since one can obtain higher precision results for a similar overall computing effort (the lower computational cost in linear solving is the counterweight to the higher computational cost in matrix generation).

B. Example 2: The Balaidos II grounding grid

The second example is the Balaidos II substation grounding (80×60 m²) close to the city of Vigo in Spain that is operated by the power company UNIÓN FENOSA. This earthing system (see figure 5) consist of 107 bars (φ = 11.28 mm) buried to a depth of 80 cm, supplemented with 67 vertical rods (φ = 14.00 mm, L = 2.5 m).

Each conductor is discretized in one single quadratic element (the approximated leakage current density σₕ varies quadratically within each conductor). This leads to an approximated problem with a total of 315 unknowns. Figure 5 shows the computed potential distribution on the ground surface when a fault condition occurs. The computed Fault Current was Iₖ = 25.0 kA, which gives an Equivalent Resistance of Rₑq = 0.400 Ω.
This case was also originally computed in a PC486/16Mb at 66MHz [12]. It took 600 seconds to complete the analysis in 1997. The same analysis can be performed in about 20 seconds using a regular PC in 2002.

In this case, using one single constant density element per conductor leads to an approximated problem with 174 unknowns, while using one single linear density element per conductor leads to an approximated problem with 141 unknowns. This example shows that using quadratic density elements leads to larger approximated problems than using constant or linear density elements. Obviously, the computational cost devoted to matrix generation and linear solving is higher. However, the overall computing effort is still acceptable (in the same order of magnitude), while the precision of the results is much higher.

C. Example 3: The Santiago II grounding grid

The third (and final) example is the Santiago II substation grounding (230 × 195 m²) close to the city of Santiago de Compostela in Spain that is also operated by the power company UNION FENOSA. This earthing system (see figure 6) consist of 534 bars (ϕ = 11.28 mm) buried to a depth of 75 cm, supplemented with 24 vertical rods (ϕ = 15.00 mm, L = 4.0 m). The earth resistivity is 60 Ω m.

Each bar is discretized in one single linear density element, while each rod is discretized in two linear density elements. This leads to an approximated problem with a total of 386 unknowns. Figure 6 shows the computed potential distribution on the ground surface when a fault condition occurs. The computed Fault Current is $I_F = 67.3$ kA, which gives an Equivalent Resistance of $R_{eq} = 0.149$ Ω.

This case was originally computed in a DEC AlphaServer 4000–AXP running VMS [25], [26]. It took 7.7 seconds to complete the analysis in 1990. The same analysis can be performed in less than 20 seconds using a regular PC in 2002.

D. The effect of increasing the segmentation

The above mentioned examples have been repeatedly solved for an increasing segmentation of the electrodes. As the theory predicts (and it has been reported) the numerical instabilities pollute the results when the discretization is refined beyond a certain point.

Anyway, it seems that a reasonable (moderate) level of segmentation is sufficient to obtain quite accurate results in practice. In our experience, increasing the number of elements was needless in all the studied cases, since the results (at the scale of the whole grid) were not noticeably improved. It seems that increasing the segmentation is only justified when high accuracy local results are required for a limited part of the whole earthing system.

On the other hand, the use of higher order elements (liner or quadratic) seems to be more advantageous (in general) than increasing intensively the segmentation of constant elements, since the accuracy is higher for a remarkably smaller total number of degrees of freedom [11].

E. Further Developments

The techniques described in this paper can be extended for multi-layer soil models [25], [26], although computing time becomes not contempitble whatsoever. The proposed formulation has been implemented in a high-performance parallel computer and the code has been applied to the analysis of several real grounding systems [23], [25], [26]. The results obtained by the authors with the multi-layer code have been noticeably different from those obtained by using a single layer soil model. Thus, it is the authors’ belief that the proposed multi-layer BEM formulation will become a real-time design tool in a close future, as high-performance parallel computing becomes a widespread available resource in engineering. The formulation can also be adapted for computing transferred potentials [11].

VIII. CONCLUSIONS

A Boundary Element approach for the analysis of substation earthing systems has been presented. For 3D problems, some reasonable assumptions allow to reduce a general 2D BEM formulation to an approximated less expensive 1D version. Further simplifications reduce computing requirements under acceptable levels. Several widespread methods are identified as particular cases of this approach. In this theoretical framework, problems encountered with the application of these methods have been finally explained from a mathematically rigorous point of view. On the other hand, more efficient and accurate formulations have been derived. New analytical integration techniques allow to obtain accurate results in practical cases with acceptable computing requirements.

The techniques derived by the authors have been implemented in a Computer Aided Design system called TOTBEM. At present, this system runs in real-time in personal computers, and it has been used by the authors and by Spanish power companies to analyze several medium/large installations during the last 8 years. The techniques described in this paper have also been extended for multi-layer soil models and transferred potentials.
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APPENDIX I: INTEGRAL EXPRESSION FOR THE POTENTIAL

We wish to obtain an integral expression for the solution $V(x)$ to problem (1) at an arbitrary point $x$ in $E$. We assume that the earth surface $\Gamma_E$ is horizontal.

First, we extend the domain $E$ by adding its symmetric with respect to the plane $\Gamma_E$. Let $\Omega(\infty)$ be the infinite extended symmetric domain. Let $\Omega(R) \subset \Omega(\infty)$ be a finite subdomain and let $R$ be its diameter. Let $\Gamma_{\Omega(R)}$ be the exterior boundary of
We now consider the closed domain $D(R, \varepsilon) = \Omega(R) - B(z, \varepsilon)$. Obviously, both $V(z)$ and $\Psi(z)$ are functions of class $C^2$ in $D(R, \varepsilon)$. Therefore, we can apply the second Green’s Identity [17], [11] to our problem, which gives

$$\iint_{z \in D(R, \varepsilon)} \left( V(z) \Delta \Psi(z) - \Psi(z) \Delta V(z) \right) dD =$$

$$\iint_{\epsilon \in \Omega(D(R, \varepsilon))} \left( V(\epsilon) \frac{\partial \Psi(\epsilon)}{\partial n_D} - \Psi(\epsilon) \frac{\partial V(\epsilon)}{\partial n_D} \right) d\Gamma_D,$$

where $\Gamma_D(R, \varepsilon)$ is the boundary of the domain $D(R, \varepsilon)$ and $n_D$ is the corresponding normal exterior unit field.

Both functions $V(z)$ and $\Psi(z)$ are harmonic in $D(R, \varepsilon)$, since (33) and (36) are satisfied and the singularity at $z = x$ has been isolated. Therefore, the left hand side of (37) vanishes, what gives

$$\iint_{\epsilon \in \Omega(D(R, \varepsilon))} \Upsilon(\epsilon) d\Gamma_D = 0,$$

being

$$\Upsilon(\epsilon) = V(\epsilon) \frac{\partial \Psi(\epsilon)}{\partial n_D} - \Psi(\epsilon) \frac{\partial V(\epsilon)}{\partial n_D}.$$  

Finally, it is obvious that (38) holds for arbitrarily large values of $R$ and arbitrarily low values of $\varepsilon$. Therefore we can write

$$\lim_{R \to \infty, \varepsilon \to 0} \iint_{\epsilon \in \Omega(D(R, \varepsilon))} \Upsilon(\epsilon) d\Gamma_D = 0.$$  

The exterior boundary of $D(R, \varepsilon)$ is $\Gamma_B(R)$. The interior boundary of $D(R, \varepsilon)$ consists of the exterior boundaries of 1) the earthing electrode ($\Gamma$), 2) the image of the earthing electrode ($\Gamma'$), and 3) the ball that isolates the singularity ($\Gamma_B(x, \varepsilon)$). Hence

$$\Gamma_D = \Gamma_B(R) \cup \Gamma_B(x, \varepsilon) \cup \Gamma \cup \Gamma'$$

and

$$\iint_{\epsilon \in \Omega(D(R, \varepsilon))} \Upsilon(\epsilon) d\Gamma_D = \iint_{\epsilon \in \Gamma_B(R)} \Upsilon(\epsilon) d\Gamma_D +$$

$$\iint_{\epsilon \in \Gamma_B(x, \varepsilon)} \Upsilon(\epsilon) d\Gamma_D +$$

$$\iint_{\epsilon \in \Gamma} \Upsilon(\epsilon) d\Gamma_D +$$

$$\iint_{\epsilon \in \Gamma'} \Upsilon(\epsilon) d\Gamma_D.$$  

By taking into account that (35) gives $\Psi(\epsilon)$ for all $\epsilon$ in $\Gamma_D$, and $V(z)$ satisfies (33) and (34), we can prove that [11]

$$\lim_{R \to \infty} \iint_{\epsilon \in \Gamma_B(R)} \Upsilon(\epsilon) d\Gamma_D = 0,$$

$$\lim_{\varepsilon \to 0} \iint_{\epsilon \in \Gamma_B(x, \varepsilon)} \Upsilon(\epsilon) d\Gamma_D = V(z),$$

$$\iint_{\epsilon \in \Gamma} \Upsilon(\epsilon) d\Gamma_D = \frac{1}{4\pi} \iint_{\epsilon \in \Gamma} \frac{1}{r(\epsilon, \xi)} \frac{\partial V(\epsilon)}{\partial n} d\Gamma,$$

$$\iint_{\epsilon \in \Gamma'} \Upsilon(\epsilon) d\Gamma_D = \frac{1}{4\pi} \iint_{\epsilon \in \Gamma'} \frac{1}{r(\epsilon, \xi)} \frac{\partial V(\epsilon)}{\partial n'} d\Gamma',$$

being $n$ and $n'$ the normal exterior unit fields to $\Gamma$ and $\Gamma'$ respectively.
Therefore (40) reduces to
\[ V(\xi) = \frac{1}{4\pi} \int_{\xi \in \Gamma} \frac{1}{r(\xi, \xi')} \frac{\partial V}{\partial n}(\xi) \, d\Gamma + \frac{1}{4\pi} \int_{\xi \in \Gamma} \frac{1}{r(\xi, \xi')} \frac{\partial V}{\partial n'}(\xi') \, d\Gamma. \] (44)

Finally, we can take advantage of the symmetry to write[10], [11], [12]
\[ V(\xi) = \frac{1}{4\pi \gamma} \int_{\xi \in \Gamma} k(\xi, \xi) \sigma(\xi) \, d\Gamma, \] (45)
being
\[ \sigma(\xi) = -\gamma \frac{\partial V}{\partial n}(\xi), \quad \xi \in \Gamma \] (46)
and
\[ k(\xi, \xi') = \left( \frac{1}{r(\xi, \xi')} + \frac{1}{r(\xi, \xi')} \right), \] (47)
where \( \xi' \) is the symmetric of \( \xi \) with respect to the earth surface. The function \( \sigma(\xi) \) in (46) is clearly identified as the leakage current density at an arbitrary point \( \xi \) on the earthing electrode \( \Gamma \).

Under the above assumptions we can also prove that (45) holds on the earthing electrode surface. Thus, we still can say
\[ V(\chi) = \frac{1}{4\pi \gamma} \int_{\chi \in \Gamma} k(\chi, \xi) \sigma(\xi) \, d\Gamma, \quad \forall \chi \in \Gamma. \] (48)
This is neither obvious nor trivial, and the proof requires a special discussion[11]. In this case, kernel (47) becomes singular at \( \xi = \chi \). Since (48) still makes sense in spite of the singularity, (47) is said to be a weakly singular kernel.

We notice that expression (45) always satisfies the field equation, the natural boundary condition and the normal conditions at infinity for problem (1). Therefore, the only thing that remains to be done in order to solve this problem is to fulfill the essential boundary condition \( V = V_\Gamma \) in \( \Gamma \). We shall enforce this by means of (48). Therefore, our problem is reduced to finding the unique leakage current density distribution \( \sigma(\xi) \) in \( \Gamma \) that verifies
\[ V_\Gamma = \frac{1}{4\pi \gamma} \int_{\xi \in \Gamma} k(\xi, \xi) \sigma(\xi) \, d\Gamma, \quad \forall \chi \in \Gamma. \] (49)
Once the leakage current density distribution is known, we shall be able to compute the potential at any point by means of expression (45).
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