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Resumo
Os sistemas de comunicacións sen fíos están a experimentar un crecemento constante nos últimos anos e
agárdase que crezan aínda máis nos próximos anos axudados polo uso de novas técnicas de codificación
e procesamento de sinal. Os servizos multimedia baseados en datos son cada vez máis demandados para
actividades laborais e de socialización, e requiren de novas técnicas de codificación e procesamento do
sinal para poderen ser despregados de forma efectiva. Por tanto, é de esperar que estas técnicas acheguen
melloras canto á velocidade, a eficiencia enerxética, a fiabilidade, entre outros aspectos.

Nos últimos anos a aplicación das técnicas de codificación avanzadas xogou un papel imprescindible
para despregar as redes emerxentes de comunicacións sen fíos. Hoxe en día, a gran maioría dos sistemas
de comunicación deséñanse seguindo unha aproximación dixital e de acordo co principio de separación
fonte-canle. Con todo, os sistemas de comunicación baseados na optimización conxunta da codificación
de fonte e canle (coñecidos pola súa sigla en inglés JSCC) seguen espertando interese nos investigadores,
especialmente no caso de transmisión de sinais analóxicos. Os investigadores baséanse en que esta
estratexia tamén é capaz de aproximarse aos límites teóricos, ademais de ofrecer vantaxes con respecto
aos sistemas dixitais como, por exemplo, unha baixa complexidade e un mínimo retardo.

A aplicación de novas técnicas para procesar o sinal é esencial na implementación das redes
emerxentes de comunicacións sen fíos. Especificamente, na banda de ondas milimétricas (ou mmWave),
a cal se considera para satisfacer os requisitos das novas xeracións de redes móbiles (5G e B5G), as
arquitecturas híbridas foron recentemente propostas como un enfoque innovador que permite aumentar a
eficiencia enerxética. Estas arquitecturas baséanse en dividir a precodificación dixital, usada en sistemas
que fan uso de múltiples antenas tanto nos transmisores como nos receptores (MIMO, pola súa sigla en
inglés), nunha parte analóxica de baixo consumo enerxético e outra dixital. A maioría dos enfoques de
codificación e precodificación MIMO están condicionados pola canle de comunicacións sen fíos que,
normalmente, segue sendo incontrolable.

Por outra banda, o paradigma de control do medio de propagación vén recibindo moita atención
por parte da comunidade científica no ámbito de redes emerxentes sen fíos. Este paradigma foi
utilizado anteriormente para aplicacións de radar e satélite mediante o emprego de superficies reflectoras.
Porén, non se consideraba para aplicacións móbiles debido á imposibilidade de implementar superficies
reflectoras que fixesen fronte ao dinamismo das canles sen fíos por mor da mobilidade dos usuarios
presente nestes sistemas. Con todo, os avances acadados na actualidade no estudo dos metamateriais cos
que se fabrican estas superficies proporcionan garantías de reconfigurabilidade para habilitar o axuste en
tempo real dos cambios de fase nas superficies reflectoras intelixentes (IRSs, pola súa sigla en inglés).

Nesta tese, analizamos e deseñamos novos métodos de codificación de sinais analóxicos baseados no
principio de optimización JSCC. Tamén analizamos e implementamos novas técnicas de procesamento
do sinal aplicadas ás arquitecturas híbridas na banda de mmWave. Finalmente, desenvolvemos técnicas
de procesamento do sinal para establecer un mellor control do medio a través do uso de IRSs.
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Resumen
Los sistemas de comunicaciones inalámbricas experimentan un crecimiento sin interrupciones en los
últimos años, y se espera que se desarrollen aún más en los próximos años, acompañados en su despliegue
por novedosas técnicas de codificación y procesamiento de señales. Los servicios multimedia y basados
en datos son cada vez más demandados para actividades laborales y de socialización, y requieren de
novedosas técnicas de codificación y procesamiento de señales para su despliegue. Se espera que estas
técnicas aporten mejoras en cuanto a la tasa de datos, la eficiencia energética, la fiabilidad, etc.

La aplicación de las técnicas de codificación juega un papel imprescindible en el despliegue de
las redes emergentes de comunicaciones inalámbricas. Hoy en día, la gran mayoría de los sistemas
de comunicaciones se diseñan siguiendo una aproximación digital y de acuerdo con el principio de
separación. Sin embargo, los sistemas de comunicaciones basados en la optimización conjunta de
la codificación de fuente y canal (JSCC, por sus siglas en inglés) siguen despertando interés en los
investigadores, especialmente para la transmisión de señales analógicas. Los investigadores se basan en
que la estrategia JSCC también es capaz de aproximarse a los límites teóricos, además de ofrecer ventajas
con respecto a los sistemas digitales como, por ejemplo, baja complejidad y mínimo retardo.

En la actualidad, la aplicación de novedosas técnicas de procesamiento de señales es esencial
en la implementación de las redes emergentes de comunicaciones inalámbricas. Específicamente, en
la banda de ondas milimétricas (mmWave), la cual ha despertado gran interés para el despliegue de
nuevas generaciones móviles (5G y posteriores), las arquitecturas híbridas han ofrecido recientemente
un enfoque innovador que permite aumentar la eficiencia energética. Estas arquitecturas están basadas en
desacoplar la precodificación digital usada en sistemas de múltiples entradas y múltiples salidas (MIMO,
por sus siglas en inglés) en una parte analógica de bajo consumo energético y otra digital. La mayoría de
los enfoques de codificación y precodificación MIMO están condicionados por el canal inalámbrico de
comunicaciones, el cual normalmente permanece incontrolable.

Afortunadamente, el paradigma de control del medio de propagación está siendo considerado
actualmente para redes emergentes de comunicaciones inalámbricas. Este paradigma se había empleado
anteriormente para aplicaciones de radares y satélites a través de superficies reflectantes, pero no
se consideraba para escenarios con movilidad debido a la incapacidad de implementar superficies
reflectantes que hicieran frente al dinamismo de los canales inalámbricos. Sin embargo, los avances
obtenidos en la actualidad en el estudio de los metamateriales ofrecen garantías de reconfigurabilidad en
tiempo real de las superficies reflectantes inteligentes (IRSs, por sus siglas en inglés).

En esta tesis analizamos e implementamos novedosos métodos de codificación de señales analógicas

basados en el principio de optimización JSCC. También analizamos e implementamos novedosas

técnicas de procesamiento de señales aplicadas a las arquitecturas híbridas en mmWave y con el objetivo

de establecer un mejor control del medio de comunicaciones a través de las IRSs.
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Abstract
Wireless communication systems have experienced a non-stopping growth in the last few years and are
expected to grow even more in the following years, supported in their deployment by novel coding and
signal processing techniques. Multimedia and mobile data-based services are increasingly in demand for
online work and socialization purposes, and novel coding and signal processing techniques are required
to cope with their implementation. These techniques are expected to accomplish improvements in terms
of data rates, energy efficiency, reliability, etc.

The use of encoding techniques plays an essential role in the deployment of emerging wireless
communications networks. Nowadays, most communication systems are designed following a digital
approach and according to the separation principle. However, communication systems based on the
optimization of joint source-channel coding (JSCC) still arouse the interest of researchers, especially in
the case of analog signal transmission. The researchers rely on the capability of this strategy to approach
theoretical limits and offer advantages over digital systems, e.g., low complexity and minimal delay.

Nowadays, the application of novel signal processing techniques is essential for the implementation
of emerging wireless communications networks. Specifically, in the millimeter-wave (mmWave)
band—which has received high interest for the deployment of 5G and beyond—hybrid architectures
have recently offered an innovative approach to increase the energy efficiency of the systems. These
architectures are based on decoupling the digital precoding used in multiple-input multiple-output
(MIMO) systems into a low-complexity analog part and a baseband part. Most approaches related to the
source coding and the MIMO precoding are conditioned to the wireless channel, which usually remains
uncontrollable.

Fortunately, the paradigm of propagation environment control is being considered for emerging
wireless communications networks. This paradigm had previously been used for radar and satellite
applications by means of reflecting surfaces but it was not considered for mobile communications due to
the inability to cope with the dynamic wireless channels because of user mobility. However, currently,
the advances obtained in the study of meta-materials provide certain guarantees for reconfigurability by
enabling real-time phase shifts in the intelligent reflecting surfaces (IRSs).

In this thesis, we analyze and implement new coding methods for analog signals based on the JSCC

optimization principle. We also analyze and implement novel signal processing techniques applied to

hybrid architectures in the mmWave band. Finally, we develop signal processing techniques for better

control of the propagation environment through the IRSs.
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Chapter I

Introduction

With the popularization of user devices and the Internet of things (IoT), modern societies have
experienced a non-stopping growth of wireless communication systems. As a consequence, the
efforts to approach challenging network optimization problems to improve wireless network
performance in terms of data rate, energy efficiency, and reliability, among others, have also
increased. Massive multiple-input multiple-output (MIMO) and millimeter-wave (mmWave)
technologies have been incorporated into wireless communications to obtain the demanded
data rates or link reliability in the mobile fifth generation (5G) and beyond fifth-generation
(B5G) systems. Sophisticated coding and signal processing techniques are indispensable to
meet the requirements of the growing number of multimedia and mobile data-based services
in cellular networks, wireless machine to machine (M2M) communications (e.g., industrial
instrumentation), wireless sensor networks (WSNs), unmanned aerial vehicle (UAV) systems,
ultra-reliable and low-latency communications (URLLC) for mission-critical scenarios, etc.

Even though most physical phenomena are described by continuous-time analog signals,
most communication systems generally follow digital approaches for both digital and analog
sources. Digital approaches require discrete-time discrete-amplitude signals as input, hence the
original continuous-time analog signals must be first discretized and later quantized. It is known
that the original signal can be reconstructed from a sequence of discrete-time samples, up to the
Nyquist limit, by passing the sequence of samples through a reconstruction filter. However,
quantization is not an invertible operation and, therefore, the original analog signal cannot be
perfectly recovered [1]–[3]. Therefore, for digital systems to perform close to their theoretical
limit, high complexity quantization methods such as vector quantization (VQ) should be used
[4]. A different approach is the analog transmission of discrete-time continuous-amplitude
samples as an appealing alternative to the traditional design of digital systems, especially when
analog sources must be transmitted with low latency [5].

Conventional digital communication approaches are based on the separation principle [6]
to design the source and the channel encoders. However, this strategy suffers from practical
issues due to its high complexity and significant delay by considering large size (n) codewords,
as well as the need to optimize the encoders for given channel conditions, which leads to the
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requirement of accurately tracking the wireless channel and an adaptive design in time-varying
communication scenarios. Joint source-channel coding (JSCC) is an alternative approach where
the source and channel encoding are performed jointly in a single step. Most works on analog
JSCC focus on zero-delay (codewords of size n = 1) mappings due to the difficulty of
designing and optimizing these mappings for larger dimensions. This restriction limits the
practical applicability of analog JSCC with respect to traditional digital approaches, which
consider different encoding block sizes. Therefore, a systematic strategy to design analog JSCC
mappings for codewords of arbitrary sizes is fundamental to extend the use of these schemes
for emerging wireless communication networks. An appropriate JSCC can be employed to
combat the fading suffered by the signals in the wireless channels. For example, in mmWave,
which is widely considered the frontier for commercial (high volume consumer) wireless
communication systems nowadays [7], indoor wall and surface reflections cause severe fading.
Therefore, advanced methods of coding play a crucial role for the practical implementation of
the communication systems transmitting in this band.

The propagation in mmWave, formally defined as the spectrum between 30 and 300 GHz, is
severely vulnerable to blockage. The main benefit of moving to mmWave carrier frequencies is
the larger bandwidth available, which entails higher data rates, a timely circumstance to address
for the growth of multimedia and mobile data-based services nowadays. The research activity
on wireless transmissions over the mmWave band has been intensive during the last five years.
However, the first experiments had been performed many years ago [8]. As mentioned, path
loss is one of the major issues when using the mmWave band, together with the blockage of
direct links and the high cost and power consumption of the mmWave hardware elements [9].
Such severe path loss can be compensated by the use of beamforming through the deployment
of a large number of antennas, i.e., via proper precoding/combining in massive MIMO systems.
However, the hardware cost and power consumption of digital beamforming with a massive
number of antennas, with a radio frequency (RF) chain per antenna element is, in general,
extremely high (see [10, Table I]). In order to achieve a suitable trade-off between the power
consumption and the flexibility of fully digital solutions, while providing high beamforming
gains, hybrid analog-digital transceiver architectures seem to be the best candidates. These
architectures are based on decoupling the signal processing of digital beamforming into analog
and baseband domains to reduce the number of RF chains [10], [11]. By deploying hybrid
architectures in mmWave, the number of data streams to be simultaneously handled is limited
by the number of RF chains available at the transceivers. In multiuser (MU) scenarios, a large
number of data streams might come from different users to be served by a common base
station (BS). Therefore, sophisticated techniques of scheduling must be adopted to face the
reduction of the number of RF chains at the BSs while guaranteeing system reliability.

Although novel signal processing techniques are being developed daily to deal with
challenging problems in wireless communications, in the current paradigm of wireless network
communications, the radio environment itself remains an uncontrollable factor, and thus it is
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usually not accounted for in the optimization problems to improve the communications. In
radio environments, the signal propagation typically experiences reflections, diffractions, and
scattering before reaching the receiver. Such channel effects become a major limiting factor
for the growing wireless communication systems. Consequently, the notion of a smart radio
environment, which can be adapted to the communication requirements is being reconsidered
nowadays. This paradigm had previously been disregarded for scenarios with mobility due to
the inability to cope with the dynamic wireless channels [12]. However, nowadays the advances
in metamaterials provide certain guarantees for reconfigurability by enabling real-time phase
shifts in intelligent reflecting surfaces (IRSs). Consequently, the IRSs are envisioned as key
technology for the B5G mobile communication systems [13]. IRS technologies are labeled
in the literature under other names as reconfigurable intelligent surfaces, intelligent walls,
software-controlled metasurfaces, etc. The implementation of an IRS-assisted system is similar
to the use case of half-duplex relays, with the key difference that an IRS implements passive
beamforming [14]–[16], i.e., it reflects the incoming signals without amplification and only
phase shifts are introduced to the signals, so that the power consumption of the IRS is minimum.
In this regard, the IRS-assisted setups can be employed to enhance system performance by
enabling more degrees of freedom through the control of the wireless channel. Moreover,
metasurfaces can control the radio environment with low power consumption and do not require
either analog/digital converters or power amplifiers.

The notion of smart radio has been analyzed in realistic experiments to verify its ability
to enhance transmission performance in different wireless networks. In [17], an active wall
(active IRS) has been considered by using a frequency-selective surface to smartly control the
wireless environment. The experiments in [18] show that, by deploying an IRS in a building,
a significant impact on the interference attenuation and the signal strength at the receiver side
can be obtained. The IRSs have also received attention from the industry. In November 2018,
the mobile operator NTT DoCoMo and the startup MetaWave experimented with the use of IRS
technology to assist wireless communications in the frequency band of 28 GHz [19]. Although
the IRSs are recently receiving special attention, some complex scenarios lead to challenging
design problems still unexplored.

1.1 Motivation

Analog JSCC has been shown to achieve a near-optimal performance at high rates with low
complexity and negligible delay when transmitting Gaussian sources over an additive white
Gaussian noise (AWGN) channel [20], [21]. Practical implementations of analog JSCC can be
found in [22]–[24]. In the literature, most works related to analog JSCC focus on zero-delay
mappings over AWGN channels [25]–[27], while more practical scenarios have not been studied
in-depth. For this reason, flexible implementations of analog JSCC mappings with arbitrary
block size could help to enhance system performance while keeping low latency requirements
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in systems with correlated sources. These challenging implementations constitute an interesting
research area with applications in WSNs and URLLC.

On the other hand, hybrid digital-analog transceiver architectures represent an interesting
approach for the design of low-complexity mmWave MIMO communication systems with
hardware constraints. However, limited works have been considered so far for strongly
hardware-constrained wideband MU MIMO scenarios. The authors in [28] and [29] considered
MU setups with more than one phase shifter (PS) for each RF chain connection to a single
antenna, thus leading to complex hybrid architectures. The authors in [30] developed a projected
gradient (PG) algorithm to leverage the common structure of the channel response matrices
among different subcarriers in wideband scenarios. All these works assume that the number of
RF chains is at least equal to the number of individual data streams to be transmitted, therefore
the developed algorithms are not suitable for scenarios, where the number of RF chains is lower
than the number of data streams. Moreover, most works do not account for the beam squint
effect and its critical impact on the interference cancellation in wideband systems. An exception
is [31], where a linear successive allocation (LISA) algorithm is developed by considering
this effect. For that, the design of hardware-constrained hybrid transceivers in wideband MU
mmWave MIMO systems in the face of beam squint constitutes a challenging and innovative
approach for applications in WSNs and cellular networks. In particular, user grouping schemes
joined to non-orthogonal analog JSCC mappings could be beneficial to transmit a large number
of user streams with a limited number of RF chains.

Although great efforts in the research activity are devoted to the precoding/filtering design to
compensate for the channel effects and enhance the performance in the communication systems,
the radio channel itself had usually remained uncontrollable. Fortunately, the paradigm of radio
communication control via IRSs is receiving special attention nowadays [15], [32]–[35]. The
applications of IRSs to reconfigure the wireless channels in different scenarios are immense:
device-to-device (D2D) communications, cognitive radio (CR), UAV systems, etc. However,
the interest in IRS-aided wireless communication systems is still recent and a large number of
use cases remain unexplored. Most works assume narrowband communication systems and do
not consider some practical issues as imperfect channel state information (CSI). The use of IRS
technology for wideband mmWave communications has not received in-depth treatment in the
literature. Therefore, scenarios of wideband MU IRS-aided mmWave MIMO systems under
imperfect CSI constitute a timely and interesting approach for a large variety of communication
scenarios.

1.2 Contributions

The work presented in this thesis led to the co-authored publications included in
Subsection 1.2.1. Although the main work of the thesis is based on the articles in
Subsection 1.2.1, the Ph.D. candidate has also contributed to the publications cited in
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Subsection 1.2.2. During the development of this thesis, the author collaborated in the research
projects included in Subsection 1.2.3 and Subsection 1.2.4.

1.2.1 Publications

JCR Journal Papers

1. Darian Pérez-Adán, Óscar Fresnedo, José P. González-Coma, and Luis Castedo, “User
grouping for the uplink of multiuser hybrid mmWave MIMO”, IEEE Access, vol. 8,
pp. 55 323–55 341, 2020.
DOI: 10.1109/ACCESS.2020.2981280.

2. Darian Pérez-Adán, Óscar Fresnedo, José P. González-Coma, and Luis Castedo,
“Wideband user grouping for uplink multiuser mmWave MIMO systems with
hybrid combining”, IEEE Access, vol. 9, pp. 41 360–41 372, 2021.
DOI: 10.1109/ACCESS.2021.3065581.

3. Darian Pérez-Adán, Óscar Fresnedo, José P. González-Coma, and Luis Castedo,
“Intelligent reflective surfaces for wireless networks: An overview of applications,
approached issues, and open problems”, Electronics, vol. 10, no. 19, 2021, ISSN: 2079-
9292.
DOI: 10 . 3390 / electronics10192345. Online access: https : / / www. mdpi . com / 2079 -
9292/10/19/2345.

4. Darian Pérez-Adán, Michael Joham, Óscar Fresnedo, José P. González-Coma, Luis
Castedo, and Wolfgang Utschick, “An alternating minimization approach for
wideband downlink multiuser IRS-aided mmWave MIMO systems”, In Preparation
for IEEE Transactions on Signal Processing, pp. 1–13, 2022.

5. Pedro Suárez-Casal, Óscar Fresnedo, Darian Pérez-Adán, and Luis Castedo, “Lattice-
based analog mappings for low latency wireless sensor networks”, Submitted to IEEE
Internet of Things Journal, pp. 1–15, 2022.

International Conference Papers

1. Darian Pérez-Adán, José P. González-Coma, Óscar Fresnedo, and Luis Castedo, “Hybrid
mmWave MIMO transceivers for the uplink of multiple correlated users”, Proc.
of 2019 IEEE 20th International Workshop on Signal Processing Advances in Wireless
Communications (SPAWC), 2019, pp. 1–5.
DOI: 10.1109/SPAWC.2019.8815403.

2. Darian Pérez-Adán, José P. González-Coma, Óscar Fresnedo, and Luis Castedo, “Low-
complexity hybrid transceivers for uplink multiuser mmWave MIMO by user
clustering”, Proc. of 2019 27th European Signal Processing Conference (EUSIPCO),
2019, pp. 1–5.
DOI: 10.23919/EUSIPCO.2019.8902982.
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3. Pedro Suárez-Casal, Óscar Fresnedo, José P. González-Coma, Darian Pérez-Adán, and
Luis Castedo, “Analog transmission of correlated sources in SIMO MAC using
hexagonal lattices”, Proc. of WSA 2020; 24th International ITG Workshop on Smart
Antennas, 2020, pp. 1–6.

4. Darian Pérez-Adán, Óscar Fresnedo, José P. González-Coma, and Luis Castedo, “Hybrid
combining design for user clustering in mmWave MIMO systems”, Proc. of 2020
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“Alternating minimization algorithm for multiuser RIS-assisted MIMO systems”,
Proc. of 2022 IEEE International Symposium on Broadband Multimedia Systems and
Broadcasting (BMSB), 2022, pp. 1–6.
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6. Darian Pérez-Adán, Michael Joham, Óscar Fresnedo, José P. González-Coma, Wolfgang
Utschick, and Luis Castedo, “Alternating minimization for the downlink of wideband
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Workshop on Smart Antennas and 13th Conference on Systems, Communications, and
Coding, pp. 1–6.

Note that all the journals appear in the Journal Citation Reports (JCR) in the corresponding
publication year. The Journal Impact Factor (JIF), the JIF rank, the JIF quartile, and the JIF
percentile are detailed in Table 1.1.

Table 1.1: Rank by JCR of publication journals.

Journal Year IF Category IF Rank IF Q. IF P.

IEEE Access 2020 3.367
ENGINEERING,
ELECTRICAL

& ELECTRONIC

94/273 2 65.75

IEEE Access 2021 3.476
ENGINEERING,
ELECTRICAL

& ELECTRONIC

105/276 2 62.14

Electronics 2021 2.690
ENGINEERING,
ELECTRICAL

& ELECTRONIC

139/276 3 49.82

IEEE Transactions
on Signal Processing

2021 4.875
ENGINEERING,
ELECTRICAL

& ELECTRONIC

66/276 1 76.27

IEEE Internet
of Things Journal

2021 10.238
COMPUTER SCIENCE,

INFORMATION SYSTEMS
9/164 1 94.82
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1.2.3 Main Research Projects

The work performed in this thesis contributed to the following research projects:
• CARMEN: This project addressed two major trends in wireless networks: radio interfaces

with unprecedented high data rates and WSN. The aims were to develop advanced
coding and signal processing techniques for emerging wireless communication and sensor
networks. CARMEN also carried out the experimental evaluation of coding and signal
processing techniques by means of over-the-air (OTA) transmissions and simulations.
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– Reference: TEC2016-75067-C4-1-R.
– Funding entity: State Research Agency.
– Funding: C227 359.
– Duration: 2 years and 6 months.

• ADELE: The mission of this project is twofold. First, it will develop advanced coding
and signal processing techniques for wireless communication networks. Furthermore, the
project will address long-term objectives and will contribute significantly to (a) coding
and information theory for quantum computing and communications, and (b) machine
learning (ML) methods and the emerging field of graph signal processing for the analysis
and operation of networks that handle massive amounts of data including, but not limited
to, wireless communication networks.

– Reference: PID2019-104958RB-C42.
– Funding entity: State Research Agency.
– Funding: C214 775.0.
– Duration: 2 years and 5 months.

1.2.4 Research Project Beyond the Scope of the Thesis

The Ph.D. candidate also participated for 2 months in the following project related to other
issues:

• INRA-CBTC: The project was intended to develop tools for the validation of a Long Term
Evolution (LTE) network specially adapted to the railway environment. These tools were
destined to evaluate the fulfillment of the communications-based train control (CBTC)
requirements by measuring the performance of the deployed network in terms of packet
error ratio (PER), delay, and jitter.

– Funding entity: CAF Signalling S.L. and the CDTI entity of the Spanish Ministry
of Science and Innovation.

– Funding: C262 487.86.
– Duration: 2 years and 7 months.

1.3 Thesis Overview

Three different research lines can be distinguished in this thesis. Firstly, a study of analog
JSCC techniques suitable for wireless communications is performed. Next, the design of
hybrid transceivers for narrowband and wideband MU mmWave MIMO systems is addressed,
and a user grouping approach leveraging on the features of distributed quantizer linear coding
(DQLC) is developed. Finally, the wireless communication paradigm related to the control of
the propagation environment through IRSs is approached.

The remainder of this thesis is structured as follows. In Chapter 2, we introduce the general
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system model of an analog JSCC wideband MU MIMO system, which is next particularized
in the different approaches addressed throughout this thesis. We provide relevant details about
MIMO orthogonal frequency-division multiplexing (OFDM) systems, the source correlation
model assumed in this thesis, and the multiple access channel (MAC) and broadcast channel
(BC) system models. The relationship between the MAC and the BC is explained through the
MAC-BC and the BC-MAC dualities. The channel models considered in this thesis are also
described.

In Chapter 3, we approach the transmission of correlated sources over fading MU single-
input multiple-output (SIMO) MAC systems by implementing analog JSCC mappings based
on multidimensional lattices. Different lattice constructions are analyzed, and the impact of
the lattice size and thus the delay caused by the encoding process is also addressed, as well
as the impact of the lattice density on the overall system performance. At the receiver, the
correlation between the user symbols is exploited by jointly decoding the information received
from all users with the minimum mean square error (MMSE) estimator. However, the huge
computational cost of the decoding operation would make the proposed system impractical,
even for a small number of users. Therefore, a sphere decoder is employed to simplify
the required search in the lattice space, thus lowering the overall complexity of the system.
Comparisons of the system performance by employing the different lattice constructions in
different scenarios of encoded correlated sources are performed. It is shown that, by enabling
the encoding with different codeword sizes, lattice-based JSCC provides gains with respect to
existing zero-delay analog JSCC schemes.

In Chapter 4, by enabling inter-user correlation exploitation, a user grouping approach for
the uplink of a narrowband MU hybrid mmWave MIMO system is addressed to handle a high
number of sources with a limited number of RF chains with the help of DQLC mappings.
The allocation of the users per group and the hybrid design of the filter at the BS to serve the
gathered users is also studied. Furthermore, a hybrid MMSE combining design is proposed in
order to exploit the spatial correlation between the sources in a conventional uncoded uplink
of a mmWave MIMO system. The proposed solution is compared with different state-of-art
approaches for hybrid transceivers, and considerable performance gains are obtained. The user
grouping approach in Chapter 4 is extended in Chapter 5 to wideband MU mmWave MIMO
systems affected by beam squint. In particular, a user grouping and a scheduling strategy for
wideband scenarios that considers the beam squint effect and the hybrid transceiver design are
proposed.

In Chapter 6, the downlink of a wideband MU IRS-aided mmWave MIMO system under
imperfect CSI is approached. This scenario presents some challenging issues as the design
of the IRS phase-shift matrix, which is frequency flat and common to all the users, as well
as the design of the frequency-dependent precoders at the BS and the receiving filters at the
users by considering the estimation error of the CSI. The IRS phase-shift matrix, the filters and
the precoders are jointly designed to minimize the mean squared error (MSE) of the estimated
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user symbols by considering the statistical of the errors produced in the CSI estimation. The
optimization problem is solved by employing the BC-MAC duality and following an alternating
PG minimization approach. Substantial gains are achieved with respect to baseline strategies
that neglect the imperfect CSI and the inter-user interference control.

Finally, Chapter 7 is devoted to the main conclusions derived from this work and the future
research lines.

1.4 Notation

Table 1.2: Symbols and math operators.

Symbol / Operator Description
(•)T , (•)∗, (•)† Transpose, conjugate transpose, Moore-Penrose pseudoinverse
‖ • ‖2, ‖ • ‖F 2-norm, Frobenius norm
<(•), =(•) Real part, imaginary part
R, C Set of real numbers, set of complex numbers
IN ,0N Identity matrix with size N, all zeros matrix with size N
[A]i,j Entry on the i-th row and the j-th column of A

[A]i,:, [A]:,j i-th row of A, j-th column of A

[A]i:n,: Removing from the i-th row to the n-th row
span(A) Subspace spanned by the columns of A

Null(A) Null space of A

blkdiag (•) Construction of a block diagonal matrix from input matrices
tr(A), diag(•) Trace of A, diagonal matrix with the argument in the main diagonal
b•e, b•c, d•e Element-wise rounding, floor operation, ceiling operation
| a |, | A |, | A | Absolute value of a, determinant of the matrix A, cardinally of the set A
A \ b Exclusion of the element b from the set A
mod (a,b) Element-wise modulo operation that returns for each vector element

NC(µ,C)
Circularly-symmetric complex normal distribution
with mean µ and covariance matrix C

~, ⊗ Column-wise Khatri-Rao product, Kronecker product
∗ Convolution
E[•] Statistical expectation

In this thesis, the following notation is used: upper and lower case italic letters as a and A
denote scalars, lower case bold letters, e.g., a, denote vectors, whereas the matrices are denoted
by bold uppercase letters such as A. [A]i,j is the entry on the i-th row and the j-th column
of the matrix A, [A]i,: stands for the i-th row of A, and [A]:,j represents the j-th column of
A. We use the notation [A]i:n,: to indicate the resulting matrix after removing from the i-th to
the n-th row of A. The operator span(A) denotes the subspace spanned by the columns of the
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matrix A. Null(A) is an operator that constructs an orthonormal basis for the null space of
the input matrix. The operator that constructs a block diagonal matrix from input matrices is
denoted as blkdiag(•). Calligraphic letters such as A are used to denote sets and sequences,
and A \ b represents the exclusion of the element b from A. Finally, a list of the math symbols
and operators used in this thesis is summarized in Table 1.2.
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Chapter II

Modeling of Wideband Multiuser Wireless
Communications

In this chapter, we introduce fundamental concepts about wideband MU wireless
communications, including their system model and some assumptions adopted throughout this
thesis. The chapter is structured as follows. The main issues and advantages of wideband
wireless communication systems are presented in Section 2.1. The source model employed
throughout this thesis and the encoding of single-user OFDM-based wideband systems are
explained in Section 2.2. Section 2.3 offers the main details about wideband MU MIMO
systems by explaining the system models for MAC and BC systems, whereas the MAC-BC
and the BC-MAC dualities in terms of MSE are discussed in Section 2.4. Finally, Section 2.5
presents the channel models employed in the different systems considered in this thesis, and
Section 2.6 is devoted to the chapter conclusions.

2.1 Introduction

Wireless communications are characterized by the difficulty of predicting the channel behavior
[52]. Transmitted radio signals usually propagate through several paths before arriving at the
receiver (multipath propagation). Consequently, a superposition of multiple versions of the
transmitted signal experiencing different delays and phase shifts due to various effects, such
as scattering, reflection, diffraction, or refraction, is received, leading to system performance
degradation. These effects have been widely studied in the literature (see [53, Chapter 4] and
[54, Chapter 2] for details related to the multipath effects).

In this scenario, the deployment of multiple antennas at both communication ends (i.e.,
MIMO systems) can be used to increase reliability due to the diversity gain. Furthermore,
a MIMO channel can also provide additional gains and degrees of freedom from the spatial
dimension allowing the transmission of several independent data streams [53].

A communication system is considered to be wideband when the bandwidth required
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to transmit the source message significantly exceeds the channel coherence bandwidth, thus
leading to frequency-selective fading [52]–[55]. When considering single-carrier transmission
schemes, wideband wireless systems demand time-domain equalization at the receiver to
combat the delay spread effects. However, the number of taps required to ensure a good
performance in high data rate transmissions is usually large. Therefore, the equalizers become
quite complex and can introduce a large delay. Such drawbacks can be overcome by the use of
multicarrier modulations such as OFDM [56].

OFDM effectively decomposes a wideband frequency-selective channel into a set of
non-interfering flat fading subchannels (each having a bandwidth lower than the coherence
bandwidth of the channel) [57]. Therefore, the available bandwidth is split into L orthogonal
subcarriers in the frequency domain. Consequently, the overall data stream is divided into
L parallel substreams, each modulated into one subcarrier and sent over the corresponding
narrowband subchannel. Preceding each OFDM symbol, there is a cyclic prefix longer than the
delay spread of the channel, so the inter-symbol interference (ISI) effects are eliminated [58],
[59]. Moreover, OFDM is robust against frequency-selectivity without complex equalization
filters [53]. The transmission method adopted by the last generation of broadband systems
combines OFDM with the MIMO technology (referred to as MIMO-OFDM), thus achieving
large spectral efficiencies over frequency-selective channels with low-complexity equalization
(see [53, Chapter 9] and [56, Chapter 5] for details).

2.2 Source Model and Encoding

Throughout this thesis, source symbols are modeled as the vector s of zero-mean circularly
symmetric complex Gaussian random variables with covariance matrix Cs = E [ss∗]. The
elements [Cs]i,j = ρi,j represent the correlation between the i-th and j-th source symbols
in s. Without loss of generality (w.l.o.g.), we assume that ρi,i = σ2

s ,∀i. We also consider
that source symbols corresponding to different time instants are statistically independent so
that only the spatial correlation between different sources is considered. When the wideband
model is adopted, we consider the same covariance matrix for the user symbols in the different
subcarriers ` such that Cs = Cs[`], ∀` = 1, . . . , L.

Throughout this document, we will assume two correlation models
• An equal correlation model where the correlation between any two symbols produced by

the different sources is the same, i.e., [Cs]i,i = 1 ∀i = 1, . . . , K and [Cs]i,j = ρ ∀i 6= j.
• An exponential correlation model where the correlation between the sources is different

and the coefficients of the covariance matrix are given by [Cs]i,j = ρ|i−j|, ∀ i, j.
Since the sources are continuous-amplitude and discrete-time, we simplify the transmission

model by considering that they are analog encoded. This way we avoid quantization, latency
and complexity issues related to source and channel coding. In the following, we describe the
encoding of wideband communication systems via analog JSCC over MIMO-OFDM in a single
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stream point-to-point system. We assume real-valued source symbols for simplicity. However
a real-valued equivalent model can be used for complex-valued symbols (see Appendix A).

  JSCC 
Endoder ChannelSource Modulator

Figure 2.1: Block diagram of a JSCC system.

Analog JSCC represents a set of techniques that combine analog source and channel coding
into a single operation (see Figure 2.1) instead of implementing them separately. According to
this premise, analog JSCC approaches directly transform continuous-amplitude source symbols
into channel symbols to be transmitted, by using continuous mappings [60]. These systems
constitute a low-complexity alternative for transmitting analog sources with a negligible delay.
Analog JSCC systems also appeal to their robustness against time-varying channel conditions
and their capacity to adapt the system as the channel conditions change.
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Figure 2.2: Block diagram of the MIMO-OFDM system with analog encoding.

As explained, OFDM splits the wideband channel into a set of non-interfering orthogonal
narrowband subchannels. The number of subcarriers L is selected such that each subchannel
has a bandwidth smaller than the channel coherence bandwidth. Figure 2.2 shows the block
diagram of a point-to-point analog JSCC MIMO-OFDM scheme where the transmitter is
equipped with Nt antennas and the receiver deploys Nr antennas. Let st[`] be the real-valued
source symbol transmitted at time instant t over the subcarrier `. Assuming t = 1, . . . , n,
s[`] = [s1[`], . . . , sn[`]]T is the vector of n consecutive source symbols transmitted over the
subcarrier `. The operator f [`](·) : Rn → Rn represents the mapping function which produces
the vector of encoded symbols x[`] = f [`](s[`]) such that x[`] = [x1[`], . . . , xn[`]]T . Note that
n stands for the size of the source and encoded symbols block and that n = 1 constitutes the
particular case of zero-delay mappings [61]. For these cases, the index n is disregarded (see
e.g., Figure 2.2).

The received signal at the time instant t over the subcarrier ` is given by

yt[`] = H[`]p[`]xt[`] + ηt[`], (2.1)

where ηt[`] =
[
ηt1[`], ηt2[`], . . . , ηtNr

[`]
]T stands for the complex-valued AWGN modeled as

η[`] ∼ NC(0, σ2
ηINr), H[`] ∈ CNr×Nt is the MIMO channel, and p[`] ∈ CNt is the precoder
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employed prior to transmit the symbols at subcarrier `. A power constraint is imposed, i.e.,
‖ p ‖2

F≤ PT[`] being PT[`] the power available at subcarrier `. At the receiver, the signal yt[`]

is filtered with w[`] ∈ CNr such that zt[`] = w∗[`]yt[`]. Finally, the estimated symbols are
obtained as ŝ[`] = q[`](z[`]), with z[`] = [z1[`], . . . , zn[`]]T and q[`](·) : Rn → Rn the decoding
function. When considering the transmission of analog sources, MMSE decoding is optimum
as it minimizes the observed distortion according to the MSE criterion. The MMSE estimator
of the source symbols ŝ[`] from the received symbols z[`] is given by [62]

ŝ[`] = E[s | z[`]] =

∫
s ps(s | z[`]) ds. (2.2)

2.3 Wideband Multiuser Wireless Communications

As previously explained, MIMO stands for a communication system model in which a multi-
antenna node sends/receives information to/from several multi-antenna nodes [63]. The MIMO
BC arises when modeling a large number of practical situations in wireless communications,
typically in the downlink of cellular systems, where a multi-antenna BS communicates to
several multi-antenna receive users. The BC is the dual of the MAC, where several decentralized
multi-antenna transmitters (users) send information to a centralized multi-antenna receiver (BS).
The MAC is a model that typically arises when considering the uplink in a cellular system and
WSNs. Regarding wireless communications, less complex schemes than MU MIMO according
to the number of antennas used by the transmitter and the receiver can be found in the literature.
When all terminals employ a single antenna, the term single-input-single-output (SISO) is used
to label both the BC and the MAC setups. Since the performance is significantly improved if
several antennas are deployed, the BSs are usually terminals with larger resources in terms of
power supply, computational complexity and antenna array size in practical scenarios. In such
a case, the BC is labeled multiple-input single-output (MISO) and the MAC is labeled SIMO.

In the following, the system models for wideband MAC and BC scenarios are described, as
well as the sum-MSE concept to measure the performance of analog MU systems. We omit the
encoding process explained in Section 2.2 for simplicity and consider multistream schemes.

2.3.1 Mean Squared Error

The MSE of an estimator constitutes a measure of how close the estimator is to the true data. The
difference between the true data and the estimator is the error. By considering wideband OFDM
(L subcarriers) MU (K users) schemes, the MSE per user at a given subcarrier is formally
defined as the average of the squared errors. i.e., E

[
|ŝk[`]− sk[`]|2

]
, where sk[`], ∀`, k is the

true symbol corresponding to the k-th user at subcarrier `, and ŝk[`] is the estimated data at the
receiver. In order to evaluate the overall system performance in practical MU OFDM MIMO
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scenarios, the MSE is usually defined in based to the number of realizations, N , as

ξ̂sum =
1

NLK

N∑
n=1

L∑
`=1

K∑
i=1

|sn,k[`]− ŝn,k[`]|2. (2.3)

The performance of an analog transmission system is commonly measured in terms of the
signal-to-distortion ratio (SDR) expressed in dB, i.e

SDR (dB) = 10 log10

(
σ2

s

ξ̂sum

)
, (2.4)

where σ2
s is the data power and the MSE is used as the performance metric due to the continuous

nature of the source information [20].

2.3.2 BC System Model

A BC setup, also commonly named downlink, is a communication system where a single
transmitter serves several users, e.g., a WiFi router sending information to different devices,
a BS communicating to different users in a cellular system, etc. A downlink wideband MU
multistream MIMO OFDM system is shown in Figure 2.3. The wireless channels between
the BS and the users

(
Hk[`] ∈ CNr×Nt ,∀k

)
are assumed to be frequency-selective. An OFDM

modulation format is also assumed to have L orthogonal subcarriers and a cyclic prefix long
enough to avoid ISI. This way, the frequency-selective channels are decomposed into L parallel
narrowband subchannels. The complex-valued symbols vector sent by the BS to the k-th user at
subcarrier ` is denoted by sk[`] ∈ CNs,k[`], where Ns,k[`] stands for the number of data streams
allocated to the k-th user at subcarrier ` with k = 1, . . . , K and ` = 1, . . . , L. Thus, the total
number of streams allocated at subcarrier ` isNs[`] =

∑K
k=1Ns,k[`]. The symbols sent by the BS

are usually linearly precoded prior to be transmitted with Pk[`] ∈ CNt×Ns,k[`]. These precoders
are subject to a per-subcarrier transmit power constraint, i.e.,

∑K
k=1 tr

(
Pk[`]P

∗
k[`]
)
≤ PT[`],

being PT[`] the available transmit power at subcarrier `.
According to this formulation, the signal received by the k-th user at subcarrier ` reads as

yk[`] = Hk[`]
K∑
u=1

Pu[`]su[`] + ηk[`], (2.5)

where ηk[`] =
[
ηk1[`], ηk2[`], . . . , ηkNr

[`]
]T represents the complex-valued AWGN modeled as

ηk[`] ∼ NC(0, σ2
ηINr). Each user estimates its symbols ŝk[`] at subcarrier ` by applying the

linear filter Wk[`] ∈ CNs,k[`]×Nr , that is, ŝk[`] = Wk[`]yk[`]. In this case, the receive filter that
minimizes the MSE between the transmitted symbols to the k-th user and the received symbols
is given by [62]

WMMSEk [`] = P∗k[`]H
∗
k[`] (Hk[`]Pk[`]P

∗
k[`]H

∗
k[`] + Yk[`])

−1 , (2.6)
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where Yk[`] ∈ CNr×Nr is the interference-plus-noise matrix given by

Yk[`] =
∑
i 6=k

Hk[`]Pi[`]P
∗
i [`]H

∗
k[`] + σ2

ηINr .
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Figure 2.3: Block diagram of the downlink in a wideband MU MIMO-OFDM system with K users and
L subcarriers.
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Figure 2.4: Block diagram of the downlink MU MIMO-OFDM system with K users at subcarrier `.

Note that the MU received signal after filtering at the `-th subcarrier can be represented by
means of the following compact expression

ŝ[`] = W[`]H[`]P[`]s[`] + W[`]η[`], (2.7)

where ŝ[`] =
[
ŝT1 [`], . . . , ŝTK [`]

]T
∈ CNs[`], s[`] =

[
sT1 [`], . . . , sTK [`]

]T
∈ CNs[`], η[`] =[

ηT1 [`], . . . ,ηTK [`]
]T
∈ CNrK and H[`] =

[
HT

1 [`], . . . ,HT
K

[`]
]T ∈ CNrK×Nt result from stacking

all the estimated user symbols, the source symbols sent to all the users, the overall noise and
the channels, respectively, at subcarrier `, whereas P[`] = [P1[`], . . . ,PK [`]] ∈ CNt×Ns[`] and
W[`] = blkdiag (W1[`], . . . ,WK [`]) ∈ CNs[`]×NrK gather all the BS precoders and the user
filters, respectively, at the `-th subcarrier (see Figure 2.4).
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2.3.3 MAC System Model
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Figure 2.5: Block diagram of the uplink MU MIMO-OFDM system with K users and L subcarriers.

In MAC systems (also referred to as the uplink), multiple users share the same transmission
medium to communicate to a centralized receiver node. In this scenario, the users may have
one or more antennas while the BS is often equipped with more than one. The data flow is the
opposite to that in the BC system shown in Figure 2.3. MAC constitutes the typical scenario
in cellular systems when mobile users communicate with the BS. Figure 2.5 shows the uplink
of a wideband MU MIMO OFDM system, where the BS is equipped with Nt antennas and
the users have Nr antennas each. Let sUL

k [`] ∈ CNs,k[`] be the vector of uplink complex-valued
symbols transmitted by the users over subcarrier ` in the MAC system. We assume multistream
transmission such that Ns,k[`] is the number of streams transmitted by the user k and the total
number of streams allocated at subcarrier ` is Ns[`] =

∑K
k=1Ns,k[`]. The corresponding uplink

symbols received at the antennas of the BS will be

yUL[`] =
K∑
k=1

H∗k[`]Tk[`]s
UL
k [`] + n[`], (2.8)

where Tk[`] ∈ CNr×Ns,k[`] and H∗k[`] ∈ CNt×Nr are the k-th frequency-selective user precoder
and the channel response, respectively, for subcarrier `. The user precoders are subject to a per-
subcarrier transmit power constraint, i.e., tr (Tk[`]T

∗
k[`]) ≤ PTk [`], being PTk [`] the available

transmit power at the k-th user at subcarrier `.

The noise introduced at reception at subcarrier ` is represented by n[`] = [n1[`], . . . , nNt [`]]
T

and it is modeled as n[`] ∼ NC(0, σ2
nINt). The matrices Gk[`] ∈ CNs,k[`]×Nt , ∀k stand for

the linear filters used at reception to estimate the incoming uplink symbols from the user k at
subcarrier `, i.e.,

ŝUL
k [`] = Gk[`]y

UL[`] = Gk[`]
K∑
i=1

H∗i [`]Ti[`]s
UL
i [`] + Gk[`]n[`]. (2.9)
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In this case, the receive filter that minimizes the of MSE between the sent and the received
symbols MSEUL

k [`] = E
[
|̂sUL
k [`]− sUL

k [`]|2
]

is given by

GMMSEk [`] = T∗k[`]Hk[`]
(
H∗[`]T[`]T∗[`]H[`] + σ2

nINt

)−1
,

where H∗[`] = [H∗1[`], . . . ,H∗K [`]] ∈ CNt×NrK and T[`] = blkdiag (T1[`], . . . ,TK [`]) ∈
CNrK×Ns[`].

That the estimated symbols corresponding to the K users at subcarrier ` can be written as

ŝUL[`] = G[`]H∗[`]T[`]sUL[`] + G[`]n[`], (2.10)

where G[`] =
[
GT

1 [`], . . . ,GT
K [`]

]T ∈ CNs[`]×Nt is the receive filter that stacks all the K filters,
Gk[`], ∀k (see Figure 2.6). In expression (2.10), ŝUL[`] gathers all the estimated user symbols
(ŝUL
k [`],∀k), which can also be obtained individually by employing the expression in (2.9). The

MMSE receive filter using this compact formulation is given by [62]

GMMSE[`] = T∗[`]H[`]
(
H∗[`]T[`]T∗[`]H[`] + σ2

nINt

)−1

.
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Figure 2.6: Block diagram of the uplink MU MIMO-OFDM system with K users at subcarrier `.

2.4 MAC-BC and BC-MAC Dualities

Some works have employed different dualities between the BC and the MAC systems. These
dualities allow for a reformulation of the BC system into the dual MAC and vice versa. These
dualities are based on the fact that the figures of some metrics (e.g. MSE, signal-to-interference-
plus-noise ratio (SINR)) are equal in both the BC and the dual MAC under certain conditions.

Dualities regarding the SINR [64], achievable rate [65], and MSE [66] have been
approached in many works. In particular, we focus on MSE dualities as in [66], where three
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kinds of dualities are presented. The first kind preserves both the sum MSE and the total power
constraint. For the mentioned second and third kinds, each individual user and stream-wise
MSEs remain unchanged, respectively while the same total power is achieved. These dualities
are based on the assumption of perfect CSI in both communication ends. Since we are interested
in considering systems with imperfect CSI, we also consider the work in [67].

As mentioned, different kinds of dualities have been studied in [66]. For arbitrary filters,
the equivalent ones in the dual domain can be derived with different precision levels. For all of
them, both the MSE of interest and the total power are preserved.

2.4.1 Sum-MSE Duality

The least restrictive duality is that where the system sum-MSE remains the same, this is called
a duality of the first kind. In this case, the filters and precoders in the BC are related to their
counterparts in the dual MAC as follows

P[`] = ξ[`]G∗[`], (2.11)

W[`] = ξ−1[`]T∗[`], (2.12)

with ξ[`] ∈ R, given by

ξ[`] =

√
PT[`]∑K

k=1 ‖Gk[`]‖2
F

, (2.13)

and PT[`] the power allocated at subcarrier `. On the other hand, the MAC-BC dual relationship
can be established as

G[`] = ζ−1[`]P∗[`], (2.14)

T[`] = ζ[`]W∗[`], (2.15)

with ζ[`] ∈ R given by the expression

ζ[`] =

√
PT[`]∑K

k=1 ‖Wk[`]‖2
F

, (2.16)

where the filters/precoders correspond to the BC and MAC system models presented in
Section 2.3. Note that the dualities are applied per subcarrier `.

2.4.2 Per-User MSE Duality

If we are interested in keeping the individual MSE for all the users unchanged during the
conversion, we need different ζk[`] and ξk[`] parameters for each of them. In these conversions
of the second kind, the relationship between the transceivers is given by

Pk[`] = ξk[`]G
∗
k[`], (2.17)
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Wk[`] = ξ−1
k [`]T∗k[`], (2.18)

with the positive real-valued ξk[`],∈ R+, given by[
ξ2

1 [`], . . . , ξ2
K [`]

]T
= σ2

nZ−1[`]
[
‖ T1[`] ‖2

F , . . . , ‖ TK [`] ‖2
F

]T
, (2.19)

where Z[`] is a non-singular matrix [66, Section IV] given by

[Z]k,j [`] =

{ ∑K
i 6=k ‖ Gj[`]H

∗
k[`]Tk[`] ‖2

F + σ2
η‖ Gk[`] ‖2

F for k = j

−‖ Gj[`]H
∗
k[`Tk[`] ‖2

F for k 6= j.
(2.20)

The MAC-BC dual relationship for this kind of duality is established as

Gk[`] = ζ−1
k [`]P∗k[`], (2.21)

Tk[`] = ζk[`]W
∗
k[`], (2.22)

with the positive real-valued ζk[`] ∈ R+ given by[
ζ2

1 [`], . . . , ζ2
K [`]

]T
= σ2

ηY−1[`]
[
‖ P1[`] ‖2

F , . . . , ‖ PK [`] ‖2
F

]T
, (2.23)

with the non-singular matrix Y[`] given by [66, Section V]

[Y]k,j [`] =

{ ∑K
i=1,i 6=k ‖Wk[`]Hk[`]Pi[`] ‖2

F + σ2
η‖Wk[`] ‖2

F for k = j

−‖Wj[`]Hk[`]Pk[`] ‖2
F for k 6= j.

(2.24)

2.4.3 Per-Stream MSE Duality

When considering MIMO scenarios, multiple streams can be allocated among the users taking
advantage of spatial multiplexing. In [66, Section IV, C and Section V, C], another kind of
duality is approached when the equivalence between the BC/MAC MSEs has to be fulfilled
not only per user but also per stream. The per-stream duality implies that the per-user and the
sum-MSE dualities must be fulfilled. The multistream scenario could be seen as a more general
case, whereas fewer degrees of freedom are needed for the first and second kinds.

2.5 Channel Models

In the MIMO systems equipped with Nt antennas for the transmission and Nr receive antennas
at the receiver (e.g., a BS), as shown in Figure 2.7, we denote the time-varying channel between
the communication ends as

Ht,τ =


h1,1t,τ h1,2t,τ · · · h1,Nt t,τ

h2,1t,τ h2,2t,τ · · · h2,Nt t,τ
...

... . . . ...
hNr,1t,τ hNr,2t,τ · · · hNr,Nt t,τ

 ∈ CNr×Nt , (2.25)
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where hi,j t,τ stands for the equivalent lowpass channel impulse response at the time instant t
and the tap τ from the j-th transmit antennas and the i-th receive antenna, whereas ηjt is the
AWGN. The receive signal at reception at the j-the antenna can be expressed as

yjt =
Nt∑
i=1

hj,it,τ ∗ xit + ηjt, (2.26)

where xit is the transmitted signal from the i-th antenna.

Tx

x

x
η

η
1

Rx

Figure 2.7: Block diagram of a single-user MIMO system.

Note that (2.26) can be rewritten in a compact way to stack the transmitted/received MIMO
signals as

yt = Ht,τ ∗ xt + ηt, (2.27)

where xt = [x1t, . . . , xNt t]
T ∈ CNt , yt = [y1t, . . . , yNr t]

T ∈ CNr , ηt = [η1t, . . . , ηNr t]
T .

By considering flat fading, the parametter τ is removed, and the matrix Ht,τ in (2.25) is
transformed onto [53]

Ht =


h1,1t h1,2t · · · h1,Nt t

h2,1t h2,2t · · · h2,Nt t
...

... . . . ...
hNr,1t hNr,2t · · · hNr,Nt t

 ∈ CNr×Nt . (2.28)

Moreover, if the MIMO channel is assumed to be time-invariant, the parametter t is also
removed and the matrix Ht in (2.28) is reduced to

H =


h1,1 h1,2 · · · h1,Nt

h2,1 h2,2 · · · h2,Nt

...
... . . . ...

hNr,1 hNr,2 · · · hNr,Nt

 ∈ CNr×Nt ,

and the receive signal at reception at the j-the antenna is

yjt =
Nt∑
i=1

hj,ixit + ηjt, (2.29)
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and its compact version is
yt = Hxt + ηt. (2.30)

Different statistical models are assumed in the communication systems by considering
diverse propagation aspects. In this thesis, we assume slow fading channel models since user
mobility is out of the scope of this work. On the other hand, we will use flat fading and
frequency-selective channel models to describe the channel responses in different mmWave
scenarios, whereas the sub-6 GHz channles are modeled as statistically independent circularly
symmetric random variables.

2.5.1 MmWave Systems

The propagation is unique at mmWave due to the small wavelength, which leads to enormous
distance-based path losses and limited spatial selectivity or scattering. The combination of
tightly-packed arrays developed for mmWave in sparse scattering environments makes many
of the statistical fading distributions used in traditional MIMO analysis inaccurate for the
channel modeling of this band. A clustered channel representation is commonly based on
the extended Saleh-Valenzuela model [68], [69]. Considering the scattering cluster channel
model for mmWave, each channel matrix is assumed to be a sum of the contributions of Ncl

scattering clusters, each of which contributes Nray paths. Therefore, the frequency-selective
and time-invariant mmWave MIMO channel for wideband signals at the m-th delay tap with
m ∈ {0, . . . , LD − 1}, being LD the maximum number of delay taps, can be described by [31],
[68]

Hm = γ

Nray∑
i=1

Ncl∑
l=1

βi,lprc (mTsτi,l) aBS[`](φBS
i,l , θ

BS
i,l )a

∗
t [`](φt

i,l, θ
t
i,l), (2.31)

where prc(t) stands for the raised cosine pulse-shaping filter, τi,l is the relative delay for the i-th
ray in the l-th cluster, Ts is the sampling period, γ =

√
NtNr/NclNray is a power normalization

factor and βi,l represents the complex path gain for the i-th ray in the l-th cluster. The term
φBS
i,l , (θ

BS
i,l ) stands for the azimuth (elevation) angles of departure (AoD) at the transmitter and

φt
i,l, (θ

t
i,l) are the azimuth (elevation) angles of arrival (AoA) at the BS. The transmit and receive

antenna arrays are described by their array steering vectors, aBS[`](φBS
i,l , θ

BS
i,l ) and at[`](φ

t
i,l, θ

t
i,l),

which are functions of the angular directions.
Although the extended Saleh-Valenzuela model is employed to describe the propagation

in mmWave MIMO systems, simulation typically describes the paths as arriving in “clusters”,
where each cluster has some distribution for the characteristic parameters (delay, power, and
central angles of arrival and departure), physically, the path clusters can be approximated
to different macro-level paths, and the angle and delay spread within each cluster capture
the scattering from diffuse reflections along their paths (see [10] and references therein).
Consequently, by considering that the parameters (delay, power, and AoA/AoD) within each
cluster are very similar, there is a large number of works in the literature that consider a
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simplified multipath channel model. By considering the scattering cluster channel model, an
angle spread within each cluster of 10 or 20 degrees is commonly assumed. However, the
AoA/AoD for different clusters are assumed to be uniformly distributed over the interval [0;π]

(see [31, Section IV]). The simplified channel model derived form (2.31) for a mmWave MIMO
channel at the m-th delay tap with m ∈ {0, . . . , LD − 1}, can be described by [31], [68]

Hm = γ

Np∑
n=1

βnprc (mTsτn) aBS[`](φBS
n , θ

BS
n )a∗t [`](φt

n, θ
t
n), (2.32)

where n = 1, . . . , Np indexes the channel paths. In the frequency domain, the channel response
(2.32) for the link between the BS and the users can be represented as [10]

H[`] =

LD−1∑
m=0

Hme
j2πm(`−1)/L =

Np∑
n=1

βn[`]aBS[`](φBS
n , θ

BS
n )a∗t [`](φt

n, θ
t
n), (2.33)

where ` ∈ {1, . . . , L}. The path gain βn[`] is obtained as βn[`] = γβn
∑LD−1

m=0 prc(mTs −
τn)ej2πm(`−1)/L. The notation at [`](φ

t
n, θ

t
n) and aBS[`](φBS

n , θ
BS
n ) is introduced in (2.31) and

(2.33) to highlight that the array response vectors are affected by the beam squint effect present
when considering large bandwidths [31], [70], [71].

2.5.1.1 Beam Squint Effect

The large apertures used for wideband mmWave MIMO systems lead to the beam-squint effect
[72]. This effect creates a type of spatial frequency-selectivity in the mmWave system (note the
frequency dependence of the array response vectors in (2.33)). Consequently, frequency-flat
precoders and filters become less optimal due to beam-squint (see [73] for more details about
the beam squint).

2.5.1.2 Array Response Vectors

When considering uniform planar arrays (UPAs) at both ends, the array response vectors
at[`](φ

t, θt) and aBS[`](φBS, θBS) are given by [74], [75]

aUPA[`] (φ, θ) =
1√
N

[
1, . . . , ej

2π
c
f` d (sin φ sin θ+n cos θ), . . . , ej

2π
c
f` d((W−1) (sin φ sin θ+(H−1) cos θ))

]T
,

(2.34)

where N is the number of antennas in the array, f` is the frequency at the `-th subcarrier, c
is the speed of light, m and n are the indices in an antenna array with size N = WH , d is
the inter antenna spacing, which is often equal to λ/2, being λ = c

fc
the wavelength and fc the

carrier frequency. By considering uniform linear arrays (ULAs) at both ends, the array response
vectors at[`](φ

t) and aBS[`](φBS) are given by [74], [75]

aULA[`] (φ) =
1√
N

[
1, ej

2πf`
c

d sin φ, . . . , ej
2πf`
c

d(N−1) sin φ
]T
, (2.35)
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where the response of the array is invariant in the elevation domain. Note that the phases within
the steering vectors of the paths in (2.34) and (2.35) are subcarrier dependent due to the beam
squint effect.

2.5.1.3 Narrowband Spatial Channel Model

By assuming a narrowband system and no beam squint effect, i.e., a flat fading channel, which
is described by a single tap, the expression in (2.33) is reduced to

H = γ

Np∑
n=1

βnaBS(φBS
n , θ

BS
n )a∗t (φt

n, θ
t
n), (2.36)

whereas the scattering cluster channel model in (2.31) reduces to [31], [68]

H = γ

Nray∑
i=1

Ncl∑
l=1

βi,laBS(φBS
i,l , θ

BS
i,l )a

∗
t (φt

i,l, θ
t
i,l). (2.37)

2.5.2 Sub-6 GHz Narrowband Systems

In these systems, wireless channels are typically modeled by random processes. In some cases,
we assume independent and identically distributed (i.i.d.) complex-valued circularly symmetric
Gaussian entries, i.e., a flat Rayleigh fading model. On the other hand, the flat fading Rician
narrowband channel models are also considered, such that

H =

√
β

1 + β
HLOS +

√
1

1 + β
HNLOS, (2.38)

where β is the Rician factor. HLOS and HNLOS stand for the deterministic line-of-sight (LoS)
component and the Rayleigh fading component, respectively.

2.6 Conclusions

In this chapter, some fundamental concepts about wireless communication systems have been
introduced for completeness. First, we considered the main issues and advantages of wideband
systems. We have briefly described the advantages of MIMO-OFDM systems. The source
correlation models employed have also been explained by detailing the two different spatial
correlation models assumed in this thesis. A brief description of the analog JSCC encoding
in wideband OFDM MIMO systems has also been performed. Then, we have introduced the
MU MIMO system model. We have approached the BC-MAC and the MAC-BC dualities in
wideband MU MIMO systems. Two different channel models have been introduced in this
chapter. In particular, we have studied the flat fading Rician and Rayleigh models for sub-6
GHz narrow band systems and the Saleh-Valenzuela channel model for both narrowband and
wideband mmWave systems.
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Chapter III

Analog Transmission of Correlated
Sources in SIMO MAC using Lattices

Traditional approaches assume the separated design and optimization of the source and the
channel encoders. They are based on the well-known separation principle, which was shown to
be asymptotically optimal with the encoding block sizes under certain conditions [6]. However,
this strategy presents many practical issues related to its high complexity and large delay.
In addition, the separation principle constitutes a suboptimal solution when considering the
transmission of correlated sources over MAC systems [76]. In such a case, an alternative
approach is the implementation of JSCC techniques, where the source and channel encoding
are jointly performed in a single step.

In this chapter, we approach the transmission of correlated sources over fading SIMO MAC
by means of analog JSCC mappings based on multidimensional lattices. The complex-valued
source symbols are individually encoded from the points defined by the generator basis of a
multidimensional lattice, and next transmitted to a common receiver equipped with multiple
antennas. Different lattice constructions are analyzed. The impact of the lattice size, the lattice
density on the system performance and computational complexity is also addressed. At the
receiver, source symbols are estimated via an MMSE decoder by considering their correlation.
To avoid the huge computational cost of joint MMSE decoding, a sphere decoder is employed
to simplify the required search in the lattice space. System performance results show that, by
encoding with different codeword sizes, lattice-based JSCC provides a significant gain with
respect to baseline analog JSCC schemes.

This chapter is structured as follows. Section 3.1 introduces the chapter. In Section 3.2,
we present a brief review of some preliminary concepts corresponding to the lattice theory. In
Section 3.3, the considered SIMO MAC system model is detailed. The design of the lattice-
based analog JSCC system is addressed in Section 3.4. The derivation of the optimal MMSE
estimation combined with a sphere decoder to produce the symbol estimates is also described
in this section. The computer experiments to evaluate the system performance and the obtained
results are discussed in Section 3.5. Finally, Section 3.6 is devoted to the conclusions.
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3.1 Introduction

The transmission of correlated information over fading MACs is a relevant problem in wireless
communications that occurs in many practical situations such as WSNs, IoT, or control systems.
In this chapter, we particularly focus on MAC communications, where several non-cooperative
nodes individually encode and send their data to a common receiver.

We consider analog JSCC techniques to transmit analog correlated information by
considering that the sources produce discrete-time continuous-amplitude symbols that are
directly transformed into encoded symbols through analog mappings based on geometric curves
[60]. These mappings have been shown to closely approach the optimal system performance
by considering compression of independent sources in AWGN channels [27], [77], [78], fading
channels [79] or even for MU scenarios [80]. In the same sense, interesting results about the
optimality of this approach for matched bandwidth can be found for Gaussian channels [5] and
multi-node scenarios [81], [82]. Some works have also explored the use of analog mappings for
bandwidth expansion, although the results are less promising [83], [84].

In this context, we approach the design of a JSCC SIMO MAC system where non-
cooperative nodes transmit their encoded source symbols to a multi-antenna centralized node
over a fading channel. The source information is assumed to be spatially correlated at each time
instant. In the existing literature, different zero-delay JSCC schemes (codeword size equals to
one) have been investigated. One example is [85], where a zero-delay analog JSCC mapping is
proposed to transmit multivariate Gaussian sources over an AWGN MAC channel. Modulo-like
mappings were also proposed for the orthogonal transmission of correlated sources in a SISO
MAC scenario [86], [87]. The approach in [86] can be extended to a SIMO MAC case when the
number of receive antennas is significantly larger than the number of users since the receiver
has enough degrees of freedom to exploit the source correlation at decoding [20].

Most existing works on analog JSCC focus on zero-delay mappings because of the
difficulty of designing and optimizing the mappings for larger dimensions. This limitation,
however, significantly reduces the practical utility of analog JSCC with respect to traditional
digital approaches, which may consider different encoding block sizes. Therefore, a
systematic strategy for the design of analog JSCC mappings with arbitrary codeword lengths is
fundamental.

The work in [88] represents a first attempt to construct non-zero delay analog JSCC schemes
on the basis of the lattice theory. In particular, [88] considers zero-delay and non-zero delay
mappings that use well-known lattices with different dimensions. The encoded symbols are
then transmitted over a Rayleigh block fading channel. Specifically, modulo-like mappings
(codeword size n = 1), the D4 (codeword size n = 4) [89] and the E8 (codeword size n = 8)
[89] lattice-based mappings are analyzed. D4 and E8 are the densest packing lattices for n = 4

and n = 8, respectively, and thus adequate candidates for achieving good system performance.
However, parameter optimization in [88] is based on an exhaustive search that is infeasible
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for large lattice dimensions, and the decoding process is performed by a two-step procedure
that first estimates the symbols of uncoded users and next employs such estimates as side
information for the remaining users. This strategy is suboptimal as it is not able to jointly
exploit the source correlation. Furthermore, [88] just considers lattice dimensions up to n = 8.

In any case, the results obtained in [88] provide the intuition that the design of non-zero
delay analog JSCC mappings based on n-dimensional lattices is a promising strategy. A
comprehensive analysis for the construction of “good” lattices in different dimensions can be
found in [89], particularly for the sphere packing problem. The list of the known densest lattices
for a large range of dimensions can also be looked up in [90]. An interesting example is the
Leech lattice, found in [91], which has been shown to be the unique densest lattice packing of
dimension n = 24 [92]. Unfortunately, the computational cost of the encoding operation in
a lattice-based mapping system exponentially increases with the dimension when using the
densest lattices because it is required to find the closest point in the n-dimensional lattice
[93]. In that sense, alternative lattice constructions must be considered to balance the system
performance and the encoding complexity as the codeword size (dimension) becomes larger.

From this perspective, an interesting type of lattices is the so-called Craig’s lattice [94],
which is constructed from the ring of integers in a cyclotomic field. The mechanism to construct
these polynomial lattices allows to adjust the minimal norm of the resulting lattices and, as a
consequence, their density for an arbitrary dimension n = p− 1, being p a prime number [89].
Therefore, an alternative approach for the analog encoding of source symbols with an affordable
computational cost in large dimensions is given by adjusting the density of the Craig’s lattices
used to construct the analog mapping. This reduces the computational effort required to find
the closest lattice points.

Making use of all these ideas, we address the transmission of spatially correlated
information in a fading SIMO MAC scenario using analog JSCC techniques. Blocks of source
symbols are individually encoded at each node with an analog JSCC mapping constructed
from a suitable lattice. At the receiver, the estimates of the transmitted symbols are jointly
computed by means of a decoding approach that exploits the spatial correlation and the use of
codeword sizes larger than one (i.e., non-zero delay). The main contributions of the chapter are
summarized as follows:

• A multidimensional lattice-based analog JSCC system is designed and optimized for
transmitting blocks of symbols with size n larger than that considered in state-of-the-
art approaches. This allows analog JSCC techniques to be a real practical alternative
to conventional digital schemes for a large number of situations. The proposed design
is sufficiently flexible to allow working with different codeword sizes and efficiently
exploiting the sources spatial correlation.

• For large codeword sizes, Craig’s lattices are considered to reduce the computational cost
of the analog JSCC encoding. The possibility of adjusting the lattice density allows us to
balance the trade-off between the system performance and the computational complexity.
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• A performance evaluation showing the advantages of the proposed system design and
the use of Craig’s lattices is performed. The performance gains are obtained for scenarios
with non-orthogonal configurations or moderate correlations, where zero-delay mappings
have significant performance limitations. In addition, the impact of the block size and the
lattice density on the system performance is analyzed.

3.2 Fundamentals of Lattices

This section introduces the theoretical fundamentals of lattices that will be used throughout this
chapter. An n-dimensional lattice T is defined as a discrete set of vectors in Rn that form a
group under vector addition. These vectors will be referred to as the lattice points. A lattice T
will be defined by its generator matrix M = [ν1, . . . ,νn] ∈ Rn×n, where the column vectors
νj, j = 1, . . . , n are the basis vectors. Therefore, the i-th lattice point will be generated as
xli = Mli, ∀i = 1, . . . ,M , where li ∈ Zn is a vector of integers and M is assumed to be large
enough. The fundamental region of the lattice is that area in the n-dimensional space which
includes only a point of the lattice, and, when considering all the lattice points, the entire space
is tiled. The Voronoi region is that fundamental region in which every point of the euclidean
space is closer to its corresponding lattice point than to any other lattice point. The different
possibilities of partitioning or covering an n-dimensional Euclidean space by using lattices lead
to different well-known problems in algebra such as the sphere packing, the covering packing,
or the quantization problem [89].

3.2.1 Sphere Packing

Sphere packing seeks to fill the n-dimensional space with non-overlapping equal-sized spheres.
Unlike cubic regions, there is always some wasted space when packing spheres. The
minimization of such wasted space is a still unsolved problem, which can be stated as follows:
determine the largest number of spheres with the same radius r that can be packed into a largely
empty n-dimensional region. As observed in Figure 3.1, the wasted space between spheres,
also known as deep holes, corresponds to the points whose minimum distance to any point in
the lattice rt is larger than the radius of the spheres, i.e., rt > r.

In the sphere packing problem, the lattice points T = {xl1,xl2, . . . ,xlM} correspond to the
central points of the spheres. The lattice density is defined as the ratio between the space that is
occupied by the spheres and the total volume, i.e.,

∆ =
V1p

n
r

V (T )
, (3.1)

where V1 is the volume of an n-dimensional sphere of radius r = 1. V (T ) is the volume of the
lattice T , which is determined as [89]

V (T ) = det
(
MMT

)1/2
, (3.2)
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and pr is the packing radius defined as half of the minimal distance between lattice points, i.e.,
pr = 1

2

√
µ(T ), where µ(T ) = mini 6=j{‖ xli − xlj ‖2}, ∀ xli,xlj ∈ T is the minimum norm of

the lattice. Another important parameter is the center density which is defined as

ψ =
∆

V1
=

pnr
V (T )

. (3.3)

Note that the center density provides a more intuitive idea of how dense a packing lattice is.
For instance, in packings with unitary-radius spheres, the center density directly indicates the
number of centers (lattice points) per unit volume.

r
rt

deep hole

Figure 3.1: Circle packing problem and deep holes.

3.2.2 Lattice-Based Quantization

In general, quantization consists of partitioning an n-dimensional space intoM non-overlapping
regions each of them represented by a representation point usually termed centroid that will be
interpreted as a point in a lattice. Typically, quantization regions are Voronoi regions. This way,
each point in the source space is quantized to the closest point in the lattice and the quantization
error is minimized.

An n-dimensional lattice-based quantizer comprises a lattice T = {xl1,xl2, . . . ,xlM} ⊂
Rn, defined via a generator matrix M, and a quantization function QT (·) which maps any input
vector s ∈ Rn into the closest lattice point xli ∈ T . The quantization region associated to the
i-th lattice point xli = Mli, ∀i = 1, . . . ,M , will be its Voronoi region defined as

ΩT (xli) = {s : ‖s− xli‖ ≤ ‖s− xlj‖}, ∀i 6= j. (3.4)

Therefore, the quantization function is mathematically defined as QT (s) = xli,∀ s ∈ ΩT (xli).

A possible metric to measure the quantization error, by considering M to be a very large
number, is the average MSE, i.e.,

ε =
1

n

M∑
i=1

∫
ΩT (xli)

‖s− xli‖2 p(s) ds, (3.5)
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3. Analog Transmission of Correlated Sources in SIMO MAC using Lattices

where the factor 1/n is introduced for fair comparison among quantizers of different
dimensions.

Although quantization and sphere packing are different lattice design problems, there is
an intrinsic relation between them. A “good” packing lattice implies efficiently covering
the region of interest with non-overlapping spheres, minimizing the deep holes, and thus
minimizing the probability of having points very distant from the lattice points. Therefore, this
feature apparently leads to the minimization of the quantization error in (3.5) if those “good”
packing lattices were used to solve the quantization problem. In this sense, optimal lattice-
based quantizers are only known for low dimensions, while sphere packing is a widely studied
problem in multidimensional lattice theory. Indeed, the densest sphere packing lattices have
been shown to provide satisfactory performance when used for quantization [89].

On the other hand, quantization with extremely dense lattices leads to a huge computational
effort when considering large dimensions. There exist several algorithms in the literature to
alleviate this problem but in any case their computational cost exponentially increase with the
dimension n and the lattice density. Therefore, there is a trade-off between quantization error
minimization and computational complexity that can be balanced through the lattice density
factor defined in (3.1).

3.3 System Model

BS

Nr

h1

sK

s1

^

^

hK
fK (sK)

f
1 
(s1)

sK

s1x1

xK

y

Figure 3.2: Block diagram of the considered SIMO MAC communication system.

Let us consider the uplink of a MU SIMO communication system, as shown in Figure 3.2,
where K single-antenna users transmit their source information to a centralized receiver that
deploys Nr antennas. Henceforth, we will refer to this model as a K ×Nr SIMO MAC system.
The complex-valued analog source symbol transmitted by the k-th user at the discrete-time
instant t is denoted by sk,t. The source symbols transmitted by the K users at the time instant
t is represented by the vector st = [s1,t, · · · , sK,t]T ∈ CK , which is modeled as a multivariate
circularly symmetric complex-valued zero-mean Gaussian distribution with covariance matrix
Cs = E [sts

∗
t ]. The elements [Cs]i,j = ρi,j represent the spatial correlation between the i-th and

j-th source symbols of st. Without loss of generality, we assume that ρi,i = σ2,∀i. We also
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3.3. System Model

consider that the source symbols at different time instants t are statistically independent so that
we only consider the user spatial correlation. Such spatial correlation is assumed to not depend
on the time instant, i.e., remains constant for a sufficiently long period of time. The probability
density function (PDF) of st is therefore given by

pst(s) =
1

πK |Cs|
exp

(
−s∗C−1

s s
)
. (3.6)

A block of source symbols is individually encoded at each user prior to its transmission by
means of an analog mapping function. We employ lattice-based mappings which transform
the continuous-amplitude source symbols into the complex-valued encoded symbols to be
transmitted. In particular, a vector of n/2 consecutive complex-valued source symbols sk

corresponding to the k-th user is mapped with the function fk(·) : Cn
2 → Cn

2 to produce
the encoded vector xk = fk(sk),∀k = 1, . . . , K, with sk = [sk,1, sk,2, . . . , sk,n

2
]T and

xk = [xk,1, xk,2, . . . , xk,n
2
]T . The encoded vectors are next transmitted to the common BS over

the fading MAC by using n/2 channel uses to produce the received signal vectors yt ∈ CNr as

yt =
K∑
k=1

hkxk,t + nt, ∀t = 1, . . . , n/2, (3.7)

where hk ∈ CNr is the channel response from the k-th user to the BS, and nt =

[n1,t, . . . , nNr,t]
T ∼ NC(0, σ2

nI) is the AWGN component. The channel responses are assumed
to remain the same at least during the transmission of a block of n/2 symbols. Each user is
also subject to an individual power constraint such that E[|xk,t|2] ≤ PTk,∀k = 1, . . . , K. The
expression in (3.7) can be rewritten in a more compact way as

yt = Hxt + nt, ∀t = 1, . . . , n/2, (3.8)

where H ∈ CNr×K stacks all the user channel responses, i.e., H = [h1, · · · ,hK ], and
xt = [x1,t, . . . , xK,t]

T contains all the encoded user symbols at a given time instant t.
At the BS, an estimate of the transmitted user symbols ŝt is obtained from the MAC

signal yt by using an appropriate decoding function that jointly decodes the symbols received
during the corresponding n/2 channel uses. Since we are considering the analog encoding and
transmission of the source information, the user symbols will always be recovered with a certain
level of distortion which is measured in terms of the MSE between the source and the estimated
symbols, i.e., ξsum = E[||ŝt − st||2]. In this case, the MMSE estimator is the optimal decoding
strategy. Table 3.1 summarizes the parameters of the system model described in this section.

In the considered system model, the variables corresponding to the source symbols, user
channels, and AWGN components are complex-valued with uncorrelated real and imaginary
parts (circularly symmetric). However, analog lattice-based mappings work in the real domain,
as the lattices are defined as a group in Rn. Our complex-valued model can be converted to
a real-valued equivalent model (see Appendix A). Hence, we can obtain the equivalent real-
valued channel model H̃ ∈ R2Nr×2K . In addition, the source and noise covariance matrices
must be adapted such that s̃ ∼ NR(0,Cs̃), with Cs̃ = Cs ⊗ 1

2
I2, and ñ ∼ NR(0, σ

2
n
2

I).
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Table 3.1: SIMO MAC system model parameters.

Description Parameter
Number of antennas at the BS Nr

Number of users K

Vector of consecutive symbols of k-th user sk

Vector of all the user symbols at time t st

Cross correlation: i-th user and j-th user ρi,j

Spatial corelation matrix Cs

Number of complex-valued symbols per block n
2

User-BS channel: k-th user hk
Mapping function applied to the k-th user fk(·)

Power constraint at k-th user PTk

Vector of AWGN at time instant t nt

Received MAC signal by the BS at time instant t yt

Estimated user symbols by the BS at time instant t ŝt

3.4 Lattice-Based Mappings

Throughout this chapter, we will assume that the users in the K × Nr SIMO MAC system
under consideration use analog JSCC mappings to encode their source symbols individually.
As shown in [20], modulo-like mappings provide satisfactory performance when the block
size is n = 1 (i.e., zero-delay). The symbols encoded with modulo-like mappings are the
difference between the source symbols and the central point of their corresponding interval. In
the following, this idea is extended to the consideration of an arbitrary dimension n > 1.

The parametric definition of the multidimensional lattice-based mapping functions is stated
as

x̃k = fk(s̃k) = δk (s̃k −QT (s̃k)) = δk(s̃k − αkMlk), (3.9)

where s̃k ∈ Rn and x̃k ∈ Rn comprise the real and the imaginary parts of the k-th user source
and encoded symbols, respectively. The operator QT (·) determines the lattice point (centroid)
closest to its argument. Note that this quantization step depends on the considered lattice T that
is generated by the matrix M and scaled with the parameter αk. The mapping parameters δk and
αk are used to fulfill the power constraint at the users and to adjust the distance between any two
lattice points, respectively, whereas lk ∈ Zn is the index vector that represents the coordinates
of the specific Voronoi region where the vector of source symbols falls into during the encoding
process (cf. [43]). It is worth remarking that the same lattice T is employed for all the K users
but with different scaling factors {αk, δk}, ∀k = 1, . . . , K.

The encoded symbols are obtained by determining the difference vector between the source
symbols and their corresponding centroid. In this sense, the system performance improves
when the difference vectors have the smallest possible norm as long as the correct decoding
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3.4. Lattice-Based Mappings

of the source symbols is guaranteed. For given power constraints, this fact results in the use
of larger power factors at each user, δk, and thus minimizes the resulting decoding distortion.
Hence, an adequate optimization of the mapping parameters {αk, δk} is essential to ensure the
lattice-based system works properly.

The lattice-based mappings for all the K user symbols can be rewritten in a compact way as

x̃c = f(s̃c) = D(s̃c −Bl), (3.10)

where the vector s̃c ∈ RnK stacks the real and imaginary parts of the blocks of n/2 complex-
valued symbols for all the K users, i.e., s̃c =

[
s̃T1 , s̃T2 , . . . , s̃TK

]T , D = diag (δ1, . . . , δK) ⊗ In,
whereas B = U ⊗ M with U = diag (α1, . . . , αK). Note that the vector s̃c comprises
all the source symbols for the K users and for the n/2 channel uses. In turn, the vector
l =

[
lT1 , . . . , l

T
K

]T such that l ∈ ZnK stacks all the coordinates corresponding to the K Voronoi
regions which the K vectors of source symbols fall into.

By considering the discrete nature of the lattices, the compact expression for the mapping
function f(·) can be rewritten from its piece-wise formulation given by

fi(̃sc) =

{
D(s̃c −Bli) if s̃k ∈ ΩT (lk,i) ∀k
undefined otherwise,

(3.11)

such that

f(s̃c) =

|L|∑
i=1

fi(̃sc). (3.12)

Note that the vector li ∈ ZnK identifies a particular combination of K Voronoi regions, one for
each user, and L is the set of all the integer-valued vectors of dimension nK which constitutes
a feasible combination of K Voronoi regions, i.e., li ∈ L. As observed in (3.11), the function
fi(·) is actually defined only for the combination of regions corresponding to the K Voronoi
regions, ΩT (lk,i), which each user symbol vector s̃k falls into. Recall that lk,i stands for the
coordinates vector corresponding to the lattice point closest to s̃k and ΩT (lk,i) represents the
corresponding Voronoi region.

The blocks of n/2 complex-valued encoded symbols at each user are transmitted over the
MAC by using n/2 channel uses. Accordingly, decoding is applied to the entire block of n/2
complex-valued received symbols. For that reason, we extend the compact formulation for the
MAC signal in (3.8) to include all the user symbols received during n/2 consecutive channel
uses and also considering the real-valued equivalent model. Hence, the compact representation
of the received symbols is

ỹc = H̃cx̃c + ñc, (3.13)

where H̃c = H̃ ⊗ In
2

such that H̃c ∈ RnNr×nK , x̃c =
[
x̃T1 , . . . , x̃

T
K

]T with x̃c ∈ RnK stacking

all the K blocks of n/2 encoded symbols, and ñc =
[
ñT1 , . . . , ñ

T
n

]T is the noise affecting the
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3. Analog Transmission of Correlated Sources in SIMO MAC using Lattices

received symbols during the n/2 channel uses. Note that x̃c is obtained according to (3.10).
The vector of received symbols, ỹc ∈ Rn×Nr , is employed to produce the estimates of the
K blocks of transmitted symbols by using the MMSE-based procedure to be explained in
Subsection 3.4.2.

As mentioned, the encoding operation requires finding the closest lattice point for each
vector of user symbols s̃k. We employ a refined version of the Pohst’s algorithm [93], which
has been shown to be faster than other known methods like, e.g., Kannan’s algorithm [95] or
the conventional Pohst’s algorithm [96]. This iterative algorithm searches for the optimal lattice
point inside a hypersphere in Rn that should contain such a point. The search implies exploring
all the lattice points that fall into the considered n-dimensional hypersphere to determine the one
with minimum Euclidean distance. Therefore, their computational complexity not only grows
exponentially with the lattice dimension but also with the lattice density since the number of
lattice points inside the hypersphere will be larger. In practice, the closest point algorithms are
able to deal with the densest packing lattices up to n ≈ 24, whereas they exhibit a prohibitive
complexity for larger dimensions. This issue will be circumvented by using Craig’s lattices
whose density can be properly adjusted for a given dimension. This fact allows us to increase
the encoding lattice dimension at the expense of reducing the lattice density. In the following
subsection, we introduce the fundamentals of Craig’s lattices.

3.4.1 Craig’s Lattices

Craig’s lattices are constructed from the ring of integers in a cyclotomic field. Let ζp be a
primitive p-th root of unity being p an odd prime. The elements of the ring of integers Z[ζp] in
the cyclotomic field Q[ζp] are represented as

ω = P (ζp) = aζn−1
p +, . . . ,+bζp + c, (3.14)

where the polynomial coefficients are restricted to be integer values. In this case, n = p − 1

determines the order of the elements in the ring and the dimension of the resulting lattices.
An n-dimensional Craig’s lattice, usually denoted as A(m)

n , is generated from the elements
of the ideal (1 − ζp)m, with m a positive integer, in the cyclotomic ring of integers Z[ζp] [97].
Thus, an n-dimensional Craig’s lattice is given by the subset of polynomials in the ring of
integers Z[ζp], which are multiples of (1−ζp)m. Alternatively, the lattice points can be obtained
as the vector representation of the elements of the ideal generated by (1 − x)m in the quotient
ring Z[x]/(xp − 1). Such elements can be obtained as

P (x)(1− x)m = Q(x)(xp − 1) +R(x), (3.15)

for some polynomial P (x) ∈ Z[x]. With this formulation, the elements of the ideal generated
by (1 − x)m would be the remainders R(x), and the corresponding lattice points in A(m)

n will
be the vectors that contain the coefficients of the polynomials R(x). However, for the encoding
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operation, we need to obtain the generator matrix for the Craig’s lattice A(m)
n . Next, we explain

the construction of this matrix.

3.4.1.1 Generator Matrix Construction

The construction for the generator matrix of a Craig’s lattice is based on the idea of constructing
sub-lattices from the well-known An lattice. In that case, given an n-dimensional lattice T , the
difference lattice ∆TT satisfies ∆TT ⊆ T , where

∆T =


1−1 0 · · · 0 0

0 1 −1 · · · 0 0

· · · · · · · ·
0 0 0 · · · 1−1

1 1 1 · · · 1 2


is a n× n matrix. Thereby, the generator matrix of a Craig’s lattice A(m)

n can be defined as

M(m)
n = ∆m−1Mn, ∀m ≤ n/2, (3.16)

where Mn is the generator matrix for the An lattice.
In practice, this procedure is equivalent to considering the following polynomial sequence

{P1(x) = 1, P2(x) = x, P3(x) = x2, . . . , Pn(x) = xn−1} in (3.15) to generate the n basis
vectors {ν1, . . . ,νn} corresponding to the n columns of the generator matrix of the Craig’s
lattice. Because of the polynomial properties, this construction is in turn equivalent to setting
the first column of M

(m)
n to ν1 = P1(x)(1− x)m and the remaining columns to cyclic shifts of

this primary vector [89, Ch. 8, Th. 10].

3.4.1.2 Craig’s Lattice Parameters

In this subsection, we present important parameters related to the Craig’s lattices. The
determinant of the Craig’s lattice A(m)

n is det
(
A

(m)
n

)
= (n + 1)2m−1, where n = p − 1, with

p an odd prime, and m < n/2 [89, Chapter 8]. The volume can be computed from (3.2) and is
hence given by

Vc = V
(
A(m)
n

)
= (n+ 1)(m−1)/2. (3.17)

The minimum norm for the Craig’s lattice A(m)
n is at least 2m, i.e., µ

(
A

(m)
n

)
≥ 2m. Therefore,

the choice of m directly impacts the lattice packing radius, which is given by

prc =
1

2

√
µ
(
A

(m)
n

)
≥
√
m

2
. (3.18)

Using (3.17) and (3.18), a lower bound for the density of the Craig’s lattice is given by

∆c =
V1pr

n
c

Vc
. (3.19)
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Table 3.2: Center density (ψc) versus m.

Lattice size (n) m = 2 m = 3 m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10

16 -6.13 -5.54 -6.31 -7.82 -9.80 -12.11 -14.66 -17.38 -20.26
36 -7.81 -2.49 -0.23 0.35 -0.12 -1.33 -3.07 -5.22 -7.70
52 -8.60 0.89 5.95 8.60 9.71 9.76 9.04 7.73 5.95
60 -8.90 2.72 9.24 12.97 14.93 15.67 15.51 14.69 13.32

As observed, we can obtain different lattice densities depending on the parameter m. The lower
bound given by (3.19) is maximized for the value m = m0, where

m0 =

⌊
1

2

n

loge(n+ 1)

⌉
. (3.20)

This is the value of m for which an n-dimensional Craig’s lattice achieves its maximum density
[89, Chapter 8]. Finally, the center density (number of lattice points per volume unit) is

ψc =
∆c

V1
=
pr
n
c

Vc
. (3.21)

Table 3.2 shows the base 2 logarithm of the center density for Craig’s lattices having
different values of n and m. For the dimension n = 16, the highest value for the center density
is obtained when m = 3, whereas for the dimensions n = 36, n = 52 and n = 60 the densest
Craig’s lattices are obtained for m = 5, m = 7 and m = 7, respectively. These values agree
with the integers resulting from the formula in (3.20). Notice that the computational cost of the
closest point algorithms depends on the number of lattice points in the search region, and the
parameter ψc is an intuitive indicator of this number.

3.4.2 MMSE Decoding

When considering the transmission of analog sources, MMSE decoding is optimum as it
minimizes the observed distortion. The MMSE estimator of the source symbols s̃c from the
received symbols ỹc is given by

ŝc = E[s̃c | ỹc] =

∫
s̃c ps(s̃c | ỹc) ds̃c. (3.22)

By employing the piece-wise definition of the mapping function in (3.11) and the compact
expression for ỹc in (3.13), the conditional probability ps(s̃c | ỹc) can be expressed as

ps(s̃c | ỹc) ∝
|L|∑
i=1

ri(ỹc, s̃c), (3.23)

where

ri(ỹc, s̃c) ∝
{
φi g(s̃c | µi,Σ) if s̃k ∈ ΩT (lk,i) ∀k
0 otherwise,

(3.24)
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with

g(s̃c | µi,Σ) =
((

2π
)Kn|Σ|)−1/2

exp
(
−1

2
(s̃c − µi)

TΣ−1(s̃c − µi)

)
, (3.25)

φi = exp
(
−1

2

(
σ−2

n ‖ ỹc − H̃cDBli ‖2 −µT
i Σ−1µi

))
, (3.26)

µi =
1

σ2
n
ΣDT H̃T

c (ỹc + H̃cDBli), (3.27)

and

Σ =

(
1

σ2
n
DT H̃T

c H̃cD + C−1
s̃

)−1

. (3.28)

The steps required to obtain this result are similar to those explained in [20, Appendix A]
for MMSE estimation using modulo-like functions but considering mapping functions from
n-dimensional lattices.

Recall that the MMSE integral in (3.22) is decomposed into a sum of terms weighted by
their corresponding factor φi. An important remark is that the function g(s̃c | µi,Σ) actually
represents the PDF of a truncated multivariate Gaussian with mean µi and covariance matrix
Σ, which is restricted to the corresponding Kn-dimensional region given by the aggregate of
the K Voronoi regions ΩT (lk,i). For simplicity, we will represent this Kn-dimensional region
by ΩT (li). Therefore, we will compute the MMSE estimates of the user symbols as

ŝc =

∑
i φiΘ (ΩT (li); Σ,µi)∑
i φiΦ(ΩT (li); Σ,µi)

, (3.29)

where Θ(ΩT (li); Σ,µi) =
∫

ΩT (li)
s̃c g(s̃c | µi,Σ) ds̃c is the mean of a Kn-dimensional

multivariate Gaussian truncated to the region given by ΩT (li), and Φ(ΩT (li); Σ,µi) =∫
ΩT (li)

g(s̃c | µi,Σ) ds̃c represents the cumulative distribution of a multivariate Gaussian
variable in the aggregated region ΩT (li).

Figure 3.3 shows an illustrative example of a bi-dimensional space that is partitioned into
four feasible regions ΩT (li) by using lattice-based mappings. For simplicity, we assume
rectangular regions but, in the general case, the shape of the truncated regions is given by the
corresponding Voronoi regions. The pdf of the truncated Gaussian functions at each region is
represented by contour lines with different colors indicating different probabilities. According
to (3.24), we have different Gaussian functions (with mean µi and same covariance matrix Σ)
weighted by the factor φi. As shown, the maximum value of these functions could fall outside
the truncated region due to the channel and noise effects. Note also that the size of the truncated
regions is given by the parameters αk within the matrix B.

3.4.2.1 Sphere Decoding with MAP Estimation

The computation of the MMSE estimates with (3.29) requires to determine the integrals of
the truncated Gaussian functions over the Kn-dimensional regions defined by ΩT (li). This
computation leads to two important problems:
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l1=[-1,0] l2=[0,0]

l4=[0,-1]l3=[-1,-1]

s1

s2

α2 

α1 

(l1) Ω 

Figure 3.3: Example of the partition of the source space using bi-dimensional truncated Gaussian
variables.

• The number of potential combinations of Voronoi regions increases as the lattice
dimension becomes larger, i.e., the cardinality of the set L dramatically grows with n.

• The integration of Gaussian functions over Kn-dimensional regions is an extremely
difficult problem with an unaffordable computational complexity, even for small values
of K and n, and considering hyperspheres with radius pr as integration regions.

The first problem can be alleviated by considering only those truncated regions ΩT (li) with
the largest associated weights φi. In such a case, the problem can be formulated as the search of
the candidate vectors li such that their corresponding weight factor φi exceeds a given threshold
T , i.e.,

φi(li) = exp
(
−1

2

(
σ2

n ‖ ỹc + H̃cDBli ‖2 −µT
i Σµi

))
> T. (3.30)

Hence, the set of relevant candidate vectors is constructed as Ld = {li ∈ ZKn | φi(li) > T}.
This problem was already approached for the case of modulo-like mapping functions with
Rayleigh channels in [20]. The proposed solution is based on transforming theKn-dimensional
search space into a “decoding” lattice Td whose points correspond to all the possible vectors li,
and then using a sphere decoder to select those lattice points that fall inside a hypersphere with
a particular radius.

Following an approach similar to that explained in [20, Appendix B], we obtain the
following Gram matrix for the decoding lattice

Ad =
1

2
BTDT H̃T

c

(
σ2

nI + H̃cDCs̃D
T H̃T

c

)−1

H̃cDB, (3.31)

and the vector l0 =
(
BTDT H̃T

c H̃cDB
)−1

BTDT H̃T
c ỹc for the center of the sphere where the

candidate vectors will be searched for. Therefore, the generator matrix for the decoding lattice
Td is given by Md = A

1/2
d .
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According to this alternative formulation (3.30), the points of the decoding lattices are given
by Mdli, and their corresponding φi will increase as the Euclidean distance with respect to Mdl0

decreases. Hence, we can build the set of candidate vectors as

Ld = {li ∈ ZKn | ||Mdl0 −Mdli)||2 < R2}. (3.32)

This idea resembles the so-called integer least-square problem where the sphere decoder has
been shown to be an effective solution [98]. In this case, the application of the sphere decoder
to construct the set Ld is the same as in [20] but considering the particular lattice structure of
Td, and using the Gram matrix Ad and the sphere center l0.

After obtaining the set of candidate vectors li corresponding to those truncated Gaussian
regions with a significant weight, the MMSE estimates are determined as follows

ŝc =

|Ld|∑
i=1

φiΘ(ΩT (li); Σ,µi)

|Ld|∑
i=1

φiΦ(ΩT (li); Σ,µi)

. (3.33)

However, this expression still requires the computation of 2|Ld| integrals of Kn-dimensional
Gaussian functions over complex truncated regions. To circumvent this problem, we propose to
approximate the MMSE integrals in (3.33) by the corresponding maximum a posteriori (MAP)
estimates for each region of the candidate vectors in Ld. In this particular case, the MAP
and MMSE estimators are not strictly equivalent due to the truncated nature of the conditional
posterior probability. However, for an adequate design of the mapping parameters, the MAP
estimates will be an accurate approximation since the peak values of the truncated Gaussian
functions will mostly fall into the corresponding truncated regions. Hence, we can simplify the
expression in (3.33) as ŝc =

∑|Ld|
i=1 φi ŝMAP

i , where ŝMAP
i is the MAP estimation for the region

ΩT(li), which is the solution to the following maximization problem

ŝMAP
i = arg max

s̃i

p(s̃i | ỹc) = arg max
s̃i

p(s̃i | ỹc) p(s̃i)

p(ỹc)
, (3.34)

where the a priori probability p(s̃i) is given by (3.6) with a covariance matrix Cs̃c = Cs̃ ⊗ In
2
,

the conditional probability is given by

p(s̃i | ỹc) =
1

(πσ2
n)nK

exp

(
− 1

σ2
n
‖ỹc − H̃cD(s̃i −Bli)‖2

)
, (3.35)

and the term p(ỹc) can be disregarded as it does not depend on s̃i. This maximization problem
can be reformulated as the minimization of the arguments of the two exponential functions
in (3.34), which correspond to the a priori and the conditional probabilities, respectively.
Therefore, the MAP estimates are determined by solving the following optimization problem

ŝMAP
i = arg min

s̃i

‖ỹc − H̃cD(s̃i −Bli)‖2 +
σ2

n

2
s̃Ti C−1

s̃c
s̃i

s.t. ‖s̃i,k −Bli,k‖2 ≤ pr(αk), ∀k, (3.36)
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where the K constraints in (3.36) are imposed to ensure that the i-th MAP solution falls into the
corresponding truncated region ΩT (li). It is important to remark that these constraints aim at
approximating the corresponding actual Voronoi regions, which cannot be defined analytically
for an arbitrary dimension. As observed, the Euclidean distance between the solution vector
for each user s̃i,k and the corresponding centroid Bli,k must be lower than the packing radius
pr(αk) of the scaled version of the encoding lattice at user k.

The problem in (3.36) can be rewritten in a quadratic form as

ŝMAP
i = arg min

s̃i

1

2
s̃Ti Qs̃i − vTi s̃i (3.37)

s.t. ‖s̃i,k −Bli,k‖2 ≤ pr(αk), ∀k,

where Q = 2DT H̃T
c H̃cD + σ2

nC
−1
s̃c

and vi = 2DT H̃T
c

(
ỹc + H̃cDBli

)
. This problem

is a variant of a quadratically constrained quadratic program (QCQP), which can be solved
efficiently by convex optimization techniques.

3.4.2.2 Choice of the Sphere Decoder Radius

In sphere decoding, there is a trade-off between decoding complexity and estimation accuracy
that can be adjusted by means of the sphere radius R. If R is too large, there will be too many
candidates inside the search hypersphere, which leads to an intractable complexity. However,
if R is too small, there will be no points inside the sphere. A reasonable guess for R is the
covering radius of the lattice, which is the smallest radius of the spheres centered at the lattice
points that cover the entire space (without holes). This approach guarantees the existence of
at least one point inside the sphere [99]. However, determining the covering radius for a given
lattice is itself hard. Therefore, we need to use an alternative strategy to optimize the value of
R.

Let l̄ denote the true vector used to encode the source symbols s̃c, i.e., dl = ||Mdl0−Mdl̄||2
follows a chi-square distribution X 2 with Kn degrees of freedom [99], i.e., dl ∼ X 2

Kn. Using
this result, we can ensure that the optimum lattice point will fall inside the hypersphere with
center l0 and radius R with a probability 1− ε as long as

R2 ≥ F−1
X 2
Kn

(1− ε), (3.38)

where FX 2
Kn

(·) represents the cumulative distribution function of a chi-square variable with
Kn degrees of freedom. Therefore, the ε parameter should be set to a value close to zero to
guarantee that the optimum vector is obtained by the sphere decoder with high probability. We
have checked experimentally that the criterion in (3.38) provides a good trade-off for ε ≈ 10−5.

In any case, the choice of the radius R is not critical in terms of the system performance,
since if no candidates are found for a given ε, R can be decreased and the sphere decoder is
applied again with the new value. Conversely, the value of R does impact the computational
cost of the decoding phase. It is thus important to prevent the use of excessively large R values.
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3.4.3 Parameter Optimization

The optimization of the mapping parameters {αk, δk} is fundamental to achieve good
performance. Recall that αk determines the distance between the lattice points at the k-th
user. Reducing αk decreases the size of the associated Voronoi regions and thus the norm
of the encoded vectors. This in turn impacts the power factors δk, which are determined as
δk =

√
PTk/ek(αk), where ek(αk) is the resulting k-th user quantization error. Note that ek(αk)

will decrease when lowering αk, which will allow larger δk values for a given power constraint
PTk. Recall that large values of δk reduce the symbol distortion at reception since the error
covariance matrix Σ in (3.28) inversely depends on D = diag (δ1, . . . , δK) ⊗ In. This is clear
in the ideal situation where one unique candidate li has a significant weight φi and no decoding
ambiguities occur. However, when using too small αk values, the fading MAC and the noise
will cause decoding ambiguities, which will severely degrade the system performance.

Therefore, when optimizing αk, an adequate trade-off is essential to minimize the system
distortion. The intuitive idea is to use the minimum possible αk values, which minimize the
probability of decoding ambiguities. Recall that the decoding ambiguities are caused by the
presence of several candidate vectors li with relevant and similar weights. In the alternative
lattice-based formulation, this implies that there are several points in the decoding lattices with
a similar distance to the center point given by l0. Therefore, an adequate criterion for the
optimization of αk is to guarantee that the separation among the points in the decoding lattice
Td is larger than a certain threshold S, i.e.,

||Mdli −Mdlj||2 ≥ S, ∀ li 6= lj. (3.39)

Note that the lattice expression in (3.31) depends on B, which includes the diagonal matrix
U = diag (α1, . . . , αK). This way, we can formulate an iterative procedure, which alternatively
updates the values of αk and δk until the criterion in (3.39) is satisfied.

Finally, an appropriate value for the threshold S should be selected. A conservative value
is S = 2R2 to ensure that the probability of finding other lattice points at a distance equal or
smaller than to the optimum one is negligible. However, we have experimentally observed that
this threshold can be reduced to S ≈ R2 without causing detrimental decoding ambiguities.

3.5 Simulation Results

In this section, we present the results of simulations carried out to evaluate the performance of
the proposed lattice-based analog JSCC system in a K ×Nr SIMO MAC scenario.

At each time instant, the vector of K source symbols is generated from a zero-mean
multivariate circularly symmetric Gaussian distribution with covariance matrix Cs. We consider
an equal correlation model as explained in Section 2.2 for the user symbols i.e., [Cs]i,i = 1 ∀i =

1, . . . , K and [Cs]i,j = ρ, ∀i 6= j. As mentioned, blocks of n source symbols are encoded
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at each user via an analog JSCC lattice-based mapping where the parameters are properly
optimized as explained in Subsection 3.4.3 to avoid decoding ambiguities. The resulting
encoded symbols are sent to the BS over a fading SIMO MAC, where the channel coefficients
follow a Rayleigh distribution as explained in Subsection 2.5.2. The fading channel response
is assumed to remain constant during the transmission of Bs blocks of n source symbols. At
the BS, the vector ỹc, with all the received symbols corresponding to a block, is employed to
estimate the source symbols of all users with the help of the sphere decoder. This simulation
procedure is repeated for CR different channel realizations. Table 3.3 summarizes the system
model configurations considered in the computer simulations.

Table 3.3: Simulation parameter setting.

Description Setting
Number of analog sources K ∈ {4, 10}

Antennas at the BS Nr ∈ {10, 20}
Signal-to-noise ratio SNR (dB) ∈ {0, 5, 10, 15, 20, 25, 30}

Correlation model [Cs]i,i = 1, ∀i, [Cs]i,j = ρ, ∀i 6= j

Correlation factor ρ ∈ {0.80, 0.95, 0.99}
Channel realizations CR = 1000

Block size (lattice dimension) n ∈ {1, 2, 8, 16, 24, 36, 52}

Performance is evaluated in terms of the SDR obtained for a given range of signal-to-noise
ratio (SNR) values. As explained in Subsection 2.3.1, SDR (dB) = 10 log10(1/ξ̂sum), where

ξ̂sum =
1

CRBsnK

CR∑
l=1

Bsn∑
j=1

K∑
k=1

|sk,j,l − ŝk,j,l|2 (3.40)

is the average MSE between the source and the estimated symbols. For simplicity, we assume
that the available power at the K users is the same, i.e., PTk = PT, ∀k, whereas the noise
component is σ2

n = 1. Therefore, the system SNR is SNR (dB) = 10 log10(PT).

3.5.1 Performance Evaluation of the Lattice-Based Analog JSCC

The following lattices have been considered in the simulation experiments carried out:
1. Craig’s lattices with dimensions n ∈ {16, 36, 52}. The parameter m is chosen to obtain

the densest possible lattices for each n with an affordable encoding computational cost.
For dimensions up to 36 we consider the densest Craig’s lattices, i.e., m = 3 for n = 16

and m = 5 for n = 36 whereas for n = 52, m = 3 is considered since the densest lattice
in this high dimension leads to impractical computational complexity.

2. The Leech lattice (n = 24) [89], [92].
3. The Barnes-Wall (BW16) lattice (n = 16) [89].
4. The E8 lattice (n = 8) [88], [89].
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5. The bi-dimensional hexagonal lattice (n = 2) [43].
6. The modulo-like mappings (n = 1) [20], [88].
In addition, two performance bounds were considered as benchmarks. The first one results

from uncoded transmission, which provides the best performance achievable assuming a zero-
delay linear strategy. In this uncoded transmission, each user source symbol is multiplied
by a complex-valued scalar to exploit both the channel information and the user correlation
while satisfying the individual power constraints (cf. [100]). The other bound is the optimum
performance theoretically attainable (OPTA), which corresponds to the best performance
achievable by any communication system designed according to the separation principle. The
OPTA is determined by equating the source rate distortion region and the capacity region of the
MAC [20, Appendix C].
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Figure 3.4: SDR (dB) for different sizes of a Craig’s lattice-based mapping (n ∈ {16, 36, 52}) with
m = 3 for n = 16, m = 5 for n = 36 and m = 3 for n = 52, and for the (BW16) lattice in a 4 × 20

SIMO MAC setup with ρ = 0.95.

Figure 3.4 plots the SDR obtained in a 4 × 20 SIMO MAC with correlated sources
(ρ = 0.95). This first experiment was set up to analyze the performance obtained with Craig’s
lattices of increasing block size. Three Craig’s lattices with dimensions n ∈ {16, 36, 52} were
considered.

According to Table 3.2, the values of m that lead to the densest Craig’s lattices are
m ∈ {3, 5, 7}, respectively. Note that we have taken the optimal values of m for n = 16

and n = 36 while for n = 52, m = 3 was selected because is the largest value leading to a
reasonable encoding cost. We also remark that the proposed alternative construction makes it
possible to perform Craig’s lattice encoding for larger values of m when n = 36, and for some
values of m when n = 52.

As observed in Figure 3.4, the best performance is obtained by the Craig’s lattice with the
largest dimension n = 52. This is a very interesting result as it shows that system performance
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3. Analog Transmission of Correlated Sources in SIMO MAC using Lattices

is improved when increasing the codeword size in spite of not using the best packing lattices.
Figure 3.4 also shows that Craig’s lattices are a good choice for encoding since the lattice
A

(3)
16 approximately provides the same performance as BW16, which is the densest lattice for

n = 16 [89]. Finally, Craig’s lattices allow to reduce the gap of the linear approaches (uncoded
transmission) w.r.t. the OPTA from 10 dB to only 2 or 3 dB. Nevertheless, note that OPTA
is actually an optimistic upper bound since infinite block length for the source and channel
encoders is assumed and the constraints for the individual rates are disregarded.
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Figure 3.5: SDR (dB) obtained with m ∈ {2, 3, 4, 5} by considering a Craig’s lattice-based mapping
(with size n = 36) in a 4× 20 SIMO MAC setup with spatial correlation ρ = 0.95.

Table 3.4: SDR (dB) obtained for different analog JSCC mappings for different SNRs and ρ = 0.95.

SNR (dB) Sep. Bound A
(3)
52 A

(4)
36 Leech BW16 E8 Hex. Mod. Unc.

0 21.07 16.86 16.66 16.39 16.23 16.06 15.55 15.05 14.26
5 25.90 22.05 21.88 21.42 21.17 20.76 19.97 19.23 17.82
10 30.84 27.50 27.23 26.64 26.15 25.77 24.71 23.95 22.09
15 35.82 32.54 32.25 31.61 31.21 30.76 29.68 28.81 26.72
20 40.82 37.37 37.03 36.33 35.92 35.38 34.24 33.28 31.21
25 45.73 42.49 42.10 41.31 40.89 40.32 39.11 38.21 36.10
30 50.62 47.46 47.07 46.21 45.90 45.24 44.12 43.21 40.99
35 55.48 52.42 52.00 51.25 50.93 50.18 49.06 48.25 45.91

Next, we evaluate the impact of the lattice density on the system performance. Figure 3.5
shows the SDRs achieved in the same communication scenario as before when considering
Craig’s lattice-based mappings for n = 36 and m ∈ {2, 3, 4, 5}. As observed, the SDR
improves with the lattice density. Indeed, the best performance is achieved for m = 5, i.e.,
the densest A(5)

36 lattice provides the highest SDR. This result illustrates the importance of

46



3.5. Simulation Results

optimizing the lattice density for a given codeword size n. The gain obtained when moving
from m = 4 to m = 5 is minimum because the increase of the lattice density is also relatively
small (see Table 3.2). We have also observed that the system performance starts to decrease for
m values above the optimal one m0.

Table 3.4 shows the SDR values obtained with the proposed lattice-based analog JSCC
approach when using different block sizes for the encoding of correlated sources with ρ = 0.95

in a fading 4×20 SIMO MAC system. We consider the best packing lattices for each dimension
until n = 24 and two different Craig’s lattices for n = 52 and n = 36, namely A(3)

52 and A(4)
36 .

These Craig’s lattices provide an appropriate balance between performance and computational
cost.

Figure 3.6 illustrates the system performance for the A
(3)
52 lattice-based mapping, the

modulo-like mapping, the uncoded transmission and the OPTA bound. In the figure, we can
appreciate SDR gains of about 2 dB by using the optimized modulo-like mappings instead
of the uncoded transmission. This gain is due to the non-linearity of the modulo functions
which makes them more suitable for the zero-delay transmission of correlated sources [86]. The
improvement w.r.t. the modulo-like mappings when using the Craig’s latticeA(3)

52 is significantly
larger (around 5 dB at high SNR values) which is due to the utilization of a suitable lattice with
considerably larger block size. It is also remarkable that lattice-based analog encoding is able
to significantly reduce the gap from the separation bound by assuming practical block sizes,
significantly smaller than those normally used for digital encoding. The results in Table 3.4
support these conclusions for all the considered SNRs and block sizes.
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Figure 3.6: SDR (dB) obtained with different JSCCs in a 4× 20 SIMO MAC setup with ρ = 0.95.

We next analyzed performance for different levels of spatial correlation among users.
Figure 3.7 plots the SDR obtained in a fading 4 × 20 SIMO MAC system with two different
correlation values ρ ∈ {0.80, 0.99}, and different analog lattice-based mappings. For ρ = 0.8,
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modulo-like mappings and E8 lattices provide negligible gain w.r.t. uncoded transmission.

A

Figure 3.7: SDR (dB) obtained with different JSCCs in a SIMO MAC setup with Nr = 20, K = 4 and
ρ ∈ {0.80, 0.99}.

In this case, the use of larger encoding blocks is necessary to exploit the spatial correlation
among the sources. For example, the latticeA(4)

36 already achieves an SDR improvement of about
4 dB. This behavior changes when the correlation factor becomes larger since the SDR gains
over uncoded transmission are noticeable even for zero-delay modulo-like mappings. Such
gains gradually increase with the block size. On the other hand, the gap of the analog JSCC
systems w.r.t. the separation bound apparently increases with the sources correlation level, e.g.,
with A(3)

36 , the gap goes from 2 dB to 4 dB. This result hence suggests that analog lattice-based
JSCC needs even larger block sizes to efficiently exploit high correlation levels in the source
symbols.

The communication scenario considered in the previous experiments was favorable for zero-
delay modulo-based mappings and uncoded transmissions since the receiver has enough degrees
of freedom to handle the inter-user interference. We next analyze the impact of the encoding
with larger block sizes on the performance degradation observed for scenarios with higher levels
of interference (i.e., less orthogonal).

Figure 3.8 shows the performance obtained for correlated sources with ρ = 0.95 and two
different MU SIMO setups: 4× 20 and 10× 20. It is interesting to observe that the system with
modulo-like mappings (and uncoded transmission) leads to higher performance for the 4 × 20

SIMO setup than for the 10 × 20 configuration. Thus, higher levels of interference prevent the
system to efficiently exploit the user correlation, and therefore the performance degrades when
there are more users. Conversely, the Craig’s lattice-based schemes lead to better performance
for the 10 × 20 SIMO MAC in spite of having fewer degrees of freedom to cancel the MU
interference.
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A

Figure 3.8: SDR (dB) obtained with different JSCCs in a SIMO MAC setup with Nr = 20, K ∈ {4, 10}
and ρ = 0.95.
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Figure 3.9: SDR (dB) obtained with JSCC in a SIMO MAC setup with Nr = 10, K = 10 and ρ = 0.95.

This behavior is similar to that of the upper bound which suggests that the separation-based
schemes are able to deal properly with the MU interference while exploiting the higher overall
correlation for the 10×20 configuration if the number of users increases. This is another relevant
result as it allows us to circumvent other of the major limitations of the zero-delay mappings
and approximate the behavior of conventional digital separation-based systems.

In the ensuing experiment, we aimed at providing more insight into the previous issue.
We considered an extreme setup with K = Nr, namely a 10 × 10 SIMO MAC. The A(4)

36

lattice-based mapping, the Leech lattice-based mapping, the E8 construction, and the modulo-
like mappings were employed to encode correlated sources with ρ = 0.95. From the results
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in Figure 3.9, we derive two important conclusions: 1) the use of large block sizes provides
larger gains w.r.t. zero-delay mappings than in the previous (more orthogonal) configurations,
and 2) the gap w.r.t. the OPTA is also larger. The first point becomes clear by comparing the
performance of modulo-like mappings to that of the A(3)

36 lattice in figures 3.8 and 3.9. The gain
of using the Craig’s lattices goes from 5 dB to 8 dB when considering a 10 × 10 setup instead
of a 10× 20 one. The second claim is confirmed by comparing the gap between the SDR curve
for the Craig’s lattice and the one for the OPTA. This gap goes from 3 dB to almost 10 dB when
we move to the 10× 10 setup. This analysis supports that the use of larger block sizes helps to
mitigate the impact of high levels of MU interference. Still, significantly large block sizes are
required to closely approach the OPTA.

3.5.2 Optimization of Lattice-Based Analog JSCC

In this subsection, we address some details about the optimization of the proposed lattice-based
analog JSCC approach and the complexity of the decoding operation.

3.5.2.1 Parameter S

As commented in Subsection 3.4.3, the optimization of the mapping parameters is fundamental
to achieve an adequate system performance. The trade-off between reducing the symbol
distortion and avoiding decoding ambiguities when selecting the αk parameters is managed
by the threshold S. In Subsection 3.4.3, we provide some insight into an adequate choice of S.
However, in the following, we experimentally evaluate the accuracy of this choice.

Figure 3.10 shows the SDR versus reasonable values for the parameter S when using the
Craig’s lattice A(4)

36 and the Leech lattice in a 4 × 20 SIMO MAC with ρ ∈ {0.80, 0.95}. As
observed, the highest system performance is obtained when S = R2 for both lattices, i.e., a
proper value for S is to be found in the order of R2. These results hence confirm our initial
hypothesis. Figure 3.10 also shows that the system performance dramatically degrades when
S < R2 because the lattice points are too close to each other leading to inevitable decoding
ambiguities. This effect is less severe for S > R2, but the resulting system performance is not
optimal. At the same time, performance seems more sensitive to the adjustment of S for high
levels of source correlation.

3.5.2.2 Parameter R

The sphere decoder radius R is set according to (3.38). The choice of R is less critical than
that of S because the sphere decoder can be applied again with a larger R if no candidates are
found. However, a proper choice is important to avoid repeating the application of the sphere
decoder and to limit the number of candidates falling into the sphere. We have observed from
the computer experiments that the criterion in (3.38) is a good choice for R.
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Figure 3.10: SDR (dB) obtained with different values for the parameter S with a Craig’s lattice-based
mapping A(4)

36 and the Leech lattice in a SIMO MAC setup with Nr = 20, K = 4 and ρ ∈ {0.80, 0.95}.

3.5.2.3 Maximum Number of Candidates

The overall computational complexity of lattice-based analog JSCC is determined by the
encoding and decoding stages. The operations with the highest computational cost are the
search for the closest lattice point given the source vector at the encoder and the search for
the candidate vectors in Ld at the decoder. In this sense, the system was properly designed to
get a limited number of candidate vectors with a relevant weight and this, together with the
use of MAP estimates, reduces the decoding computational cost. However, the iterative nature
of the sphere decoder demands the consideration of large numbers of potential candidates in
intermediate iterations, especially for high dimensions. In those cases, we should limit the
maximum number of candidate vectors at the end of each iteration in the sphere decoder but
minimize the probability of disregarding the optimal vector l̄.

Figure 3.11 plots the SDR obtained when varying the maximum number of candidates
considered in the decoding for different lattice-based mappings in a 4×20 SIMO MAC with ρ =

0.95. The system performance obtained when using the Craig’s lattice A(4)
36 , the Leech lattice,

the E8 construction and the modulo-like mappings are compared for SNR (dB) ∈ {5, 30}. As
observed, Craig’s lattice-based and Leech lattice-based mappings require a higher number of
candidates to achieve the best behavior at both SNR levels. This is an expected result because
the number of potential combinations of Voronoi regions increases with the lattice dimension
n. It is also worth remarking that the impact of excessively limiting the number of considered
candidates is less critical in the low SNR regime. The modulo-like mappings are the simplest
ones for decoding since they require the smallest number of candidates to reach their best
performance. Finally, theE8 lattice construction leads to a better performance than that obtained
with the modulo-like mapping while exhibiting similar decoding complexity.
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Figure 3.11: SDR (dB) versus maximum number of candidates in the decoding with different analog
JSCC mappings in a SIMO MAC setup with Nr = 20, K = 4, ρ = 0.95 and SNR (dB) ∈ {5, 30}.

3.6 Conclusions

In this chapter, we have investigated a lattice-based approach to design analog JSCC mappings
and encode correlated sources in a fading SIMO MAC system. The proposed system integrates
the use of several lattice constructions with different dimensions to encode the user information
with variable block sizes. At the receiver, the estimates of the source symbols are computed with
the help of a sphere decoder and using MAP estimation to reduce the computational complexity
of the decoding operation. This design of the analog JSCC system and an appropriate
optimization of the different parameters enable the use of reasonable large block sizes, with
a good trade-off between the system performance and the computational cost. In this sense, the
Craig’s lattices constitute an interesting approach for lattice-based mappings since they allow
for balancing the lattice density, which decidedly impacts the system performance, and the
computational complexity at the encoding stage.

The results obtained from different computer experiments show that the proposed system is
able to reduce the symbol distortion as the codeword size becomes larger. This improvement
is especially remarkable for non-orthogonal configurations, where the degrees of freedom of
the receiver are more limited to handle the MU interference, and for lower levels of spatial
correlation. In these scenarios, zero-delay mappings hardly provided some gains with respect
to linear approaches.
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Chapter IV

User Grouping for Hybrid mmWave
MIMO MAC Systems

MmWave MIMO systems are a promising technology for future wireless communication
systems [101]. However, mmWave wireless transmissions suffer from huge path losses. The
unfavorable free-space path loss due to the small wavelengths can be compensated with larger
gains obtained with antenna arrays having a huge number of elements, i.e., with massive MIMO
technologies [102]. A major issue in mmWave massive MIMO is that dedicating one RF chain
per antenna leads to inefficient and unaffordable solutions in terms of RF cost and power
consumption [7], [10]. This problem is commonly handled by decoupling the fully digital
precoder/filter into a baseband part and an analog RF processing part, typically built using a
network of variable PSs [103]. This strategy has been extensively considered in the state-of-the-
art under the name of hybrid analog-digital architecture and allows for significantly reducing
the number of RF chains and, as a consequence, the costs and power consumption, but with
reduced flexibility in the precoder/filter design [10], [29], [104]–[106].

In the uplink of MU mmWave MIMO systems, the hardware reduction based on hybrid
transceivers is limited by the number of data streams that must be simultaneously decoded by
the centralized node. Most works approach hybrid transceiver design by considering more RF
chains than data streams, an unrealistic assumption when the number of nodes (or users) is large.
Nowadays, applications like WSNs or IoT demand the capability of serving simultaneously a
huge amount of nodes. Considering that the number of RF chains must usually be at least equal
to the number of transmitted streams, this situation would lead to the need of a tremendous
amount of RF chains at the common receiver, N r

RF. These requirements become even more
severe when working with critical data, which need to be sent with minimum latency. On the
other hand, statistically independent information is conventionally assumed in MU mmWave
systems. This assumption does not hold in scenarios like WSNs, where the sources produce
correlated information.

In this chapter, by enabling inter-user correlation exploitation, we account for the reduction
of the RF chains in mmWave MIMO systems by following a user grouping strategy via non-
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orthogonal multiple access (NOMA) JSCC mappings.
The chapter is structured as follows. Section 4.1 introduces the chapter. The system model

is detailed in Section 4.2. The analog JSCC, the grouping and the allocation algorithms, as
well as the scheduling policy to serve the users, are analyzed in Section 4.3. Novel algorithmic
solutions for the hybrid filtering approach with user grouping and for the conventional (without
groups) systems with correlated sources are proposed in Section 4.4. Simulation results are
presented in Section 4.5, and Section 4.6 is devoted to the conclusions of the chapter.

4.1 Introduction

Hybrid analog-digital schemes for precoding/filtering have proved to be a low-complexity
and/or low-power strategy to obtain reasonable beamforming gains in MU mmWave MIMO
systems. According to the connectivity level, hybrid mmWave MIMO architectures can be
distinguished in two classes [107]: fully-connected structure (FCS) [30], [108], [109], where
each antenna is connected to each deployed RF chain, and partially-connected structure (PCS)
[110]–[113], which consists on connecting each RF chain only to some antenna groups in
order to reduce even more the power consumption to the detriment of the beamforming gain.
However, precoding/filtering strategies for both schemes assume at least the same number of
RF chains as individual data streams simultaneously handled, i.e., NRF ≥ Ks. Specifically,
FCS leads to the same performance as that of totally digital beamforming under the condition
NRF ≥ 2Ks [114], where NRF is the number of RF chains of the transceiver and Ks is the
number of data streams to be handled.

MU hybrid precoding/filtering has been investigated in [30], [31], [108], [115]. Although
these approaches were developed for the downlink, they can be implemented in the uplink by
invoking the MSE duality to transform the filters in the downlink into the precoders in the
uplink [116]. In [30], an iterative PG algorithm has been developed to approach the hybrid
precoding for wideband MU channels. In [115], a first step is designed to maximize the desired
signal power of each user by using the analog precoder, while the inter-user interference is
then cancelled in a second step following a zero-forcing (ZF) strategy to design the baseband
precoder. The algorithms proposed in [31] and [108] have been developed for multi-stream
transmissions in narrowband and wideband scenarios, respectively. These algorithms are based
on a greedy approach, where the user data streams are allocated iteratively to the available RF
chains by evaluating the impact of allocating the new stream on the overall system performance,
according to a specific metric (e.g., sum-rate). In these algorithms, the first step is developed
to maximize the desired signal power per user and partially cancel the inter-user interference.
Then, the residual interference is cancelled in a second step by adopting a ZF strategy for the
baseband precoder. Nevertheless, the hybrid factorization in these works is performed under
the assumption Ks = N r

RF.
Nowadays, communication systems demand the capability of serving simultaneously a huge
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amount of nodes. By considering the constraint imposed in previous works, where the number
of RF chains must be at least equal to the number of transmitted streams, critical scenarios in
the practical system deployments would be reached due to the need of a tremendous amount of
RF chains at the common receiving node.

In this chapter, we explore a novel strategy for the design of practical mmWave massive
MIMO systems, which are able to deal with these requirements in terms of hardware complexity
and delay. Specifically, we propose a novel approach, which enables the transmission of a
number of streams significantly larger than the number of RF chains available at the receiver
with minimum delay. This approach is based on the idea of using some appropriate NOMA
technique to ensure that the streams corresponding to several users are effectively superimposed
during the transmission, so that the information can then be decoded with an acceptable level
of distortion by means of a single RF chain at reception. Since we are mainly interested in
applications with minimum latency, an appealing candidate for the encoding operation is the
use of DQLC [85], [117]. Another suitable properties of this mapping function are that the
encoding and decoding of the user information can be performed with negligible delay and
low computational cost. Moreover, it is able to exploit the source correlation between different
users (spatial correlation). The latter feature is also important since there exists a large number
of scenarios where this premise occurs. Therefore, the proposed DQLC-based scheme provides
a suitable solution to reduce the number of required RF chains (N r

RF) in the context of mmWave
massive MIMO applications with a large number of potential transmitters and delay constraints.
Unfortunately, the design of the DQLC-based scheme poses several challenges in the different
parts of the communication link. First, it is required to define some coherent strategy to gather
the users to be served by the same RF chain at reception. In addition, digital filters should be
designed to cancel inter-group interferences, since the DQLC decoding is quite sensitive to this
type of disturbances. Finally, we focus on the common BS filter design and derive a hybrid
solution to exploit the intra-group correlation via a MMSE filter, instead of the conventional ZF
strategy applied in [31], [108], [115]. The main contributions of this chapter are summarized as
follows:

• Proposing a hybrid MMSE filter to exploit the spatial correlation in the uplink of
correlated sources in mmWave.

• Proposing a user grouping approach to reduce hardware complexity through the use of
DQLC mapping to superimpose user symbols in hybrid MU mmWave MIMO systems.

• Proposing a scheduling algorithm to define the gathered served users and allocate the
users per group.

• Proposing a novel approach to face the hybrid filter design for user grouping in mmWave
MIMO systems.
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4.2 System Model

Figure 4.1 shows the uplink of a MU mmWave system, where K users send data to a common
BS. The setK = {1, . . . , K} contains the subset of active users,Ks, and the subset of idle users,
KI, such that K = Ks ∪ KI. We assume that these users are divided into G groups by using an
appropriate scheduling algorithm, subject to a given performance criterion. Accordingly, Gi,
∀ i = 1, . . . , G, represents the i-th group of users.
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Figure 4.1: Block diagram of the mmWave MIMO MAC setup withG groups that contain gi users each.

As observed in Figure 4.1, Gs ≤ G groups are simultaneously served, i.e.,Ks = ∪Gs
i=1Gi. We

assume that GI = G − Gs groups of users are idle, leading to KI = ∪Gi=Gs+1Gi, when Gs < G,
and KI = ∅ when Gs = G. We denote the number of active and inactive users by Ks = |Ks|
and KI = |KI|, respectively. Finally, the vector that contains the number of users per group is
denoted by g = [g1, . . . , gGs , . . . , gG], where gi = |Gi| is the number of users allocated in the
i-th group. Note that the following equality holds

∑Gs
i=1 gi = Ks.

We assume that each user sends a single stream of discrete-time continuous-amplitude
symbols to a common receiver with Nr antennas. We also assume that each user is equipped
with Nt transmit antennas. The source symbols of the K users are represented by the vector
s = [s1, s2, . . . , sK ]T which follows a zero-mean spatially correlated multivariate complex-
valued Gaussian distribution with covariance matrix Cs = E[ss∗], such that [Cs]k,k = 1, ∀ k,
and [Cs]i,j = ρi,j , 0 ≤ ρi,j ≤ 1, ∀ i, j with i 6= j.

At each channel use, each active user sends one complex-valued encoded symbol as
fi,j(si,j), ∀ i = 1, . . . , Gs, ∀ j = 1, . . . , gi, where fi,j(·) represents the mapping function
that encodes si,j , the source symbol of the j-th user in the i-th group. Note that sub-index
i is employed to denote the considered group, whereas sub-index j identifies the j-th user
accommodated in the i-th group, i.e., this pair of indices actually represents the user Gi(j).
Therefore, the vector corresponding to all encoded served user symbols per channel use is
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represented by

f(s) =

[
f1,1(s1,1), . . . , f1,g1(s1,g1), . . . , fGs,gGs

(sGs,gGs
)

]T
,

where we also assume that the encoded symbols satisfy the condition E [|fi,j (si,j) |2] ≤ 1.
After encoding the source information, the resulting encoded symbols are precoded prior to
be transmitted over the channel. Hybrid precoding is considered at the users due to the
hardware constraints. The hybrid precoder of the j-th user in the i-th group is denoted as
pHi,j = PRFi,jpBBi,j , and it is implemented by using N t

RF = 2 transmit RF chains. We assume
this amount of RF chains per user, which is enough to lead essentially to the performance
obtained by the unconstrained precoder implementation, so we focus on the single-stream
scenario (see [114, Appendix A]). The baseband precoder is pBBi,j ∈ CN t

RF and the analog
precoder is PRFi,j ∈ PRF such that PRF ⊂ CNt×N t

RF is the set of feasible RF precoder matrices
with unit modulus entries. An individual power constraint is imposed at each user, such that
‖PRFi,jpBBi,j‖2

F ≤ PTi,j, ∀ i, j.
At the receiver, the Ks served data streams are collected by deploying Nr receive antennas.

Therefore, the received signal reads as

y =
Gs∑
i=1

gi∑
j=1

Hi,jPRFi,jpBBi,jfi,j(si,j) + n, (4.1)

where Hi,j ∈ CNr×Nt describes the mmWave channel response of the j-th user in the i-th
group, and the vector n = [n1, n2, . . . , nNr ]

T represents the complex-valued AWGN such that
n ∼ NC(0, σ2

nINr). The received signal in (4.1) can also be rewritten in a more compact way as

y = HPHf(s) + n, (4.2)

by considering the stacked channel matrix H =
[
H1,1, . . . ,HGs,gGs

]
∈ CNr×NtKs , whereas

the matrix containing all the hybrid precoders of the served users is described by PH =

blkdiag
(
pH1,1, . . . ,pHGs,gGs

)
∈ CNtKs×Ks . For convenience, we define the equivalent channel

response for the i-th group as

H̃i =
[
Hi,1pHi,1 , . . . ,Hi,gipHi,gi

]
, ∀ i = 1, . . . , Gs, (4.3)

such that the overall equivalent matrix H̃ ∈ CNr×Ks can be constructed as

H̃ =
[
H̃1, . . . , H̃Gs

]
. (4.4)

Hence, (4.2) can alternatively be written as

y = H̃f(s) + n. (4.5)

We assume that the receiver has N r
RF ≤ K available RF chains. Because of this hardware

limitation, a hybrid filter WH = WRFWBB is implemented at the BS to decouple the
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superimposed MAC signal before applying the demapping functions to estimate the source
symbols.

The signal after this filtering processing can be described as

z = W∗
Hy = W∗

BBW∗
RFy, (4.6)

where WBB ∈ CN r
RF×Gs represents the baseband filter and WRF ∈ WRF denotes the RF filter

with constant value entry constraints. WRF ⊂ CNr×N r
RF represents the set of feasible RF filters

with that property. It is important to highlight that the hybrid filter actually producesGs channel
symbols, which are then processed by the demapping functions q(z) =

[
q1(z1), . . . , qGs(zGs

)
]T

to obtain an estimation of the served user symbols ŝ =
[
ŝ1,1, . . . , ŝGs,gGs

]T by employing just
N r

RF = Gs RF chains. Thus, the demapping function qi(zi) : C→ Cgi will provide an estimation
for the source symbols transmitted by the gi users at the i-th group as

ŝi = qi(zi) = [ŝi,1, . . . , ŝi,gi ]
T , ∀ i = 1, . . . , Gs. (4.7)

Since we are considering complex-valued continuous-amplitude source symbols, the
information will be recovered with a certain level of distortion. In this chapter, the observed
distortion is measured as the MSE between the source symbols and the estimated ones, as
explained in Subsection 2.3.1, i.e.,

ξ =
1

Ks

Gs∑
i=1

gi∑
j=1

|si,j − ŝi,j|2. (4.8)

An interesting discussion arises when considering scenarios where the number of total users
is significantly larger than the number of available RF chains at reception, i.e., N r

RF � K.
In this situation, we can opt for two opposite allocation policies. One is to exactly select
the same number of active users as the number of available RF chains (i.e., gi = 1, ∀ i and
Gs = N r

RF). In this case, the objective will be to recover the source symbols with the minimum
possible distortion although this may imply the number of inactive users to be very large. A
different approximation is to gather the users into large groups in order to serve most of the
users simultaneously with the available RF chains. In this case, we neglect the impact on the
communication reliability. An intermediate solution would be to find a trade-off between the
number of served users and the level of distortion obtained after decoding the user symbols.
In Section 4.3, we will address the problem of designing the different components of the
communication system and the scheduling algorithm to obtain a suitable balance between these
two figures of merit: the number of served users and the signal distortion. In addition, the first
scenario is considered in Subsection 4.4.2 for completeness. Table 4.1 summarizes the main
system model parameters considered in this chapter.
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Table 4.1: System model parameters.

Description Parameter
Number of users K

Number of antennas per users Nt

Vector of the K user symbols s

Correlation matrix (user symbols) Cs

Mapping function: j-th user in the i-th group fi,j(·)
Precoder: j-th user in the i-th group pi,j

Number of RF chains at the users N t
RF

Total power constraint per user PTi,j

Vector of AWGN n

Subset of active users Ks

Subset of idle users KI

Number of served user groups Gs

Served users Ks

Idled users KI

i-th group of users Gi
Vector with the number of users per group g

Number of antennas at the BS Nr

Number of RF chains at the BS N r
RF

BS hybrid filter WH

Baseband filter WBB

RF filter WRF

Post-filtering group symbols z

Decoding functions q(z)

Estimated served user symbols ŝ

4.3 User Grouping in Hybrid mmWave MIMO MAC

Existing works on hybrid analog-digital MIMO transceivers have mainly focused on the case
Ks ≤ N r

RF < 2Ks. In order to circumvent this constraint and reduce N r
RF, we consider a design

strategy where K users are gathered into G groups, so that the users at each group use a DQLC
mapping to encode and superimpose their source symbols. Considering this encoding strategy,
the information corresponding to all the users in the same group could be processed using a
single RF chain at the receiver by, designing the mapping functions and the different filters in
an appropriate way. Note that this approach allows reducing N r

RF down to the number of served
user groups Gs (Gs ≤ Ks). In addition, DQLC encoding presents some additional advantages
such as zero-delay and efficient exploitation of the spatial correlation at each user group.
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4.3.1 DQLC Implementation

DQLC is a JSCC technique proposed for the non-orthogonal transmission of multivariate
Gaussian sources over the MAC [85]. This mapping constitutes a specific case of vector
quantizer linear coding (VQLC) by imposing a zero-delay encoding constraint [21]. The
conventional implementation of DQLC establishes that gi − 1 users of the i-th group transmit
a quantized version of its symbol whereas the symbol of the remaining user is just scaled by
a power factor. Thus, it can be placed between two quantization steps of the encoded user
symbols. The DQLC mapping function for the i-th group is mathematically defined as

fi,j (si,j) =

αi,j
⌊
si,j
∆i,j
− 1

2

⌉
+ 1

2
, j < gi

αi,jsi,j, j = gi
, (4.9)

where αi,j represents a gain factor and ∆i,j represents the quantization step employed for the
j-th user in the i-th group. A specific DQLC mapping is individually applied into the Gs ≤ G

groups containing the users served, and therefore the parameters αi,j and ∆i,j must be optimized
for the gi users at each group. A detailed description about the DQLC implementation and
parameter optimization can be found in [85], [117], [118].

In [118], in-depth treatment about this optimization is provided, where only one group of
users is considered. In this chapter, we consider several groups and, as a consequence, the
potential inter-group interference has to be taken into account in the parameter design. We
follow an alternative approach to [118] by considering the SINR—affected by the inter-group
interference due to the hybrid implementation of the filter at the BS—as the metric to optimize
the DQLC parameters. In the proposed setup, the symbols at the input of the demapping
operation are given by

z = W∗
HHPHf(s) + W∗

Hn = Rf(s) + ñ, (4.10)

where
R = W∗

HHPH = W∗
HH̃ (4.11)

represents the equivalent channel response for the encoded symbols after filtering, and ñ =

W∗
Hn is the equivalent noise. Therefore, the SINR values can directly be computed from the

equivalent channel matrix R and from the noise variance. From the above equation, we can
decompose the input signal at the demapping operation into its individual components as

zi =
Ks∑
j=1

[R]i,jfj(sj) + ñi, ∀ i = 1, . . . , Gs, (4.12)

which can be rearranged as

zi =

gi∑
j=1

[R]i,[l(i)+j]fi,j(si,j) +
Gs∑
r 6=i

gr∑
j

[R]i,[l(r)+j]fr,j(sr,j) + ñi, (4.13)
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where the auxiliary indices l(·) determine the first component of the equivalent channel matrix
corresponding to the group given by the argument, and they can be computed in a simple way
as l(i) =

∑i−1
t=1 gt + 1. Note that the first term in (4.13) corresponds to the desired signal for

the i-th group, the second term represents the interference caused by the signal transmitted by
other groups, and the third term is the i-th component of the equivalent noise after filtering.

At the receiver side, different methods have been adopted in order to perform DQLC
demapping. One is sequential decoding, where an estimation of the quantized symbols is
first computed, and the obtained symbols are then used to estimate the scaled symbol (cf.
[21, Section III]). Another is the approximated MMSE estimation with sphere decoding [117,
Section III], which in general exhibits a better performance for more than two users per group.
Therefore, we will use this latter decoding algorithm since it provides better flexibility (cf. [117]
or [118] for details).

4.3.2 Algorithmic Solution for User Grouping

As introduced in the previous sections, the key point to reduce the hardware requirements in the
considered mmWave-based massive MIMO system is the grouping of users into disjoint groups
and the application of an optimized DQLC scheme to encode the source symbols at each group.
Therefore, the design of an adequate allocation policy to define the grouping configuration is
essential to achieve a good trade-off between the system performance (i.e., observed distortion)
and the number of served users. In this subsection, the proposed user grouping allocation is
presented. The scheduling policy involves both the grouping operation, that determines the
number of users per group, and the allocation of the specific users that will be accommodated
in each group.

The design of the proposed scheduling policy is clearly influenced by some important issues
related to the experimental behavior of DQLC mappings over wireless channels. In particular,
the following considerations should be taken into account:

• From [25], [118] it is clear that the DQLC mapping is able to improve the system
performance by exploiting spatial correlation. Hence, the scheduling approach will be
designed to guarantee the exploitation of the inter-user correlation per group. Thus, it is
always preferable to allocate users with high levels of correlation in the same group, if
possible.

• Another interesting issue related to DQLC performance can be observed from (4.13). As
will be seen below, the filter should be designed to cancel the interferences from other
groups. Hence, (4.13) boils down to

zi =

gi∑
j=1

[R]i,[l(i)+j]fi,j(si,j) + ñi, (4.14)

when the inter-group interferences are perfectly cancelled.
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As observed in (4.14), each received symbol comprises two different parts: the sum of
all encoded symbols in a group weighted by the equivalent channel responses, and the
noise component. As shown in [85], [118], the key for an appropriate DQLC decoding is
to ensure that the sum of the encoded symbols corresponding to the next users does not
cause that the quantized symbol of the considered user crosses to a different quantization
interval. Note that DQLC decoding could be interpreted as particular form of successive
interference cancellation, where the sum of the symbols for the next users would be the
remaining interference, and the decoding would only be possible if such interference
did not move the considered quantized symbol to a different interval. In this way, the
probability of a crossing event will be lower when SNRs for all the users are large. For
this reason, a reasonable scheduling strategy would be to gather in the same group those
users whose channel subspaces intersect. Hence, it will be possible to obtain adequate
equivalent channel gains for some of them. In this sense, a particular metric is employed
to provide a joint measure of the degree of similarity among the user channels and the
joint gain of such channels.

• As shown in [117], [118], the performance of DQLC-based systems degrades as the
number of users increases in the MAC. This fact inevitably leads to a trade-off between
the number of users per group and the system performance. The impact of adding a
new user to a group can be determined from the approximation to the sum-MSE for
DQLC transmissions considering a single group, which was derived in [118]. From the
analysis of this error expression and from the results obtained in [118], it can be seen
that the addition of a new user approximately leads to a duplication of the error (for high
SNR values). Indeed, the specific increase on the distortion with each new user actually
depends on the SNR value, but this increase is similar regardless of the number of users
in the group. For instance, the performance loss of adding a new user to a group with 2
users is similar to adding it to a group with 6 users irrespective of the considered SNR
value. Moreover, the gain with respect to an uncoded transmission of the source symbols
becomes negligible beyond a certain number of users per group (around 7). Considering
these two arguments, it is important to prevent oversized groups, which can lead to a
performance degradation. In this sense, the maximum number of users per group can
explicitly be limited by introducing the parameter gmax = 7.

• We have experimentally observed that a balanced configuration of the number of users
per group provides better performance than unbalanced ones. This behavior can also be
explained from the analysis of the approximation for the sum-MSE expression in [118],
since the fact of increasing the group size necessarily implies to increase the size of the
quantization intervals employed at the encoding operation, which significantly penalizes
the system performance (higher distortions). Hence, considering the sum-MSE as the
performance metric and the assumption that each new user implies to double the overall
error, it is easy to see that the resulting distortion will be lower when the individual
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contributions are balanced.
• Finally and related to the importance of preventing huge distortions caused by the fact

that a quantized symbol is erroneously decoded (i.e., if it is detected as a point on an
erroneous interval), it is important to ensure that the quantized symbols correspond to
those users in the group whose channel matrices have larger singular values [118].

Taking into account all previous issues, we have developed a scheduling procedure that
comprises two intertwined parts: the grouping strategy and the allocation policy. The grouping
algorithm must determine the group configuration, i.e., the number of groups and the number
of users per group, whereas the allocation algorithm is responsible of selecting which users are
grouped into each group. The different steps of these two proposed algorithms are described in
Algorithm 4.1 and Algorithm 4.2.

As observed, Algorithm 4.1 determines the vector g, which contains the number of users
per group, given the set of all available users, K, and the number of available RF chains at
reception, N r

RF. Basically, the aim of the algorithm is to find a balanced group configuration
under the premise that the number of groups, G, should be as close as the number of available
RF chains with G ≥ N r

RF. This condition is imposed to limit the number of users that can be
served simultaneously.

Algorithm 4.1 Grouping
Input: K, N r

RF, gmax

1: Initialize: i = 0, gi = 0 ∀ i, l = N r
RF, K = |K|

2: repeat
3: i← i+ 1

4: ĝi = min
(
gmax,

⌈
K
l

⌉)
5: Gi← Algorithm 4.2 with ĝi and K
6: gi ← |Gi|
7: K ← K \ Gi
8: K ← K − gi
9: if gi 6= ĝi then

10: l← dK/gmaxe
11: else
12: l← l − 1

13: until K = 0

Output: g = [g1, . . . , gGs, . . . , gG], {Gi}Gi=1

In the first iteration, the size of the first group is determined considering the total number of
users and the number of available RF chains (step 4). Note that this size is limited to gmax users.
Next, g1 users will be allocated to the current group by invoking the allocation algorithm (step
5). Note that the actual number of users allocated to the group does not necessarily have to be
equal to the size determined a priori for such a group. As we will see later, this situation occurs
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when it is not possible to find users with enough source correlation or whose equivalent channel
vectors are similar enough. After this step, the sequence and the number of unallocated users are
updated (steps 7 and 8), and the counter l for the number of available groups is updated (steps 9
to 12). This counter is initially set to N r

RF and it is decreased by one at each iteration. However,
it may be necessary to occasionally increase it if the available groups are not enough to gather
all the remaining users due to the constraint on the maximum group size. This sequence of steps
is repeated at each algorithm iteration until all the users are allocated to any group.

4.3.3 Algorithmic Solution for User Allocation

Algorithm 4.2 allocates the users to their corresponding groups. As observed, this algorithm
provides the sequence of users Gi for the i-th group given the set of users that have not been
allocated yet, the source correlation matrix, the channel responses, the desirable size for the
group and a set of design parameters.

As mentioned in the beginning of this section, two different factors decisively impact into
the performance of the DQLC-based systems: the level of correlation between the source
symbols corresponding to the users gathered into the same group, and the similarity of their
channel matrices (i.e., the ability for aligning their channels). The impact of a high correlation
level is in general more positive than that of the similarity, although it depends on the overall
correlation in the system. For example, the impact of the first factor is obviously negligible
for scenarios with uncorrelated sources. In order to model this behavior, we introduce the
factors δρ and δs which define the weight of the correlation criterion and of the similarity
one, respectively, in the proposed metric for selecting users for a same group. In addition, a
correlation threshold γρ and a similarity threshold γs are introduced to discard some users that,
even when the constraint of the maximum users per group is fulfilled, could severely degrade
the system performance.

In general, the optimization of these design parameters would lead to an exhaustive search
in a four-dimension parameter space or to highly non-convex optimization problems involving
non-linearities and discontinuities due to the DQLC mapping function. For this reason, we
have considered a heuristic approach—based on the insight provided by the issues related
to the DQLC behavior—to lower the computational cost for the selection of the parameters.
Note also that the thresholds γρ and γs drive the general behavior of the scheduling procedure:
either incorporating as many users as possible by choosing low values for these thresholds,
or introducing a smaller number of users but guaranteeing a high level of the received signal
quality. Thus, the tuning of these parameters is conducted depending on the overall source
correlation and the system requirements.

Algorithm 4.2 summarizes the steps of the proposed allocation strategy. As observed, this
algorithm first includes the user with the best channel by evaluating the largest singular value
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of the user channels as follows

G(1) = k s.t. ‖HK(k)‖2 ≥ ‖HK(j)‖2, ∀ j 6= k. (4.15)

The sequence G will include the users that are already allocated to the considered group at each
iteration. It is worth remarking that we introduce a change in the notation for the allocation
algorithm to highlight that the group configuration is not definitively established. Therefore,
instead of using index i for the groups and j for the users in the group, we will use K(k) and
G(k) to refer to the k-th user in the set of unallocated users and the k-th user already allocated
to the i-th group, respectively.

Algorithm 4.2 Allocation

Input: K, g, Cs,{Hk}Kk=1, γρ, γs, δρ, δs

1: k = arg max
k∈K

‖HK(k)‖2

2: G(1)← k

3: K ← K \ G(1)

4: Hc = Hk

5: [S,Σ,D]← svd(Hc)

6: p1 = [D]:,1
7: for i = 2 : g do
8: for k = 1 : |K| do
9: G ′ = G ∪ K(k)

10: H′c =
[
HT

c HT
K(k)

]T
11: [S,Σ,D]← svd(H′c)

12: p′ = [D]:,1
13: Csimk ← Compute with (4.18)
14: ρ̃k ← 2!(|G′|−2)!

|G′|!
∑

i∈G′
∑

j∈G′,i>j ρi,j

15: G̃(i) = arg max
k∈K

|δρρ̃k + δsCsimk|
16: if CsimG̃(i) > γs and ρ̃G̃(i) > γρ then
17: G(i) = G̃(i)

18: K ← K \ G̃(i)

19: Hc =
[
HT

c HT
G(i)

]T
20: [S,Σ,D]← svd(Hc)

21: pi = [D]:,1
22: else return

Output: G

Then, the algorithm iteratively includes the next users by considering the metric

mk = δρρ̃k + δsCsimk, (4.16)
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where ρ̃k is the mean of the cross-correlation of the users in G and the candidate user K(k),
whereas the parameter Csimk measures the convenience of including user K(k) in G according
to its channel response. As mentioned, this parameter should represent the joint gain of such
channels. Following this premise, we define the composite channel for the L users already in

the sequence G as Hc =
[
HT
G(1),H

T
G(2), . . . ,H

T
G(L)

]T
. Then, the composite channel including

the candidate user k reads as

H′c =
[
HT

c HT
K(k)

]T
. (4.17)

We now employ the auxiliary vector pi defined as the right singular vector associated with
the larger singular value of the decomposition of Hc and, similarly, p′i for H′c to compute the
parameter Csimk as

Csimk =

∑L
z=1 ‖HG(z)pi‖2

2∑L
z=1 ‖HG(z)p′i‖2

2 + ‖HK(k)p′i‖2
2

. (4.18)

Note that this metric prioritizes users with channels lying in similar subspaces, and takes into
account the channel norm to avoid users with low SNRs.

After evaluating the metric in (4.16) for the set of all the unallocated users, the algorithm
selects those users with the highest values for this metric as candidates for being included into
the considered group. Then, if the value for the measure obtained for Csimk and the average
cross-correlation ρ̃k exceed the given thresholds, that user will actually be included in the
sequence G.

4.3.3.1 Remarks

As a result of applying the previous grouping and allocation algorithms, we will obtain the
sequences Gi, ∀ i = 1, . . . , G with the user indices per group, and the vector g that stacks
the number of users per group. Thus, the proposed scheduling procedure provides a suitable
grouping configuration with G groups and gi users for the i-th group. The users in each group
are also sorted to ensure that the quantized users correspond to those whose equivalent channel
matrices have larger singular values.

Next, Gs = N r
RF groups of users will be accommodated by considering the hardware

constraint at the BS (N r
RF). Notice that Algorithm 4.1 provides the groups sorted according

to the metric mk. Hence, only the users corresponding to the first Gs groups will be selected to
transmit their encoded symbols after the scheduling procedure.

In summary, the proposed scheduling is characterized by:

• Its objective is to serve the maximum number of users but they must be allocated to the
groups in a consistent way to minimize the impact on the system performance.

• The grouping configuration must be as balanced as possible according to a consistent user
allocation.

• The number of groups must be as small as possible (with G ≥ N r
RF).
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• The trade-off between the number of served users and the resulting distortion in the
decoded symbols can be managed through the thresholds γρ and γs. By choosing small
values for such thresholds, we allow large groups incorporating some users, which could
negatively increase the impact on the observed distortion. Conversely, by choosing large
threshold values, only users with minimum impact on the observed distortion are allowed
to be incorporated into the served groups. This leads to groups with few users such that
the actual number of served users will be small.

• Although the behavior of the scheduling algorithm is fundamentally determined by the
above thresholds, an additional constraint is introduced by limiting the maximum size
of the groups to gmax. The value of this parameter should be chosen only to prevent
oversized groups in scenarios where the number of users is much larger than the number
of RF chains, but not to explicitly define the trade-off between served users and system
performance.

4.4 Hybrid Filtering for User Grouping

In this section, the design of the user precoders and the receive filter is addressed for the
DQLC-based grouped system considered in the previous subsections. Unconstrained fully
digital precoding for MIMO systems has been studied for correlated sources [100], [119].
In particular, we choose the PG precoding strategy [100, Section III] in order to exploit the
inter-user correlation at each group. On the other hand, the digital filter should be designed to
cancel the inter-group interferences in order to avoid penalizing the performance of the DQLC
scheme. This strategy hence ensures to split the communication system into non-interfering
groups where the users of a group transmit their source symbols using an optimized DQLC
scheme, whereas a single RF chain is employed to recover such symbols at the receiver.

The unconstrained digital filter at the receiver, W∗ ∈ CGs×Nr , is designed to satisfy the
following condition

[W∗]l,:Hi,jpHi,j = 0, (4.19)

∀ i 6= l, with l, i = 1, . . . , Gs, and j = 1, . . . , gi.

Thus, the l-th row of the filter is onto the nullspace of the equivalent channels corresponding to
the users of the remaining Gs − 1 groups. Note that the inter-user interference is just cancelled
between those users contained in different groups.

In order to exploit the spatial correlation in the groups, while the inter-group interference is
cancelled, Algorithm 4.3 has been implemented. As observed, at the l-th iteration, the precoders
for the users of the i-th group are computed by means of the gradient-based precoding strategy
developed in [100] considering the part of the correlation matrix corresponding to the users of
such a group Ccl.
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In a similar way, the i-th row of the filter is also calculated under the premise of satisfying
the condition in (4.19). We follow an approach similar to [108] where the filter is computed in
two-separate stages, but adapting it to the requirements of the proposed grouped system. First,
a projector T ∈ CNr×Nr is used to project the user channels of the i-th group to the orthogonal
subspace of the equivalent channels of the users in the i− 1 previous groups. This projector is
initially defined as T = INr and is then updated at each iteration as

T = T−BiB
∗
i , (4.20)

where Bi is the basis for the span of the projected equivalent channels at the i-th group, i.e.
TH̃i, with

H̃i =
[
Hi,1pHi,1 , . . . ,Hi,gipHi,gi

]
. (4.21)

Algorithm 4.3 GSA

Input: {Hk}Ks
k=1,Cs, N

r
RF,g

1: Initialize: PH = [ ],W = [ ],T = INr ,

Hcomp = [ ],Hinter = [ ], l = 0

2: repeat
3: l← l + 1

4: for u = 1, . . . , gl do
5: Hcomp = [Hcomp THl,u]

6: Ccl ← Inter-user correlation per group
7: PHcl = blkdiag

(
pHl,1, . . . ,pHl,gl

)
← Gradient precoding (Hcomp,Ccl) [100]

8: Hinter = [Hinter TH̃i]

9: Bi ←basis for span(Hinter)

10: T = T−BiB
∗
i

11: hGl = T
∑gl

j=1 Hl,jpHl,j

12: W̃ = [W̃,
(

1
σ2

n
INr + hGlh

∗
Gl

)−1

hGl ]

13: PH = blkdiag (PH,PHcl)

14: until l = N r
RF

15: for l = 1, 2, . . . , Gs − 1 do
16: IGl =

[
H̃1, . . . , H̃l−1, H̃l+1, . . . , H̃Gs

]
17: Nl ←basis for span (IGl)

18: [W]:,l = (I−NlN
∗
l ) [W̃]:,l

19: R = W∗HPH

20: WH = WRFWBB ← Algorithm 4.4 (H,PH,W,R)

Output: PH,WH

Then, each column of W̃ can be calculated as the conventional MMSE filter taking into
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account only the users contained in the group, i.e.,

[W̃]:,i =

(
1

σ2
n
INr + hGih

∗
Gi

)−1

hGi , (4.22)

with hGi = T
∑gi

j=1 Hi,jpHi,j .
Next, in a second step, the residual interferences can be cancelled by projecting the

candidate filter columns onto the nullspace of the equivalent channels of the users scheduled
in other groups. Defining Ni as the basis for the subspace spanned by the columns of the matrix

IGi =
[
H̃1, . . . , H̃i−1, H̃i+1, . . . , H̃Gs

]
,

we eventually obtain the columns of the filter as

[W]:,i = (I−NiN
∗
i ) [W̃]:,i. (4.23)

Hence, the digital filter W∗, yields a MAC signal decoupled and stacked in the vector z ∈ CGs

such that the i-th entry will be

zi = [W∗]i,:

(
gi∑
j=1

Hi,jpHi,jfi,j(si,j) + ni

)
, ∀ i = 1, . . . , Gs, (4.24)

and each element zi contains a weighted sum of the gi encoded symbols from the i-th group.
The individual symbols are then estimated by using the demapping function qi(zi).

Note that Algorithm 4.3 employs a matrix factorization algorithm to determine, the hybrid
precoders, and the digital and hybrid filters, considering the limited number of RF chains.

4.4.1 Algorithmic Solution for Hybrid Filtering

The functionality of the filter at the BS—which is critical to face the demapping process—can
be performed by a hybrid filter. By deploying N r

RF ≥ 2Gs RF chains, we can use the
closed-form expression in [114] therefore canceling completely the inter-group interference
with the resulting hybrid filter. When Gs ≤ N r

RF < 2Gs, a factorization algorithm from
[30], [109] or [111] can be employed to decouple the overall digital filter into the baseband
and RF components. In this case, a gap in the system performance will be observed because
of the inter-group interference cannot be totally cancelled. In Section 4.5 we show that the
performance offered by the algorithms in [30], [109], [111] for the grouped system can be
considerably exceeded by following a different approach to address the optimization problem
when N r

RF = Gs.
The problem of hybrid transceiver design is typically formulated as the solution to the

following optimization problem [30], [109], [111]

min
WBB,WRF

‖W −WRFWBB‖2
F (4.25)

s.t. WRF ∈ WRF,
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which represents a non-convex optimization problem due to the constraint on the RF filter. Since
the aim of the hybrid filter is also to minimize the inter-group interferences even satisfying the
condition in (4.19), we rather focus on preserving the structure of the matrix which integrates
the equivalent channel responses of the served users and the unconstrained digital filter, i.e.,
R = W∗HPH. Note that the approach in (4.25) only guarantees that the hybrid filter is close
to the digital one in the Euclidean space, but it does not impose any constraint on the structure
of the joint equivalent response.

The desirable structure for the matrix R ∈ CGs×Ks is

R =


r1,1 . . . r1,g1 0 . . . 0 0 . . . 0

0 . . . 0 r2,1 . . . r2,g2 0 . . . 0
... . . . ... 0

. . . 0
... . . . ...

0 . . . 0 0 . . . 0 rGs,1 . . . rGs,gGs


where the zero entries represents inter-group interference, while the non-zero elements are
the desirable post-filtering equivalent channel gains. Following this premise, we state an
optimization problem where the cost function aims at minimizing the difference between the
joint equivalent response considering the hybrid filter and the above matrix R. Thus, we
first define the distortion between the response obtained with the digital filter in (4.23) and
the response obtained with the hybrid filter, i.e.,

d (WRF,WBB) = ‖R−W∗
BBW∗

RFHPH‖2
F . (4.26)

Then, the optimization problem can be stated as

min
WBB,WRF

‖R−W∗
BBW∗

RFHPH‖2
F (4.27)

s.t. WRF ∈ WRF.

We next propose a PG algorithm to solve the non-convex optimization problem in (4.27) under
the assumption N r

RF = Gs. The gradient of the cost function (4.26) is

∂d

∂W∗
RF

= −2 (WBBRP∗HH∗ −WBBW∗
BBW∗

RFHPHP∗HH∗) . (4.28)

Then, at each iteration of the algorithm, the unconstrained update is given by

W̃∗
RF = W∗

RF − µ
∂d

∂W∗
RF
, (4.29)

which is then projected onto the set of feasible solutionsWRF according to the aforementioned
RF hardware constraints. The initial matrix is given by the projection of the digital filter W

onto the set WRF, and the step size µ is diminished in order to reach a local optimum. The
well-known least squares (LS) solution is employed to update the baseband filter by using the
closed-form expression

WBB = R(P∗HH∗WRF)†. (4.30)
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Algorithm 4.4 PG
Input: H ∈ CNr×NtKs ,PH ∈ CNtKs×Ks ,

W ∈ CNr×Gs ,R ∈ CGs×Ks , µ0, δ, ε

1: Initialize: c← 0

2: [W
(0)
RF ]m,n = 1√

Nr
exp

(
j arg

(
[W]m,n

))
, ∀ m,n

3: µ← µ0

4: repeat
5: c← c+ 1

6: W̃∗
RF ←W

∗(c−1)
RF − µ ∂d

∂W∗
RF

7: [W
(c)
RF ]m,n = exp

(
j arg

(
[W̃RF]i,j

))
, ∀m,n

8: W
(c)
BB = R

(
P∗HH∗W

(c)
RF

)†
9: if d

(
W

(c−1)
RF ,W

(c−1)
BB

)
≤ d

(
W

(c)
RF ,W

(c)
BB

)
then

10: µ← µ/2

11: until d
(
W

(c)
RF ,W

(c)
BB

)
< δ or c ≥ ε

12: WH = WRFWBB

Output: WH

The iterative algorithm stops when the distortion d falls below a certain threshold value δ, or
when the maximum number of iterations ε is reached. Algorithm 4.4 summarizes the proposed
strategy to solve the hybrid factorization problem for the filter at the BS.

4.4.2 Algorithmic Solution for Hybrid Filtering with Correlated Sources

In this subsection, we focus on the scenario where the number of RF chains is assumed to be
equal to the number of users, i.e., N r

RF = K, and where the user information is correlated.
Therefore, we can consider the conventional solution without groups, where all the users
simultaneously transmit one source symbol per channel use employing an uncoded scheme,
that is, the mapping function applied to each user is just a scale factor to satisfy the power
constraints. Note that the scenario approached in this section can be seen as a one-user-per-
group system where the equality N r

RF = K = Gs also holds. In this scenario, we focus on
the common hybrid receiver design at the BS, but exploiting the source correlation. Hybrid
transceivers for MU has been addressed in various scenarios [108], [115], [120] using ZF
strategies. In these schemes, unlike the group-based approach, the inter-user interference must
be cancelled for uncorrelated sources, but this strategy would no longer be adequate in the
presence of correlation.

We propose a filter design where the conventional cancellation of the inter-user interference
using a ZF strategy—which completely ignores the spatial correlation—is replaced with a
MMSE filter that exploits the source correlation by incorporating the correlation matrix Cs.
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The user precoders stacked in PH are calculated by considering the gradient-based precoding
strategy proposed in [100] in order to also exploit the spatial correlation.

In the computation of the hybrid filter, the RF component WRF is first obtained by projecting
the digital MMSE filter WMMSE ∈ CNr×Ks onto the set of feasible filters—which consists on
keeping only the phases of its entries. The baseband component WBB ∈ CN r

RF×Ks is then derived
as

WBB =
(
RRFCsR

∗
RF + σ2

nW
∗
RFWRF

)−1
RRFCs, (4.31)

by using a MMSE-based approach, incorporating the correlation matrix Cs and employing the
equivalent channels comprising the RF filter, i.e.,

RRF = W∗
RFH̃, (4.32)

where H̃ =
[
H1pH1, . . . ,HKspHKs

]
stacks the equivalent channel vectors for the Ks served

users in the ungrouped system.
The Algorithm 4.5 summarizes the procedure to compute the hybrid filter which exploits the

inter-user correlation for an uncoded system with Ks = K served users and N r
RF = Ks receive

chains at the BS.

Algorithm 4.5 Hybrid MMSE

Input: {Hk}Ks
k=1,Cs

PH = blkdiag
(
pH1, . . . ,pHKs

)
← PG precoding [100]

WMMSE = (HPHCsP
∗
HH∗ + σ2

nINr)
−1

HPHCs

[WRF]m,n = 1√
Nr

exp
(
j arg

(
[WMMSE]m,n

))
, ∀ m,n

RRF = W∗
RFH̃

WBB = (RRFCsR
∗
RF + σ2

nW
∗
RFWRF)

−1
RRFCs

WH = WRFWBB

Output: WH

In [36, Section VI], the computational complexity of algorithms 4.2, 4.3, 4.4 and 4.5 is
analyzed.

4.5 Simulation Results

In this section, we evaluate the performance and impact of the proposed solutions by providing
numerical results and comparisons to other suitable schemes. We consider the exponential
correlation model explained in Section 2.2 for the user symbols. In the computer experiments,
we assume that the maximum size of the user groups is limited to gmax = 4, since this
value provides enough flexibility to the scheduling algorithm while mitigating the potential
loss caused by larger groups. A MIMO configuration with Nt = 16 antennas per user and
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Nr = 49 antennas at the BS is considered. We consider the scattering cluster channel model
in the expression (2.37) in Subsection 2.5.1. In order to randomly simulate the user channels,
the maximum and the minimum number of clusters and rays per user is set to Nclmax = 4,
Nraymax = 3 and Nclmin = 1, Nraymin = 1, respectively. Then, the channel response of the j-th
user in the i-th group is randomly modeled by assigning Ncli,j ∈ {Nclmin, . . . , Nclmax} clusters
compounded by Nrayi,j ∈ {Nraymin, . . . , Nraymax} rays. The path gain parameter βn,m of the n-th
ray in the m-th cluster is modelled as a random variable following a standard complex-valued
Gaussian distribution, that is, βn,m ∼ NC(0, 1). The angles of departure and arrival (AoA/AoD)
follow the Laplacian distribution where the mean angles are uniformly randomly distributed in
[0, 2π), whereas the angular spread is fixed to 10 degrees like in [111].

The performance of the considered communication systems is assessed in terms of the
average SDR (see Subsection 2.3.1), which is computed as

SDR (dB) = 10 log10

(
1

ξ̂sum

)
, (4.33)

where

ξ̂sum =
1

NKs

N∑
n=1

Gs∑
i=1

gi∑
j=1

|sn,i,j − ŝn,i,j|2 (4.34)

represents the average MSE between the source symbols and the estimated ones obtained after
the demapping operation. The results reported in this section were computed by averaging the
SDR over N = 1000 channel realizations.

Table 4.2: Simulation parameter setting.

Description Setting
Number of users K ∈ {4, 6, 8, 10, 12, 14, 16}

Spatial correlation model [Cs]i,j = ρ|i−j|, ∀ i, j
Correlation factor ρ ∈ {0, 0.50, 0.75, 0.8, 0.85, 0.95}

Number of antennas at the BS Nr = 49

Number of RF chains at the BS N r
RF ∈ {2, 4, 8, 10}

Number of antennas per user Nt = 16

Channel clusters (minimum) Nclmin = 1

Channel clusters (maximum) Nclmax = 4

Channel rays (minimum) Nraymin = 1

Channel rays (maximum) Nraymax = 3

AoA’s and AoD’s (channel model) [0, 2π)

Channel gain (channel model) βn,m ∼ NC(0, 1)

Channel realizations N = 1000

Number of iterations (Algorithm 4.4) ε = 1000

Without loss of generality, we assume σ2
n = 1, such that the SNR per user can be

defined from its corresponding power constraint, i.e., SNR (dB)i,j = 10 log10(PTi,j), ∀ i =
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1, . . . , Gs and j = 1, . . . , gi. For simplicity, the same power constraint is imposed to all the
users such that a single SNR value can be considered for all the users in the simulations. Finally,
the parameter ε (maximum number of iterations) in Algorithm 4.4 is set to 1000 and the same
number of iterations is fixed for the other algorithms of matrix factorization in [30], [109] and
[111] as well as for the PG precoding algorithm in [100]. The main parameters considered in
the simulations are summarized in Table 4.2.

Several experiments have been carried out to evaluate the performance of the different
proposed methods. First, we evaluate the hybrid MMSE-based strategy for uncoded systems
developed in Subsection 4.4.2. The performance achieved by the proposed PG algorithm in
Subsection 4.4.1 to solve the hybrid filtering for user grouping is compared to the conventional
strategies for matrix factorizations derived in [30, Algorithm 1], [109, Algorithm 4] and [111,
MO-AltMin Algorithm]. Next, we evaluate the performance gain obtained with the scheduling
and the allocation policies presented in Subsection 4.3.2 and Subsection 4.3.3. In this context,
we also analyze the impact of the thresholds γρ and γs as well as the weight factors δρ and
δs. Finally, the performance of DQLC techniques is compared to a conventional NOMA
approach—based on the uncoded transmission of the source symbols with power allocation—in
the grouped system.

4.5.1 Uncoded Scenario
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Figure 4.2: SDR (dB) obtained with the different hybrid strategies for the uncoded scenario withK = 10

users, N r
RF = 10 and ρ = 0.80.

In this subsection, we evaluate the behavior of the proposed hybrid MMSE approach
for uncoded correlated sources in Algorithm 4.5. Figure 4.2 shows the SDR obtained by
considering different strategies for the design of the hybrid filter in the uncoded scenario with
K = 10 users,N r

RF = 10 RF chains and correlation factor ρ = 0.8. In this setup, all the users are
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assumed to transmit their source information simultaneously, i.e., Ks = K. The conventional
fully digital MMSE filter, the hybrid-linear successive allocation (H-LISA) algorithm and the
strategy proposed in Algorithm 4.5 for hybrid implementation are compared. In addition, the
PG precoding strategy [100] has jointly been used with the digital MMSE filter and the proposed
Hybrid MMSE filter. Notice that the approach H-LISA, inspired on digital LISA for traditional
digital precoding, is based on two stages to finally cancel the inter-user interference by applying
ZF in the second stage [108, Section III]. The algorithms from [30], [109], [111] present
significantly worse performance than H-LISA for the case N r

RF = Ks, and hence they have not
been included in the figure. As expected, the hybrid implementation based on MMSE provides
higher performance than that of the hybrid implementation based on the H-LISA algorithm,
especially for low SNR values. On the other hand, the loss of the proposed MMSE-based hybrid
design with respect to the fully digital MMSE filter is almost negligible for all the range of SNR
values. Thus, the impact of the proposed factorization algorithm on the system performance is
minimum for the restrictive scenario given by the constraint N r

RF = K.
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Figure 4.3: Performance gain GMMSE (dB) of the proposed hybrid MMSE algorithm over H-LISA
versus number of users for different correlation factors ρ ∈ {0.75, 0.85, 0.95}, and SNR (dB) ∈
{−10 dB,−5 dB}.

We now evaluate the performance gain of the proposed hybrid MMSE filter over the H-LISA
algorithm. The gain is defined as GMMSE (dB) = SDRH-MMSE (dB) − SDRHL (dB), where
SDRHL represents the SDR (dB) obtained by using the H-LISA algorithm and SDRH-MMSE the
one provided by the proposed hybrid MMSE filtering approach. In Figure 4.3, this gain is
plotted versus the number of served users, Ks, considering several correlation factors and two
particular SNR values, SNR (dB) ∈ {−10 dB,−5 dB}. As expected, the performance gain
obtained by using the proposed MMSE solution is higher for the lower SNR levels, since the
MMSE exploits the spatial correlation. Figure 4.3 also illustrates that the performance gain
increases with the correlation factor and the number of users.
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4.5.2 Hybrid Filtering Design

The performance achieved by the proposed PG algorithm in Subsection 4.4.1 to solve the
hybrid filtering for user grouping is compared to that of the conventional strategies for
matrix factorization derived in [30, Algorithm 1], [109, Algorithm 4] and [111, MO-AltMin
Algorithm].
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Figure 4.4: SDR (dB) obtained for different strategies of filtering in a scenario with K = 6 users,
N r

RF = 2, ρ = 0.80, and scheduling parameters γρ = 0, γs = 0, δρ = 0.2 and δs = 0.8.

Figure 4.4 shows the SDR achieved by considering K = 6 users, N r
RF = 2, ρ = 0.8 and

different strategies for the filtering process. Specifically, the fully digital filter, the strategies of
factorization employed in [30], [109], [111], and the proposed hybrid filtering are compared.
In this simulation we have considered γρ = 0 and γs = 0, i.e., Ks = K users are served at
each channel realization. We have also considered δρ = 0.8 and δs = 0.2 because those values
provide good performance for the grouped system in the considered correlation level. Anyways,
the same grouping and allocation policies are considered for all the cases. It is shown that the
proposed hybrid strategy does not lead to a significant loss in terms of SDR regarding the digital
filter (less than 1 dB). Figure 4.4 also illustrates that the proposed hybrid algorithm significantly
outperforms the filters based on the factorization of the digital solution in [30], [109] and [111],
which saturate in the medium and high SNR regime. This saturation of the system performance
when employing the algorithms in [30], [109] and [111] is motivated because the parameter
optimization of DQLC is performed according to the SINR of the users per group, which
saturates when using these matrix factorization algorithms. Note that these algorithms disregard
the desired structure before the demapping functions, and thus the interference between users
corresponding to different groups will not be properly cancelled.

76



4.5. Simulation Results

4.5.3 Scheduling

We now evaluate the performance gain provided by the scheduling procedure designed in
Subsection 4.3.2. We also analyze the impact of the thresholds γρ and γs as well as the weight
factors δρ and δs. Remark that the optimization of these design parameters would lead to an
exhaustive search in four-dimension parameter space or to highly non-convex optimization
problems involving non-linearities and discontinuities in the DQLC mapping function. We
have considered a heuristic approach to choose these parameters, which is based on the insight
provided by the issues related to the DQLC behavior presented in Subsection 4.3.2. In this
subsection, some numerical results are presented to confirm the validity of the considered
approach.
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Figure 4.5: SDR (dB) for K = 5 users, N r
RF = 2 and ρ = 0.80 and different policies of scheduling.

In the first experiment, the proposed scheduling to determine the groups and accommodate
the users is evaluated by comparison with two benchmark scenarios. System performance for
three scheduling policies are plotted in Figure 4.5: 1) random grouping and allocation, 2) the
proposed scheduling following jointly Algorithm 4.1 and Algorithm 4.2, and 3) the optimal
combinatorial strategy. We assume a small number of users (K = 5) to be served in order to
compute the performance of all the grouping and allocation possibilities and select the optimal
solution with affordable computational complexity. The proposed PG algorithm is employed to
perform the hybrid filtering process.

The performance comparison is carried out for two different correlation factors ρ ∈
{0.50, 0.80}, so that the corresponding design parameters of the proposed scheduling should
be determined for each case. In particular, such parameters are γρ = 0.5, γs = 0.35, δρ = 0.8

and δs = 0.2 for ρ = 0.80, whereas we consider γρ = 0.2, γs = 0.35, δρ = 0.5 and δs = 0.5 for
ρ = 0.50. The similarity threshold is the same because the same channel model is used, while
the rest of parameters are conveniently adjusted depending on the correlation level. For the sake

77



4. User Grouping for Hybrid mmWave MIMO MAC Systems

of fairness, the same number of served users Ks is imposed on each strategy at each channel
realization.

Table 4.3: Gap (dB) between the performance obtained by the optimal scheduling and the proposed
policies for ρ = 0.80.

SNR (dB)
δρ = 1

δs = 0

δρ = 0.8

δs = 0.2

δρ = 0.5

δs = 0.5

δρ = 0.3

δs = 0.7

-15 0.68 0.34 0.41 0.61

-10 0.69 0.16 0.50 1.11

-5 0.69 0.19 0.57 1.01

0 0.55 0.32 0.69 1.10

5 0.68 0.34 0.61 0.90

10 0.95 0.27 0.56 0.89

15 0.90 0.49 0.74 1.05

As observed in Figure 4.5, the proposed scheduling provides a remarkable performance gain
with respect to the random strategy for both correlation factors and in the whole range of SNRs.
However, the more interesting conclusion is that the proposed policies closely approach the
performance of the optimal combinatorial solution with lower computational cost. These results
are especially important since they confirm the suitability of the proposed scheduling procedure
for the DQLC-based grouped system, at least for a small number of users. It is not possible
to ensure that this behavior holds for scenarios with a larger number of users because of the
unaffordable computational complexity. For the considered scenario, the number of grouping
possibilities boils down, in general, to two possible configurations, but the number of allocation
options is already 30 in the worst case, when Ks = 3, since in this case g1 = 1 and g2 = 2, and
the number of allocation possibilities is

K × (K − 1)!

g2! (K − 1− g2)!
, (4.35)

i.e., for the first group, we can select one of the K = 5 users, and then we have to select
g2 = 2 users among the four available ones (combinations without repetition). Note that a
combinatorial computation with high complexity is inevitable as the number of users to be
allocated increases. For a specific group configuration, the number of allocation possibilities is

Gs∏
i=1

(K −∑i−1
j=1 gj)!

gi! (K −∑i
j=1 gj)!

. (4.36)

On the other hand, Table 4.3 and Table 4.4 show the performance loss in dB of the proposed
scheduling with respect to the optimal combinatorial solutions for ρ = 0.80 and ρ = 0.50,
respectively. As observed, different parameter configurations are included in these tables
showing that the weight factors δρ and δs depend on the overall correlation of the users. As
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expected, it is preferable to lower the weight of the correlation-based metric, δρ, as the overall
correlation in the system decreases. Another interesting observation is that the loss of the
proposed scheduling with different weight factors is quite stable, and therefore the use of the
optimal values for these parameters is not critical.

Table 4.4: Gap (dB) between the performance obtained by the optimal scheduling and the proposed
policies for ρ = 0.50.

SNR (dB)
δρ = 1

δs = 0

δρ = 0.8

δs = 0.2

δρ = 0.5

δs = 0.5

δρ = 0.3

δs = 0.7

-15 0.60 0.71 0.56 0.61

-10 0.67 0.58 0.43 0.58

-5 0.64 0.46 0.41 0.65

0 0.84 0.64 0.74 0.74

5 1.28 0.93 0.91 1.02

10 1.01 1.05 0.95 0.99

15 1.15 0.97 0.86 0.99

Table 4.5: Gap (dB) between the performance obtained by the optimal scheduling and the proposed
policies for ρ = 0.

SNR (dB)
δρ = 1

δs = 0

δρ = 0

δs = 1
Random

-15 0.88 0.52 1.06

-10 0.87 0.58 1.32

-5 1.05 0.77 1.71

0 1.24 0.96 2.25

5 1.89 0.99 2.72

10 2.21 1.14 3.27

15 2.45 1.12 3.66

The extreme situation occurs when the source symbols are uncorrelated, i.e., ρ = 0.
Table 4.5 shows the performance loss regarding the optimal scheduling as in the previous case
but for ρ = 0 and considering three different strategies: 1) the proposed scheduling with δρ = 1

and δs = 0; 2) the proposed scheduling with δρ = 0 and δs = 1; and 3) the random scheduling.
Note that the first approach would correspond to the case where the grouping configuration is
obtained according to Algorithm 4.1. The user allocation, however, is actually random since
the users are not correlated. The second approach corresponds to the proposed strategy with
grouping and allocation depending on the channel similarity metric. Hence, the difference
between both approaches is an interesting measure of the impact of allocating the users with the
proposed Algorithm 4.2, even when no correlation is present. As observed, this gain goes from

79



4. User Grouping for Hybrid mmWave MIMO MAC Systems

0.3 dB to 1.3 dB for high SNR values. On the other hand, the difference between the second
and fourth columns is a measure of the gain provided by the proposed grouping procedure.
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Figure 4.6: Gsc (dB) versus K with N r
RF = 4, SNR (dB) = 10 dB and ρ ∈ {0.95, 0.80, 0.50}.

Table 4.6: Values of the scheduling parameters for the different correlation factors.

Parameter ρ = 0.95 ρ = 0.8 ρ = 0.5

δρ 0.8 0.8 0.5

δs 0.2 0.2 0.5

γρ 0.8 0.6 0.3

γs 0.35 0.35 0.35

In the next experiment, we measure the gain of the proposed scheduling with respect to the
random strategy as the number of available users K increases. This gain is defined as

Gsc(dB) = SDRsc(dB)− SDRrm(dB), (4.37)

where SDRsc(dB) and SDRrm(dB) represent the SDR (dB) obtained by the proposed policies
and the random policies, respectively. Figure 4.6 plots the gains obtained for N r

RF = 4,
ρ ∈ {0.50, 0.80, 0.95} and SNR (dB) = 10 dB, against the number of users K. The thresholds
and the weight factors employed in the scheduling procedure are shown in Table 4.6 for the
considered correlation factors. The mean number of served users, K̃s, is also represented
at each SNR level. As intuitively expected, the performance gain offered by the proposed
algorithms increases with the number of users. On the other hand, the performance of the
random scheduling decreases since the probability of grouping low-correlated users with low-
capacity channels is higher. Figure 4.6 also shows that the gain Gsc(dB) increases when
the correlation becomes higher. This is because the spatial correlation is incorporated in the
proposed grouping and allocation policies.
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Finally, we evaluate the impact of varying the threshold parameters γρ and γs on the
number of served users for the grouped system. As commented, we can balance the trade-off
between the number of served users and the system performance by adjusting these thresholds
conveniently.

Figure 4.7(a) shows the impact of increasing the correlation threshold, γρ, for K = 16,
N r

RF = 4 and ρ = 0.9. The results confirm that a low correlation threshold prioritizes
the maximization of the number of served users, whereas a high correlation threshold would
preserve the level of signal quality by grouping just the most correlated sources in the same
group. The choice of the weight parameters δρ and δs also plays an important role in order to
decide the grouping and the allocation of the users.

Figure 4.7(a) also shows that increasing the similarity weight factor implies reducing the
number of served users, as observed for the setting δρ = 0.5, δs = 0.5. This is because the
ordering of the sets of candidate users to be allocated gives more weight to the channel similarity
and, therefore, users with lower correlation levels can be prioritized, although they will then be
disregarded when applying the correlation threshold.

A similar effect is shown in Figure 4.7(b) where the mean value of served users, K̃s, is
plotted versus the similarity threshold, γs. It can be observed that increasing γs reduces Ks.
Conversely, by giving less importance to the channel similarity through the weight factor δs,
the probability of discarding users increases, because users with low channel similarity can be
prioritized in the allocation ordering.
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Figure 4.7: Mean served users by varying the thresholds γρ and γs.

4.5.4 NOMA Coding Scheme

We now evaluate the performance of the DQLC-based encoding scheme employed to implement
the grouping approach. We specifically compare the performance of the grouped system with
DQLC to that of a grouped scheme with a conventional NOMA approach based on the uncoded
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transmission of the source symbols with an appropriate power allocation [76], [82]. The same
scheduling procedure is applied in both cases to determine the number of groups and users per
group. In order to ensure the same number of served users, Ks, for both approaches, we set
γρ = 0 and γs = 0, i.e., a conservative strategy is assumed where no users are disregarded in
the allocation stage. In addition, the parameters δρ and δs are equally tuned depending on the
correlation factor: δρ = 0 and δs = 1 for ρ = 0, and δρ = 0.8 and δs = 0.2 for ρ ∈ {0.85, 0.95}.
Finally, the PG algorithm is considered for the hybrid filter at the BS.

Figure 4.8 shows the SDR (dB) achieved for the two NOMA strategies consideringK = 16,
N r

RF = 8 and three different correlation factors ρ ∈ {0, 0.85, 0.95}. As observed, the
performance of the uncoded scheme is in general higher for the low SNR regime but saturates
above some SNR value depending on the correlation. In other words, the uncoded scheme is
better than the DQLC scheme just for low SNR values in highly correlated scenarios.

These results match to the theoretical statements derived in [76] for the non-orthogonal
transmission over the MAC and the experimental results obtained in [85], [118] for the same
scenario. The key point is that the uncoded transmission provides the best performance below a
certain SNR threshold, but is no longer optimal above it. Also, this threshold moves to a lower
value as the source correlation decreases. This behavior is clearly observed in the results shown
in Figure 4.8.
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Figure 4.8: SDR (dB) obtained by considering different NOMA strategies for K = 24 users, N r
RF = 8,
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4.6 Conclusions

This chapter addressed the problem of user grouping for the uplink of MU hybrid mmWave
MIMO. A hybrid analog-digital MMSE precoding/filtering approach that exploits the spatial
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correlation in the mmWave uplink when N r
RF = Ks has been derived. User grouping and

allocation have been proposed for the case N r
RF < Ks. The proposed scheduling can be easily

configured to perform at different points in the trade-off between the number of served users
and symbol distortion. Finally, a new approach for the design of the hybrid filter from the fully
digital one has been presented. Results show that the proposed scheduling provides reasonable
gains compared to a random allocation policy and, in addition, it closely approaches the optimal
combinatorial solution. The hybrid design of the BS filter offers large gains over conventional
algorithms of matrix factorization. Finally, the results show the feasibility of the grouped system
to serve simultaneously a large number of users with a lower number of RF chains.
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Chapter V

User Grouping for Wideband Hybrid
mmWave MIMO MAC Systems

As already mentioned in previous chapters, the design of the hybrid precoders and filters in
MU mmWave MIMO systems is challenging. The main reason is the restrictions imposed
by the analog network, typically limited to apply phase-shifts and linear combinations of the
digital signal. Furthermore, as explained in Chapter 4, the number of RF chains determines the
number of individual streams that a common BS can simultaneously serve. In OFDM wideband
scenarios, the design of hybrid precoders and filters to manage the MU interference becomes
even more challenging since the common RF filter is frequency flat and, therefore, the analog
filter has to be jointly designed for all users and subcarriers. Moreover, the effect of the signal
bandwidth over the uniform linear array steering vectors leads to the beam squint [121]. This
effect also needs to be considered to effectively remove the MU interference. In this chapter,
we extend the work in Chapter 4 by considering all these issues in wideband mmWave MIMO
MAC systems.

The chapter is structured as follows. Section 5.1 introduces the chapter. The system model
is illustrated in Section 5.2. The analog JSCC, the grouping and the allocation algorithms, as
well as the scheduling policy to serve the users, are analyzed in Section 5.3. A novel algorithmic
solution for the hybrid filtering approach with user grouping in wideband systems is proposed
in Section 5.4. Simulation results are presented in Section 5.5, and Section 5.6 is devoted to the
conclusions of the chapter.

5.1 Introduction

Designing hybrid analog-digital schemes is critical for the MU uplinks, where a common filter
is employed at the BS to receive all the Ks streams. In addition, MU communication systems
nowadays demand the feasibility of handling simultaneously a huge amount of nodes (e.g.,
WSNs or IoT systems) and this would lead to the need of using a large number of RF chains at
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the BS (N r
RF), since at least one RF chain is necessary to receive each data stream [10]. For this

reason, we have explored in Chapter 4 a new user grouping approach and hybrid system design
for practical narrowband mmWave MIMO systems with fewer RF chains than user streams (i.e.,
N r

RF ≤ Ks).

Several works have been developed by assuming single-user schemes in wideband scenarios
[72], [122]–[125]. However, in wideband MU scenarios, the design of hybrid precoders and
filter to manage the inter-user interference becomes more challenging since the common RF
filter is frequency flat and has to be designed for all users and subcarriers. Moreover, the large
channel bandwidth leads to the beam direction of the steering vectors (beam squint effect) [121],
which also needs to be considered in the system design.

Limited work has been carried out for strongly hardware-constrained hybrid precoding and
filtering in wideband MU scenarios [28]–[30], [126], [127]. The authors in [28] and [29]
considered MU setups with more than one PS for each RF chain connection to a single antenna,
thus leading to more complex architectures. The authors in [30] develop a PG algorithm to
leverage the common structure of the channel response matrices among different subcarriers in
wideband scenarios. In [126], a hybrid MU equalizer with dynamic subarray antennas for the
uplink of single-carrier frequency-division multiple access (SC-FDMA) systems is proposed.
The equalizer design is based on two steps by minimizing the MSE: the digital equalizers
are iteratively designed on a per-subcarrier basis, whereas the analog equalizer is fixed over
the subcarriers and iterations. A dynamic antenna mapping was derived for the analog filter in
order to connect the best set of antennas and the PS to each RF chain. The authors in [127] focus
on the hybrid precoding design in a downlink mmWave MU scheme. A two-step scheme was
developed to cancel the inter-user interference by considering infinite angular resolution and a
non-uniformly quantization codebook based on analog precoder with finite angular resolution.
Furthermore, the authors proposed a phase compensation operation to alleviate the beam squint
effect.

All these works assume that the number of RF chains is at least equal to the number of
individual data streams to be collected, i.e., NRF ≥ Ks, and therefore the developed algorithms
are not suitable for non-orthogonal schemes [128] with user grouping, where NRF < Ks.
Moreover, most of these works do not consider the beam squint effect and its critical impact on
the cancellation of interferences. In this chapter, we propose a novel wideband hybrid filtering
design, with its corresponding user grouping and scheduling scheme, for the uplink of mmWave
MIMO systems, where a strong hardware constraint at the BS is considered (N r

RF < Ks). This
setup corresponds to a scenario where more streams than available RF chains at the BS could
be allocated for each subcarrier. The proposed transmission scheme is specifically designed to
deal with the difficulties described above when considering wideband scenarios. In particular,
the main contributions of this chapter are the following:

• The design of a novel approach for the interference cancellation at both ends of
the communication link considering the hardware constraints imposed by the hybrid
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architecture at the BS in wideband scenarios. The proposed algorithm jointly computes
the user precoders and the BS hybrid filter to minimize the inter-group interference in the
user grouping scheme.

• The development of an extended version of the factorization algorithm proposed in
Chapter 4 to design the BS filter which considers the particularities of wideband hybrid
mmWave MIMO systems.

• The design of a user grouping and scheduling strategy for wideband scenarios that
considers the beam squint effect present in these systems.

5.2 System Model
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Figure 5.1: System model of a wideband mmWave MIMO MAC system withK users and L subcarriers.

We consider an uplink MU scenario with K users communicating with a common BS
equipped with N r

RF RF chains and Nr antennas as shown in Figure 5.1. To fully exploit the large
bandwidths available at mmWave frequencies, users send wideband signals. Consequently,
these signals are affected by a frequency-selective channel that is decomposed into L parallel
subchannels thanks to the use of the OFDM modulation. The resulting L symbols associated to
the L subcarriers are transmitted by considering a cyclic prefix long enough to avoid ISI.

We also consider that the users send a single data stream to the common BS per channel use
and subcarrier. At each time instant, Ks[`] < K users are served while KI[`] users remain idle
at the `-th subcarrier. The set K contains the subset of active users Ks[`] and the subset of idle
users KI[`] such that K = Ks[`] ∪ KI[`], ∀ `. The number of served and idle users is given by
the cardinality of the sets, i.e., Ks[`] = |Ks[`]| and KI[`] = |KI[`]|, respectively. Finally, the set
K will contain all the available users in the system, i.e., |K| = K = Ks[`] +KI[`],∀ `.

We follow an approximation where the users are gathered in G[`] groups by means of an
appropriate scheduling algorithm such that Gs ≤ G[`] groups contain the served users, whereas
GI[`] is the number of groups with idle users at the `-th subcarrier. We establish that the number
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of served groups is the same for the whole bandwidth, i.e., Gs = N r
RF, whereas the total number

of groups G[`] is subcarrier dependent and changes according to the considered scheduling
algorithm. Denoting Gi[`] as the i-th group at `-th subcarrier, equalities Ks[`] = ∪Gs

i=1Gi[`] and
KI[`] = ∪G[`]

i=Gs+1Gi[`] hold ∀ ` = 1, . . . , L, when Gs < G[`]. Note that for Gs = G[`], KI[`] = ∅.
For convenience, we also introduce the vector g[`] that contains the number of users per

group, where each component gi[`] = |Gi[`]| represents the number of users in the i-th group
such that

∑Gs
i=1 gi[`] = Ks[`]. Note that, although the number of served groups is fixed

throughout the whole bandwidth, the number of collected user symbols per subcarrier at the
BS, Ks[`], is variable since it depends on the specific composition of the served groups.

We assume that each user has Nt antennas to send a single data stream of discrete-time
continuous-amplitude symbols to the BS. The vector of the K user symbols at subcarrier ` is
s[`] =

[
s1[`], s2[`], . . . , sK [`]

]T , which follows a zero-mean spatially correlated multivariate
complex-valued Gaussian distribution with covariance matrix Cs = E[s[`]s∗[`]], such that
[Cs]k,k = 1, ∀ k, and [Cs]i,j = ρi,j, 0 ≤ ρi,j ≤ 1, ∀ i, j with i 6= j. Note that we assume the
same correlation matrix for all the subcarriers, i.e., Cs[`] = Cs, ∀ `.

The source symbols corresponding to the served users are individually encoded by means
of the mapping functions fi,j[`](si,j[`]), ∀ i = 1, . . . , Gs, ∀ j = 1, . . . , gi[`], ∀ ` = 1, . . . , L,
where fi,j[`](·) corresponds to the mapping function applied to the symbols of the j-th user in
the i-th group at the `-th subcarrier. We assume that the encoded symbols satisfy the inequality
constraint E

[∣∣fi,j[`] (si,j[`])
∣∣2] ≤ 1, ∀ i, j, `. All the encoded users symbols at subcarrier ` are

stacked in the following vector

f [`](s[`]) =

[
f1,1[`]

(
s1,1[`]

)
, . . . , f1,g1[`][`]

(
s1,g1[`][`]

)
, . . . , fGs,gGs [`][`]

(
sGs,gGs [`][`]

)]T
. (5.1)

Next, the encoded symbols are transformed by the linear precoder pi,j[`] ∈ CNt×1 and then
transmitted over the uplink channel. An individual per-subcarrier power constraint is considered
at each user as in [30], such that ‖pi,j[`]‖2

F ≤ PTi,j, ∀ i, j, ` with PTi,j = P ′Ti,j/L, being P ′Ti,j
the total power constraint per user. In this chapter, digital precoding is assumed at the users as
in [129]. Therefore, we can consider that the number of RF chains required at the users is equal
to the number of transmit antennas, i.e., Nt = N t

RF since Nt is often a small number.
The received signal from the active users at the `-th subcarrier reads as

y[`] =
Gs∑
i=1

gi[`]∑
j=1

Hi,j[`]pi,j[`]fi,j[`] (si,j[`]) + n[`], (5.2)

where Hi,j[`] ∈ CNr×Nt is the mmWave channel response corresponding to subcarrier ` of the
j-th user in the i-th group, and n[`] = [n1[`], n2[`], . . . , nNr [`]]

T represents the complex-valued
AWGN such that n[`] ∼ NC(0, σ2

nINr). The received signal at subcarrier ` can also be rewritten
in a more compact way as

y[`] = H[`]P[`]f [`] (s[`]) + n[`], (5.3)
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H[`] =
[
H1,1[`], . . . ,HGs,gGs [`][`]

]
(5.4)

and
P[`] = blkdiag

(
p1,1[`], . . . ,pGs,gGs [`][`]

)
. (5.5)

Table 5.1: System model parameters.

Description Parameter
Number of users K

Number of antennas per users Nt

Number of subcarriers L

Vector of the K user symbols at subcarrier ` s[`]

Correlation matrix Cs

Mapping function: j-th user in the i-th group at subcarrier ` fi,j [`](·)
Precoder: j-th user in the i-th group at subcarrier ` pi,j [`]

Number of RF chains at the users N t
RF

Total power constraint per user P ′Ti,j
Vector of AWGN at subcarrier ` n[`]

Subset of active users at subcarrier ` Ks[`]

Subset of idle users at subcarrier ` KI[`]

Number of served user groups for all the subcarriers Gs

Number of served users at subcarrier ` Ks[`]

Number of idled users at subcarrier ` KI[`]

i-th group of users at `-th subcarrier Gi[`]
Vector with the number of users per group at subcarrier ` g(`)

Number of antennas at the BS Nr

Number of RF chains at the BS N r
RF

BS hybrid filter at subcarrier ` WH[`]

Baseband filter at subcarrier ` WBB[`]

Frequency-flat RF filter WRF

Vector of post-filtering group symbols at subcarrier ` z[`]

Decoding functions at subcarrier ` q[`](z[`])

Vector of estimated served user symbols at subcarrier ` ŝ[`]

At the receiver, a BS hybrid filter WH[`], ∀ ` = 1, . . . , L, is implemented with N r
RF RF

chains to fulfill the task of decoupling the uplink received signal y[`] as

z[`] = W∗
H[`]y[`], (5.6)

where W∗
H[`] = W∗

BB[`]W∗
RF, with WBB[`] ∈ CN r

RF×Gs the baseband filter for the `-th subcarrier
and WRF ∈ WRF the frequency-flat RF filter. The term WRF ∈ CNr×N r

RF represents the set
of feasible RF filters imposing a modulus constraint at each entry. The hybrid filter aims at
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canceling the interference between the different user groups such that each entry of the vector
z[`] only contains the combination of the symbols transmitted by the users in the corresponding
served group. Note that the dimension of the vectors of filtered symbols at each subcarrier is
actually z[`] ∈ C Gs , ∀ `. Then, the set of decoding functions

q[`](z[`]) =
[
q1[`](z1[`]), . . . , qGs

[`](zGs
[`])
]T

provides an estimate of the source symbols for the served users at subcarrier ` as

ŝi[`] = qi[`](zi[`]) =
[
ŝi,1[`], . . . , ŝi,gi[`][`]

]T
, ∀ i = 1, . . . , Gs.

Since we are considering the transmission of analog complex-valued source symbols, the
performance of the communication system is measured in terms of the MSE between the source
and the estimated symbols. Table 5.1 summarizes the main system model parameters.

5.3 User Grouping in Wideband Hybrid mmWave MIMO
MAC

In Chapter 4, we proposed a user grouping scheme based on the use of DQLC mappings, which
enables to serve more than one user over the same RF chain for narrowband scenarios. This
approach requires the design of an adequate user grouping strategy to balance the trade-off
between the system performance and the number of served users. We aim at extending this idea
to wideband scenarios, which leads to significant changes in the design of the user precoder and
the BS hybrid filter, as well as in the scheduling algorithm.

5.3.1 DQLC Implementation for Wideband Systems

In the following analysis, we assume that non-orthogonal DQLC mappings are individually
applied into the Gs ≤ G[`] served groups. The implementation of DQLC per group establishes
that gi[`] − 1 users of the i-th group at the `-th subcarrier transmit a quantized version of their
symbols while the symbol of the remaining user is just scaled by a power factor (αi,j[`]) so that
it can be placed between two quantization steps of the encoded user symbols. Therefore, the
DQLC mapping function for the i-th group at the `-th subcarrier is mathematically stated as
[118]

fi,j[`] (si,j[`]) =

αi,j[`]
⌊
si,j [`]

∆i,j [`]
− 1

2

⌉
+ 1

2
, j < gi[`]

αi,j[`]si,j[`], j = gi[`]
, (5.7)

where αi,j[`] represents the scale factor and ∆i,j[`] represents the quantization step employed
by the j-th user in the i-th group at the `-th frequency sub-band. The DQLC parameters are
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adjusted according to the SINR in a way similar to the narrowband scenario approached in [36].
Here, we consider that the channel symbols at the BS for the `-th subcarrier are given by

z[`] = R[`]f [`](s[`]) + ñ[`], (5.8)

where
R[`] = W∗

H[`]H[`]P[`] (5.9)

represents the equivalent channel response for the encoded symbols after the filtering process
and ñ[`] = W∗

H[`]n[`] is the equivalent noise. Note that the SINR corresponding to the `-
th subcarrier of the uplink signal can be obtained directly from the equivalent channel matrix
R[`] ∈ CGs×Ks[`] and the noise power. The vector of filtered symbols can be decomposed into
its individual components as

zi[`] =

gi[`]∑
j=1

[R]i,[b(i)+j][`]fi,j[`](si,j[`]) +

Gs∑
r 6=i

gr[`]∑
j

[Ri,[b(r)+j]][`]fr,j[`](sr,j[`]) + ñi[`], ∀ i = 1, . . . , Gs, (5.10)

where b(i) =
∑i−1

t=1 gt[`] + 1 is an auxiliary index that determines the first component of the
equivalent channel matrix corresponding to the i-th group. The first term in (5.10) is the desired
signal for the i-th group, the second term is the inter-group interference, and the third term is
the i-th component of the equivalent noise after filtering. It is worth noting that the quality of
the DQLC demapping process is determined by the SINR level at the input of the demapping
functions assuming that the mapping parameters are properly adjusted according to such a value.
In addition, SINR values will be maximum when the second term in (5.10) vanishes, which
happens when the equivalent response matrices have the following structure

R[`] =


r1,1[`] . . . r1,g1[`][`] 0 . . . 0 0 . . . 0

0 . . . 0 r2,1[`] . . . r[`]2,g2[`] 0 . . . 0
... . . . ... 0

. . . 0
... . . . ...

0 . . . 0 0 . . . 0 rGs,1[`] . . . rGs,gGs [`][`]

 ,∀` (5.11)

where the zero-valued entries represent the inter-group interference at subcarrier `, while the
non-zero elements are the desirable post-filtering equivalent channel gains. This structure can
be obtained by implementing a fully digital filter at the BS under the condition

[W∗]k,:[`]Hi,j[`]pi,j[`] = 0,∀ i 6= k, with k, i = 1, . . . , Gs, and j = 1, . . . , gi[`]. (5.12)

Thus, the fully digital filter is designed in the context of DQLC-based systems to cancel the
interference caused by all the users from the other groups. The digital filter implementation
that guarantees the fulfilment of the conditions in (5.12) was derived in Section 4.4. This
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implementation considers digital maximum ratio transmitter (MRT) precoding in the users
and a common digital filter for the BS to cancel the inter-group interference per subcarrier.
Throughout this chapter, this strategy will be labeled as DFc-DMRT. The same result can also
be reached by considering a digital maximum ratio combining (MRC) at the BS and canceling
the inter-group interference with the digital precoders DMRC-DPc. This approach is similar to
[100, Section 3] and invokes the MSE duality principle [116].

After the filtering step, the DQLC demapping functions q[`](z[`]) produce the estimated
symbols ŝi[`] ∀ i, `. As previously motioned in Chapter 4, DQLC decoding methods can be
found in [117, Section III] and [118].

5.3.2 Algorithmic Solution for User Grouping and Allocation in
Wideband

The scheduling procedure aims at determining the number of user groups, the composition
of each group and which groups are served at the BS per subcarrier, i.e., it must determine
g[`] and Gi[`],∀ i, `. It hence comprises two intertwined steps: the grouping strategy and the
allocation policy. Both steps have been approached in Subsection 4.3.2 and Subsection 4.3.3
for a narrowband scenario. For wideband systems, we will follow a strategy that considers the
limitations imposed by the use of DQLC mappings but with the novelty of incorporating the
intrinsic limitations of working with a common RF filter for all the subcarriers, and considering
the per-subcarrier dependent impact of the beam squint effect. As we will discuss the two
main factors that determine the performance of the proposed wideband system are the source
correlation and the similarity between the user and the subcarrier channels.

As explained in Chapter 4, the performance of DQLC schemes is definitively conditioned
by the spatial correlation among the source symbols and the channel similarity for those users in
the same group for a specific subcarrier. Therefore, it is essential to consider these two factors,
intra-group correlation and intra-group channel similarity, to gather users in the same group.
On the other hand, the requirement of canceling inter-group interference with a hybrid filter,
where the analog part is common for all subcarriers, leads to a scheduling procedure where
it is preferable to select users with similar channels for the same group index through all the
subcarriers. For example, the composition of the first user group for the L subcarriers, i.e.,
G1[`], ∀ `, should not only consider the channel similarity among the users individually at each
subcarrier, but also the inter-subcarrier channel similarity. Thus, it is desirable that the inter-
subcarrier channels for the users in G1[1],G1[2], . . . ,G1[L] are also as similar as possible. A user
allocation based on this premise will enable a better overall inter-group interference cancellation
by using the common RF filter.

In addition, the channel similarity threshold γs and the cross-correlation threshold γρ defined
in Subsection 4.3.3 are considered to discard users that could degrade the system performance
when including them into the groups. As explained in Chapter 4, these thresholds allow us to
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manage the system requirements: either incorporating as many users as possible to the detriment
of the quality of service, or introducing a smaller number of users while guaranteeing a high
level of the received signal quality. We set the maximum number of users per group to gmax = 7

and focus on the allocation by also considering the different subcarrier channels.
As mentioned, two important factors must be taken into account when considering DQLC

mappings to perform the allocation:
1. The spatial correlation between the users per group (intra-group correlation).
2. The similarity of the user channels per group (intra-group channel similarity).

These two factors are jointly integrated by using the metric

mk = δρρ̃k + δsCsimk, (5.13)

where the factors δρ and δs define the weight of the correlation and similarity criteria,
respectively, ρ̃k is the mean of the users cross-correlation in a group Gi, whereas the parameter
Csimk measures the convenience of including a user in the group Gi according to its channel
response similarity w.r.t. the already allocated users in Gi. Note that this part of the allocation
procedure should be incorporated into the new allocation policies for wideband scenarios as it
is a consequence of using DQLC mappings.

When considering wideband communications, two different situations can arise. First, in
wideband scenarios where the beam squint effect is negligible, the user channels across all the
subcarriers have rotated row and column spaces [72], i.e., the channels are very similar, since the
actual steering vectors are the same at each subcarrier channel. In these scenarios, an individual
allocation per subcarrier following a straightforward approximation of Algorithm 4.2 can be
performed.

Nevertheless, when considering larger bandwidths, channel similarity is lost and the per-
subcarrier AoA and AoD can be spatially distinguished due to the beam squint effect [72]. For
that reason, the design of the user allocation also needs to consider the inter-subcarrier channel
similarity. In the following, we describe three possible allocation strategies.

5.3.2.1 Individual Allocation

In this strategy, an individual allocation is performed per subcarrier and thus the user groups,
the composition of each group, the served group indexes and the number of served users will be
different per subcarrier. This strategy is a straightforward extension of [36, Algorithm 2] and it
does not consider the beam squint effect.

5.3.2.2 Common Allocation

In this strategy, the user distribution per group is obtained by considering a similar metric to
(5.13), mck = δρρ̃k + δsCcsimk, and this distribution will be the same for all the subcarriers,
i.e., Gi[`] = Gi, ∀ ` and thus Ks[`] = Ks, ∀ `. Therefore, we start including in the group the
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user with the best channels i.e., with the largest singular values across the subcarrier channels.
Next, we use the metric Ccsimk to measure the convenience of including a new user K(k) in Gi
by jointly computing the channel similarity of all the user channels in Gi and considering all the
subcarriers. With this aim, we define the matrix

Hc =
[
HT
Gi(1)[1], . . . ,HT

Gi(1)[L], . . . ,HT
Gi(Z)[L]

]T
, (5.14)

which includes all the subcarrier channels for the Z users already allocated in the sequence Gi,
and the matrix

H′c =
[
HT

c ,H
T
K(k)[1], . . . ,HT

K(k)[L]
]T
, (5.15)

which additionally includes the L channels for the candidate user K(k). We now employ the
auxiliary vector pi, i.e., the right singular vector associated to the largest singular value of Hc,
and similarly p′i for H′c, to compute the parameter Ccsimk as

Ccsimk =

∑L
`=1

∑Z
z=1 ‖HGi(z)[`]pi‖2∑L

`=1

∑Z
z=1 ‖HGi(z)[`]p′i‖2 +

∑L
`=1 ‖HK(k)[`]p′i‖2

. (5.16)

Note that this allocation strategy incorporates the inter-subcarrier channel similarity and is
thus especially suitable for large bandwidth schemes where the beam squint effect is present.
Indeed, by including all the subcarrier channels corresponding to the allocated users as well
as the candidate user, the expression (5.16) will provide an overall similarity across all the
frequency band.

5.3.2.3 Sequential Allocation

This strategy sequentially includes the inter-subcarrier channel similarity to form the groups.
We aim at designing an allocation strategy to approximately overlap the inter-group interference
subspaces across all the subcarriers.

We start by including in the first group the user with the best channel and by considering the
inter-subcarrier channel similarity as in the previous common allocation. In this case, however,
the users per group are specifically chosen at each subcarrier. This allocation procedure is
performed sequentially across the subcarriers, such that we select the user whose channels are
more similar considering the previous subcarriers of the users already allocated in the same
group index. Thus, the proposed policy performs a sequential allocation where the best user
is always selected according to the source correlation, the intra-group user channel similarity,
and the inter-subcarrier channel similarity. Therefore, unlike the common allocation, the group
composition might be different for different subcarriers.

After selecting the first user for each group Gi[`] in a similar way to Algorithm 4.2, we next
define the metric Cpsimk to measure the convenience of including a user K(k) in Gi[`]. Such
metric jointly considers the channel similarity of all the subcarrier channels for the users in
Gi[`] and all the subcarrier channels of the candidate user K(k). Once the allocation for the first
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subcarrier is completed, the group scheduling of the next subcarriers is sequentially determined
by taking into account the group composition of the already allocated subcarriers. Therefore,
the overall channel similarity for the i-th group at the ˜̀-th subcarrier is defined as

Cpsimk[
˜̀] =

∑L
`=1

∑Z
z=1 ‖HGi[ ˜̀](z)[`]pi‖

2 + C̃∑L
`=1

∑Z
z=1 ‖HGi[˜̀](z)[`]p′i‖2 +

∑L
`=1 ‖HK(k)[`]p′i‖2 + D̃

, (5.17)

with

C̃ =
L∑
`=1

˜̀−1∑
m=1

gi[m]∑
z̃=1

‖HGi[m](z̃)[`]pi‖2 (5.18)

and

D̃ =
L∑
`=1

˜̀−1∑
m=1

gi[m])∑
z̃=1

‖HGi[m])(z̃)[`]p
′
i‖2. (5.19)

As observed, Z users are assumed to be already allocated to the i-th group at the current ˜̀-th
subcarrier, i.e., in Gi[ ˜̀]. The terms C̃ and D̃ take into account the channels corresponding to the
users that have already been allocated in the same group index i but at the previous subcarriers.
Similarly to the common allocation, we also use the auxiliary vectors pi and p′i, but here Hc

results from the concatenation of the L sub-channels for the users allocated in the same group
index i at the previous subcarriers and for the Z users already allocated for that group at the
current ˜̀-th subcarrier.

It is important to recall that the user groups, their composition, and thus the number of
served user symbols Ks[`] are subcarrier dependent in this allocation algorithm. Note also that,
by taking into account the channel similarity of both the users and the subcarriers, this strategy
jointly considers the DQLC singularities and the limitations of working with a common RF
filter at the BS.

5.4 Hybrid Filtering for User Grouping in Wideband
mmWave MIMO MAC

In this section, we derive an algorithm termed group null-space directed SVD (GNU-SVD)
for the joint design of the user precoders and the hybrid filter at the BS in the uplink MU
mmWave MIMO setting under consideration. This algorithm assumes that the composition of
each group, the served groups and the number of served users Ks[`] per subcarrier provided by
the scheduling are known. The inter-user correlation per group is also calculated to compute
the DQLC parameter optimization (step 5, Algorithm 5.1). GNU-SVD is summarized in
Algorithm 5.1 and can be divided into two main steps.

Step 1: the SNR is maximized at transmission by means of a MRT precoder per user and at
each subcarrier p̃i,j[`], ∀ i, j, ` (step 6, Algorithm 5.1). Then, the `-th digital unconstrained
filter W[`] is obtained as in Algorithm 4.3 to cancel the inter-group interference (step 9,
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Algorithm 5.1), but using the conditions given in (5.12). Up to this point, fully digital precoders
and filters are considered and the inter-user interference is just removed among those users in
different groups at each subcarrier. Next, we design the hybrid filter by using Algorithm 5.2
(PG) in the step 17 of Algorithm 5.1 and, consequently, a residual inter-user interference will
appear since the constraints of the hybrid implementation make infeasible the full cancellation
of the inter-group interference. This residual interference can cause large losses in the system
performance because it seriously affects the optimization of the DQLC parameters.

Step 2: the residual inter-group interference is removed by means of the digital precoders at
the users and the hybrid filter obtained in the previous step. Notice that the limitations imposed
by the hardware, namely the frequency flat response of the analog part of the filter, demands a
refinement of the joint precoder and filter design in order to lower the interference down to a
level that enables the use of DQLC. Therefore, we define the equivalent channels H̃i[`] for the
i-th user group at subcarrier ` as

H̃i[`] =
[
H∗i,1[`]WH[`], . . . ,H∗i,gi [`]WH[`]

]
. (5.20)

Next, we project each MRT user precoder p̃i,j[`] ∀ i, j, ` onto the nullspace of the equivalent
channels of the users allocated in different groups (step 23, Algorithm 5.1). We eventually get
the user precoders as pi,j[`] = (I−Ni[`]N

∗
i [`]) p̃i,j[`], where Ni[`] is the basis for the subspace

spanned by the columns of the matrix

IGi[`] =
[
H̃1[`], . . . , H̃i−1[`], H̃i+1[`], . . . , H̃Gs [`]

]
.

Algorithm 5.1 summarizes the GNU-SVD procedure to determine the user precoders and the
hybrid filter at the BS.

5.4.1 Algorithmic Solution for Hybrid Filtering in Wideband mmWave
MIMO MAC

In this section, we extend the Algorithm 4.4 proposed for hybrid filtering to wideband hybrid
mmWave scenarios assuming the condition N r

RF = Gs ≤ Ks[`] ∀ `. In this case, we design a
PG algorithm for hybrid filtering considering the structure imposed in (5.12) where the analog
part is frequency-flat, as shown in Figure 5.2.

Let us define the matrices W∗ = [W∗[1], . . . ,W∗[L]] and W∗
H = W∗

BB(IL ⊗W∗
RF) =

[W∗
BB[1], . . . ,W∗

BB[L]] (IL ⊗W∗
RF) such that W∗ ∈ CGs×NrL, W∗

BB ∈ CGs×GsL and WRF ∈
WRF. We focus on minimizing the distance between the digital filter response and the hybrid
filter response, therefore considering the following distortion metric

d (WRF,WBB) = ‖R−W∗
BB(IL ⊗W∗

RF)HP‖2
F , (5.21)

and posing the following minimization problem

min
WBB,WRF

d (WRF,WBB) s.t. WRF ∈ WRF. (5.22)
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Algorithm 5.1 GNU-SVD
Input: Hk[`] ∀ k, l, Cs, N

r
RF,g

1: Initialize: P̃ = [ ],W = [ ],H = [ ],R = [ ],

2: for ` = 1, . . . , L do
3: repeat
4: i← i+ 1

5: Ci ← Inter-user correlation per group
6: P̃i[`] = blkdiag (p̃i,1[`], . . . , p̃i,gi [`])←MRT
7: Hi[`] =

[
Hi,1[`], . . . ,Hi,gi [`]

]
8: until i = N r

RF

9: W[`]← Algorithm 4.3 per subcarrier
10: P̃[`] =blkdiag(P̃1[`], . . . , P̃Gs [`])

11: H[`] =
[
H1[`], . . . ,HGs [`]

]
12: R[`] = W∗[`]H[`]P̃[`]

13: W∗ = [W∗[1], . . . ,W∗[L]]

14: P̃ = blkdiag(P̃[1], . . . , P̃[L])

15: H = blkdiag(H[1], . . . ,H[L])

16: R = [R[1], . . . ,R[L]]

17: WH[`] = WRFWBB[`]← Algorithm 5.2
(
H, P̃,W,R

)
18: for ` = 1, . . . , L do
19: for i = 1, . . . , Gs do
20: H̃i[`] =

[
H∗i,1[`]WHi [`], . . . ,H

∗
i,gi

[`]WHi [`]
]
.

21: IGi[`] =
[
H̃1[`], . . . , H̃i−1[`], H̃i+1[`], . . . , H̃GS [`]

]
22: Ni[`]←basis for the subspace span

(
IGi[`]

)
23: for j = 1, . . . , gi do
24: pi,j[`] = (I−Ni[`]N

∗
i [`]) p̃i,j[`]

Output: P,WH

Note that R = [R[1], . . . ,R[L]], H = blkdiag (H[1], . . . ,H[L]) and P =

blkdiag (P[1], . . . ,P[L]). Note that R ∈ CGs×
∑L
l=1Ks[`], W∗

BB ∈ CGs×LGs , WRF ∈ WRF,
H ∈ CNrL×Nt

∑L
l=1Ks[`] and P ∈ CNt

∑L
l=1Ks[`]×

∑L
l=1Ks[`].

Note that this approach is especially suitable for the DQLC-based system because we
are rather interested in preserving the structure of the equivalent channel response R than in
preserving the entries of the digital filter. In the following, we derive a PG algorithm (see
Algorithm 5.2) to solve the non-convex optimization problem in (5.22) under the assumption
N r

RF = Gs. We start determining the gradient of the cost function (5.21), which leads to

∂d

∂W∗
RF

=
L∑
`=1

WBB[`]R[`]P∗[`]H∗[`] + WBB[`]W∗
BB[`]W∗

RFH[`]P[`]P∗[`]H∗[`]. (5.23)
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Figure 5.2: Hybrid architecture filter in the wideband mmWave MIMO MAC system with DQLC.

Algorithm 5.2 PG
Input:{H[`]}L`=1 ∈ CNr×NtKs[`], {P[`]}L`=1 ∈ CNtKs[`]×Ks[`],
{W[`]}L`=1 ∈ CNr×Gs , {R[`]}L`=1 ∈ CGs×Ks[`], µ0, δ, ε

1: Initialize: c← 0

2: [WRF
(0)]m,n = 1√

Nr
exp

(
j arg

(
[W]m,n[L/2]

))
, ∀ m,n

3: µ← µ0

4: repeat
5: c← c+ 1

6: W̃∗
RF ←W

∗(c−1)
RF − µ ∂d

∂W∗
RF

7: [W
∗(c)
RF ]m,n = 1√

Nr
exp

(
j arg

(
[W̃∗

RF]m,n

))
, ∀m,n

8: W
∗(c)
BB = R

(
P∗H∗(IL ⊗W

(c)
RF)
)†

9: error(c) = d
(
W

(c)
RF ,W

(c)
BB

)
10: if error(c) > error(c−1) then
11: µ← µ/2

12: until error(c) < δ or c ≥ ε

13: WH[`] = WRFWBB[`], ∀ `
Output: {WH[`]}L`=1

The analog filter in the first iteration
(
WRF

(0)
)

is calculated as the projection of the digital
filter corresponding to the central subcarrier onto the setWRF (step 2, Algorithm 5.2) whereas
the step size µ is diminished in order to reach a local optimum. Next, at each algorithm iteration,
the unconstrained solution for the analog RF component is given by

W̃∗
RF = W∗

RF − µ
∂d

∂W∗
RF
, (5.24)

which is then projected onto the set of feasible solutionsWRF (step 7, Algorithm 5.2). The LS
solution is next employed to update the baseband filter such that W∗

BB = R(P∗H∗(IL⊗WRF))†.
Algorithm 5.2 shows the sequence of steps corresponding to the extended PG-based approach
to compute the hybrid filter from the digital version. This iterative algorithm is stopped when
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the distortion d falls below a certain threshold value or when the maximum number of iterations
ε is reached.

In [37, Section V], we analyze the computational complexity of the proposed Algorithm 5.2
for hybrid filtering, the proposed Algorithm 5.1 for user precoding and hybrid filtering, and the
considered allocation policies: individual, common and sequential.

5.5 Simulation Results

In this section, we evaluate the performance of the proposed algorithms through different
computer simulations where several filtering design techniques and scheduling implementations
are compared. We consider the exponential correlation model explained in Section 2.2 for the
user symbols. Results are averaged over N = 1000 channel realizations for each experiment.
We consider the simplified multipath channel model in the expression (2.32) in Subsection 2.5.1,
which accounts for the beam squint effect. The parameters for the channel model are set to LD

= 8 delay taps and Npi,j = 3 channel paths ∀ i, j. The AoAs and the AoDs are assumed to
be uniformly distributed over the interval [0, π] as in [31]. The relative delays τi,j,n are also
random and assumed to be uniformly distributed over the interval τi,j,n ∈ [0, (LD − 1)Ts], with
Ts = 1/fs. The complex-valued channel gains are i.i.d. random variables βi,j,m ∼ NC(0, 1).
The central carrier frequency is fc = 28 GHz whereas the signal bandwidth varies from
800 MHz to 3200 MHz. The number of subcarriers is set to L = 32.

The system performance is assessed in terms of the average SDR defined as

SDR (dB) = 10 log10

(
1/ξ̂sum

)
, (5.25)

where

ξ̂sum =
1

NL
∑L

l=1Ks[`]

N∑
n=1

L∑
`=1

Gs∑
i=1

gi[`]∑
j=1

|sn,i,j[`]− ŝn,i,j[`]|2 (5.26)

represents the average MSE between the source symbols and the estimated ones obtained after
the demapping operation at the BS.

Without loss of generality, we assume σ2
n = 1 and therefore define the SNR per user as

SNR (dB)i,j = 10 log10(P ′Ti,j), ∀ i = 1, . . . , Gs and j = 1, . . . , gi[`]. (5.27)

For simplicity, the same power constraint is considered for all the users. Finally, the maximum
number of iterations ε is set to 1000 in Algorithm 5.2 as well as in the other iterative algorithms
considered in this section for comparison. The main parameters considered in the simulations
are summarized in Table 5.2.

Two experiments have been carried out to evaluate the performance of the different proposed
methods. First, we evaluate the behavior of the GNU-SVD algorithm in combination with the
extended hybrid PG algorithm, and compare it with other possible system implementations. In
the second experiment, we evaluate the performance of the proposed user allocation approaches.
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Table 5.2: Simulation parameter setting.

Parameter Setting
Number of users K = 9

Spatial correlation model [Cs]i,j = ρ|i−j|, ∀ i, j
Number of antennas at the BS Nr = 100

Number of RF chains at the BS N r
RF = 3

Number of antennas per user Nt = 8

Number of taps (channel model) LD = 8

Channel paths (channel model) Npi,j = 3, ∀ i, j
AoA’s and AoD’s (channel model) [0, π]

Relative delay (channel model) (τi,j,n) τi,j,n ∈ [0, (LD − 1)Ts]

Sampling frequency (channel model) fs = 1760 MHz
Channel gain (channel model) βi,j,m ∼ NC(0, 1)

Carrier frequency (channel model) fc = 28 GHz
Signal bandwidths 800 MHz ∼ 3200 MHz

Number of subcarriers (channel model) L = 32

Channel realizations N = 1000

Number of iterations (PG algorithms) ε = 1000
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Figure 5.3: SDR (dB) versus SNR (dB) for K = 9 users, N r
RF = 3, B = 3200 MHz and ρ = 0.85.

Figure 5.3 shows the SDR (dB) versus SNR (dB) obtained forK = 9 users,B = 3200 MHz,
N r

RF = 3, ρ = 0.85 and different strategies for the design of the user precoding and the BS filter.
In particular, we consider the following alternatives: 1) the fully digital filtering cancellation
with MRT precoders at the users (DFc-DMRT); 2) a digital precoding cancellation with MRC
(DMRC-DPc); 3) a hybrid version of 1) by factorizing the filter with the PG algorithm in [30]
labeled as HFc-PG-DMRT; 4) a hybrid version of 1) by factorizing the filter with the proposed
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Algorithm 5.2, labeled as HFc-DMRT; 5) a hybrid version of 2) that utilizes the proposed
Algorithm 5.2 to factorize the filter and digital precoder cancellation (HMRC-DPc); and 6) the
proposed GNU-SVD algorithm. Simulations have considered γρ = 0 and γs = 0 to isolate the
impact of the group allocation. We have also chosen δρ = 0.8 and δs = 0.2 because those values
are a suitable trade-off between the impact of the channel similarity and the correlation for
ρ = 0.85. As observed, Figure 5.3 shows a gap (around 2.8 dBs) between the two fully digital
implementation strategies (DFc-DMRT and DMRC-DPc), which is related to the available
degrees of freedom to implement the inter-group interference cancellation. Note that the
DMRC-DPc approach performs the cancellation at the user precoders (pi,j[`] ∈ CNt×1, ∀ i, j, `)
with Nt = 16 antennas, whereas the DFc-DMRT approach implements the cancellation at the
common filter W[`] ∈ CNr×Gs , ∀ ` with Nr = 100 antennas.

In order to compare the hybrid filter implementations, we need to take into account two
issues: 1) the structure of the common filter to be factorized, and 2) how the factorization
problem is stated. By considering this last issue, we can sense that the factorization algorithm
proposed in [30, Section 7] provides the less appropriate strategy to obtain the hybrid filter
since that algorithm completely neglects the desired structures R[`] in (5.11). Therefore it is
reasonable that the HFc-PG-DMRT strategy exhibits the worst performance, especially for high
SNR values. As observed, the implementation strategies HMRC-DPc and HFc (Alg. 5.2)-
DMRT provide a similar behavior. Although the digital precoding interference cancellation
implemented in the HMRC-DPc is performed with less degrees of freedom, the hybrid
factorization of the MRCs is more feasible for wideband scenarios than the one performed
over the digital filter implemented according to Algorithm 4.3. This is because this approach
destroys the relationship between the column spaces at the different subcarriers [30]. Finally, by
implementing the user precoder cancellation in a second refinement step, the proposed GNU-
SVD approach provides the best performance among all the hybrid implementations, and also
offers a suitable trade-off between hardware-complexity and system performance. Note that in
all these hybrid strategies we are able to handle 9 user symbols per sub-band (L = 32) with
only three RF chains (N r

RF = 3).

Figure 5.4 shows the evaluation results for four different user allocation algorithms that
determine the user groups: 1) sequential allocation, 2) common allocation per subcarrier,
3) individual allocation per subcarrier neglecting the beam squint effect, and 4) random
allocation. We consider K = 9 users, N r

RF = 3, and ρ = 0.85. The proposed GNU-SVD
cancellation algorithm is employed to configure the user precoders and the hybrid filter. The
comparison is performed for two different bandwidths, i.e., B ∈ {800 MHz, 3200 MHz}.
The beam squint effect is more apparent for B = 3200 MHz, where the subcarrier offsets
ζ[`] = ((`− 1)− L−1

2
)B
L
, ∀ ` are larger, while this effect practically vanishes when considering

B = 800 MHz [31]. As observed in Figure 5.4, the random allocation provides the worst
performance for both bandwidths since it neglects the main factors (cross-correlation and
channel similarity) to define an appropriate allocation policy. Figure 5.4 also shows that, when
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B = 800 MHz, the remaining allocation strategies present a similar behavior. In this case,
the sequential and the common allocation approximately offer the same system performance as
the individual allocation because the inter-subcarrier channel similarity does not impact on the
allocation. However, the sequential allocation presents a small gain w.r.t. the other strategies
because the design of the digital filters takes into account the channel similarity of both the
users and the subcarriers, and therefore reduces the losses of working with a frequency-flat
analog filter.
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Figure 5.4: SDR (dB) versus SNR (dB) for K = 9 users, N r
RF = 3, B ∈ {800 MHz, 3200 MHz} and

ρ = 0.85.

A different behavior is observed when B = 3200 MHz due to the beam squint effect.
Figure 5.4 shows that the sequential and common allocation strategies achieve a higher
performance than the individual one since they incorporate the inter-subcarrier channel
similarity. Moreover, the sequential allocation strategy provides additional performance gains
by considering the limitations of working with a common RF filter at the BS.

Figure 5.5 shows the SDR (dB) versus the signal bandwidth (B) for the four considered user
allocation strategies: 1) sequential allocation, 2) common allocation per subcarrier, 3) individual
allocation per subcarrier, and 4) random allocation. We consider K = 9 users, N r

RF = 3 RF
chains, ρ = 0.85 and a particular SNR value, namely, SNR = 5 dB. The proposed GNU-
SVD cancellation algorithm is employed to define the user precoders and the hybrid filter. The
beam squint is practically negligible when considering B = 800 MHz but its effect starts to
be more apparent while the bandwidth increases because the subcarrier offsets become larger.
Figure 5.5 clearly illustrates the behavior of the different user allocation strategies under the
beam squint effect. Note how the random allocation strategy provides the worst performance in
the whole range of bandwidths because it neglects the correlation and the channel similarity
factor to determine the allocation. The performance of random allocation also worsens as
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the bandwidth increases because the probability of gathering users with significantly different
channels is higher. Figure 5.5 also shows that the remaining allocation policies (sequential,
common, and individual) present a similar behavior when B = 800 MHz since, under a
negligible beam squint effect, the inter-subcarrier channel similarity—which is incorporated
in the common and the sequential allocation—does not impact on the user allocation. However,
their behavior is different as the bandwidth increases because the sequential and the common
allocation, by considering the inter-subcarrier channel similarity, offer superior performance
than the individual allocation.
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Figure 5.5: SDR (dB) performance for K = 9 users, N r
RF = 3, SNR = 5 dB and ρ = 0.85.

5.6 Conclusions

This chapter has focused on the design of appropriate strategies for user grouping and hybrid
filtering in the uplink of wideband MU mmWave MIMO systems. A both-ends interference
cancellation procedure has been proposed to deal with the hardware constraints of the system
and serve the user groups in a DQLC-based scheme. The proposed hybrid design for the
BS filter leads to large gains over conventional algorithms based on matrix factorization for
wideband scenarios. A novel sequential allocation approach that considers the effects derived
from beam squint in wideband mmWave systems has also been developed. The proposed
sequential scheduling procedure provides gains of about 25% compared to the straightforward
extension of the scheduling strategy developed for narrowband scenarios, and significant gains
over the random allocation policy. Finally, the obtained results show the benefits of the user
grouping strategies for wideband scenarios, which allows serving a number of streams per
subcarrier larger than the number of available RF chains.
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Chapter VI

Intelligent Reflecting Surfaces for
Wideband Multiuser mmWave MIMO
Systems

Conventional wireless communication systems consist of a transmitter sending information to
a receiver via an uncontrollable propagation environment. By considering the growing interest
on accomplishing real-time reconfigurable propagation environments for B5G technologies and
future wireless communication systems, the IRSs constitute a promising candidate [130]–[133].
An IRS is a real-time reconfigurable reflectarray deployed to smartly reconfigure the wireless
propagation environment through the use of massive low-cost passive elements.

The idea of controlling the environment in mmWave and Terahertz (THz) setups has been
introduced in [17], [130], [134] by employing software-controlled metamaterials. Although
this idea of passive reflecting surfaces has been employed for a number of applications in
radar systems, remote sensing, and satellite communications, they were not considered for
mobile communication because the traditional reflecting surfaces with fixed PSs were unable
to cope with the dynamic wireless channels due to user mobility. Nowadays, the advances
in metamaterials (e.g., metasurfaces) represent a certain guarantee for the reconfigurability of
reflecting surfaces by enabling the real-time adjustment of the surface PSs [135], [136].

There are some overview papers about IRSs in the literature. In [133], the authors present
a survey of the use of IRSs for smart environments. Therein, the main applications, the
advantages over existing technologies, the hardware architecture and the signal model for IRS-
aided systems are considered. In [137], a short review is provided with the aim of covering IRS
implementations, future research directions for IRSs and their role in B5G communications.
In [138], the authors emphasize on the potential applications of ML to IRS challenges. In
contrast, the authors in [12] mainly focus on the key issues of the design and implementation
of IRS-assisted communication systems. In [38], we have presented a comprehensive overview
including the theoretical basis of the IRSs, their most recent applications and an up-to-date
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review of the papers related to the IRS technology. This analysis includes the performance
metrics employed for the system design, their main results, and contributions, as well as the
different considered setups (see [38, Tables 1-6]).

In this chapter, we briefly describe some preliminary concepts of the IRS technology and
then focus on an unexplored use case of IRS-aided system design. The remainder of this chapter
is structured as follows. Section 6.1 introduces the chapter. The main elements about the theory
and the design of the IRS technology are described in Section 6.2. A wideband MU multi-
stream mmWave MIMO system model under imperfect CSI is described in Section 6.3. A
MMSE approach for the design of the frequency-flat IRS phase-shift matrix, the wideband
precoders and user filters is explained in Section 6.5, where an alternating minimization
algorithm is described to exploit the statistical of the estimation error. We present simulation
results and comparisons in Section 6.6 and finally, the Section 6.7 is devoted to the conclusions
of the chapter.

6.1 Introduction

Some use cases for IRS-aided wireless communication systems have already been considered in
the literature. In [15], a single-user SISO system with a direct channel available between both
communication ends is considered. In this specific case, the optimal IRS phase-shift matrix is
the one that aligns the reflected rays to the direct path between the transmitter and the receiver.
However, this solution is not applicable to MU MIMO systems where a common IRS response
must be designed for all users.

In [34], the rank improvement of a downlink IRS-aided MIMO system is exploited to
obtain capacity gains in a single-user scenario. The authors in [35] have studied the asymptotic
achievable rate of a downlink MU IRS-aided MISO system. The setup considers a scheme with
multiple IRSs where some users are supported by the IRSs and others directly communicate
to the BS. The authors propose a modulation scheme suitable for a downlink IRS-aided
system which provides achievable sum-rate values larger than those obtained in non-IRS-
aided schemes. In [33], a MU IRS-aided NOMA MISO downlink system—which enables
the communication over both the IRS-aided and the direct channel between each user and the
BS—is addressed. The approach considers the joint optimization of the BS precoders and the
IRS phase-shift matrix to minimize the total transmission power. The authors in [32] consider
a MU MISO IRS-aided system with an on/off modulation at the reflecting elements.

Still, the interest in IRS-aided wireless communication systems is recent and some use
cases remain unexplored. For instance, none of the works in [15], [32]–[35] consider MU
MIMO setups. They do not consider wideband either, a relevant feature when considering IRS
technology for mmWave communications. In this case, the design of the IRS-aided wireless
systems is significantly more challenging because it is necessary to consider the frequency-flat
nature of the IRS phase shift matrix and wideband communication effects. Regarding CSI,
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most works consider perfect knowledge of the channel responses, disregarding the errors in the
channel estimations. Only limited works address this effect and propose more robust IRS-aided
systems. An example is the work in [139], where the authors considered an MMSE-optimal
beamforming in a narrowband single-user MISO system. Another attempt to implement robust
design algorithms for IRS-aided systems is the work in [140], where a narrowband MU MISO
IRS-aided system under imperfect CSI is approached. However, in this work, the cascaded
channel is estimated in two steps, i.e., the BS-IRS channel and the IRS-user channels are
independently estimated. This is difficult to achieve since active elements should be installed at
the IRS.

In this chapter, we consider that CSI is imperfect in the wideband MU MIMO IRS-aided
system. This makes a difference with respect to the previous works on IRS-aided systems [15],
[32]–[35], where the authors assume perfect knowledge of the CSI at both ends and works like
[139] and [140], where simpler scenarios (narrowband single-user MISO and narrowband MU
MISO, respectively) are considered.

We consider a more general scenario than [15], [32]–[35], namely a wideband MU IRS-
aided mmWave MIMO system under imperfect CSI. We address the joint optimization of the
precoders and the filters for all the subcarriers and the IRS phase-shift matrix, which is assumed
to be frequency flat, assuming imperfect CSI at the receivers and the transmitter. To this end,
we develop an alternating PG approach that minimizes the MSE between the transmitted and
estimated symbols by exploiting the BC-MAC duality. In particular, the main contributions of
this chapter are the following:

• The joint design of the frequency-dependent precoders/filters and the frequency-flat IRS
phase-shift matrix in the downlink of a wideband MU multi-stream IRS-aided mmWave
MIMO system by means of the BC-MAC duality is performed.

• The development of an alternating PG minimization method to design the wideband
precoders/filters and the frequency-flat IRS phase-shift matrix in imperfect CSI setups.

6.2 Theory and Design of IRSs

In this section, we provide some details about the theory and the practical implementation of
IRSs. The hardware implementation of the IRSs is based on the concept of metasurface, i.e., a
controllable two-dimensional metamaterial [135], [141]. The metasurface consists of a planar
array with a large number of meta-atoms with a sub-wavelength electrical thickness, which
is designed according to the operating frequency. The meta-atoms are metals or dielectrics
able to transform the impinging electromagnetic waves. The properties of these elements and
the structural arrangement in the array determine the transformations on the incident waves.
The physical structure of the metasurface defines the electromagnetic properties and thus the
behavior at the specific frequency [142], [143]. The tunable chips inserted in the metasurface to
interact with the scattering element and communicate with an IRS controller are implemented
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through positive-intrinsic negative (PIN) diodes [144], [145], ferro-electric devices, or varactor
diodes [146]–[148]. A typical architecture of IRSs is shown in Figure 6.1. This consists of
three layers and a smart controller. In the outer layer, a large number of metallic patches (meta-
atoms) are printed on a dielectric substrate to directly interact with the impinging signals (see
Figure 6.2(a)). Behind this layer, a copper plate is used to avoid the signal energy leakage.
Finally, a control circuit board is also deployed for adjusting the phase shift of each element,
triggered by a smart controller attached to the IRS [12].

Reflecting element

Controller

Control circuit 
         board

Copper backplane

Figure 6.1: IRS architecture.
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Figure 6.2: Elements of a metasurface.

Generally, the approaches in the literature related to the design of metasurfaces are based
on Snell’s law [149]. The strongest scattered signal is obtained in the specular direction, i.e.,
being θi the angle of the incident wave, the strongest reflected signal is obtained for an angular
direction θs, such that θs = θi (as shown in Figure 6.2(b)). There are a few papers that
focus on the theoretical basis, physics and classification of the metasurfaces [150], [151]. In
[150], the authors discuss the theoretical basis to characterize metasurfaces and comment on
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their application as well as how metasurfaces are distinguished from conventional frequency-
selective surfaces. In [151], the physical properties and future applications of the metasurfaces
are analyzed.

6.2.1 IRS Controller

The IRS controller is devoted to receiving and communicating the reconfiguration requests, and
then distributing the phase shift decisions to all the tunable IRS elements. This controller might
be implemented by employing a field programmable gate array (FPGA) [144], [152], a direct
current source [153], or a microcontroller [147], [154]. In [155], a metasurface composed of
reconfigurable metamaterial strips arranged in a grid has been designed. Specifically, a set of
four metamaterial strips is configured via a controller switch. The work in [156] also considers
a reduced number of controller chips to serve the full IRS array.

6.3 System Model
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Figure 6.3: Block diagram of the wideband multi-stream IRS-aided mmWave MIMO BC system.

In this chapter, we consider the downlink of a wideband MU mmWave MIMO system shown
in Figure 6.3, where a common BS with Nt antennas communicates with K users with Nr

antennas each. The BS sends wideband OFDM symbols to fully exploit the large bandwidths
available in mmWave. The wireless channels between the BS and the users are assumed to be
frequency selective. The OFDM modulation is considered, together with a cyclic prefix long
enough to avoid ISI. This way, the frequency selective channels are decomposed into L parallel
narrowband subchannels, each experiencing a different channel response.

We also consider multi-stream transmissions such that the BS allocates Ns,k[`] streams at
subcarrier ` = 1, . . . , L to be transmitted to user k = 1, . . . , K. Thus, the total number
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of streams allocated at subcarrier ` is Ns[`] =
∑K

k=1Ns,k[`]. The vector of Ns,k[`] symbols

transmitted by the BS to the k-th user at subcarrier ` is sk[`] =
[
sk1 [`], sk2 [`], . . . , skNs,k[`]

[`]
]T

.
The total number of allocated data streams, by considering the K users and the L subcarriers,
is Ns =

∑L
`=1 Ns[`]. We assume there is no total blockage between the BS and the users, i.e.,

there is a direct channel between the BS and the k-th user whose response at subcarrier ` is
HBk [`] ∈ CNr×Nt .

In addition, an IRS is deployed to assist the communication, which conforms an additional
cascaded BS-IRS-User link. The channel responses at subcarrier ` from the IRS to the k-
th user and from the BS to the IRS will be termed HIk [`] ∈ CNr×N and HBI[`] ∈ CN×Nt ,
respectively. The deployed IRS is assumed to have N passive elements. Thus, the IRS phase-
shift matrix is represented by a diagonal matrix Θ = diag(ν) ∈ D, where ν = [ν1, . . . , νN ]T =[
ejθ1 , . . . , ejθN

]T and θn ∈ [0, 2π) represents the phase shift introduced by the n-th IRS
element. D ∈ CN×N is the set of feasible IRS matrices, i.e., the set of diagonal matrices
with unit magnitude entries. The cascaded BS-IRS-user channel response at subcarrier ` is
given by Hck [`] = HIk [`]ΘHBI[`] =

∑N
n=1 νn [HIk ]:,n [`] [HBI]n,: [`]. We highlight that the

frequency response of the IRS is nominally flat and thus common to all the subcarriers and
users. As explained later, this circumstance significantly complicates the design of the IRS-
aided communication system.

The BS employs the linear precoder Pk[`] ∈ CNt×Ns,k[`] to communicate with the k-th user
at subcarrier `. These precoders are subject to a per-subcarrier transmission power constraint,
as in [30], [37], i.e.,

∑K
k=1 tr(Pk[`]P

∗
k[`]) ≤ PT[`], being PT[`] the available transmission power

at subcarrier ` such that PT[`] = PT
L

, where PT is the total power available at transmission.

According to this system model, the signal received by the k-th user at subcarrier ` reads as

yk[`] =

HBk [`]︸ ︷︷ ︸
Direct link

+ HIk [`]ΘHBI[`]︸ ︷︷ ︸
IRS-aided link

 K∑
u=1

Pu[`]su[`] + ηk[`], (6.1)

where ηk[`] =
[
ηk1 [`], ηk2 [`], . . . , ηkNr

[`]
]T represents the complex-valued AWGN modeled as

η ∼ NC(0,Cηk) with Cηk = σ2
ηk

INr . Finally, the equivalent channel response corresponding to
the k-th user at subcarrier ` is defined as

Hek [`] = HBk [`] + HIk [`]ΘHBI[`] = HBk [`] +
N∑
n=1

νn [HIk ]:,n [`] [HBI]n,: [`], (6.2)

where n = 1, . . . , N stands for the index of each channel path modified by the IRS by
introducing the phase shift corresponding to the element νn. At reception, the user k estimates
its symbols ŝk[`] at subcarrier ` by applying the linear filter Wk[`] ∈ CNs,k[`]×Nr , that is,
ŝk[`] = Wk[`]yk[`].
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6.3.1 Channel Estimation

To carry out channel estimation, pilot symbols without precoding are transmitted by the BS
during Np channel uses. The matrix Xk[`] ∈ CNt×Np stacks all the pilots transmitted to estimate
the channel response for the k-th user at subcarrier `. Each column vector in Xk[`] represents
the pilots transmitted in a channel use. The symbols received by user k at subcarrier ` when
transmitting the pilots are stacked in the matrix Y′k[`] ∈ CNr×Np , which is given by

Y′k[`] =

HBk [`]︸ ︷︷ ︸
Direct link

+ HIk [`]ΘHBI[`]︸ ︷︷ ︸
IRS-aided link

 K∑
u=1

Xu[`] + N′k[`]. (6.3)

Vectorizing Y′k[`] given by (6.3) we get (cf. [157, Theorem 3.13])

y′k[`] =

(
K∑
u=1

X∗u[`]⊗ INr

)
Hk[`]ν

′ + η′k[`], (6.4)

where
ν ′ =

[
1,νT

]T ∈ CN+1,

Hk[`] =
[
hBk [`],H

T
IB[`] ~ HIk [`]

]
∈ CNrNt×N+1

stacks both the vectorized versions of the direct channel (hBk [`]) and the cascaded channel,
and η′k ∼ NC

(
0, INt ⊗Cηk

)
. Assuming Nν different phase allocations during the estimation

process to modify the paths of the whole channel, we have [158]

V =
[
ν ′1, . . . ,ν

′
Nν

]
∈ CN+1×Nν . (6.5)

We next assume that the same pilot matrix X∗u[`] is transmitted over the Nν different phase
allocations and that the corresponding received symbols are stacked in the following matrix

Yk[`] =

(
K∑
u=1

X∗u[`]⊗ I

)
Hk[`]V + Nk[`] ∈ CNrNp×Nν . (6.6)

Note now that the channel response Hk[`] for the k-th user can be estimated following a LS
approach. Indeed, following [158], the LS estimation of the channel response is given by

ĤLSk [`] =

(
K∑
u=1

X∗u[`]⊗ I

)†
Yk[`]V

† ∈ CNrNt×N+1, (6.7)

and the LS estimation error is given by the following matrix

NLSk [`] =

(
K∑
u=1

X∗u[`]⊗ I

)†
N[`]V

∗ ∈ CNrNt×N+1, (6.8)

whose column vectors have the distribution [NLSk ]:,i [`] ∼ NC (0,CLSk) with the following
covariance matrix

CLSk=
(

(Xk[`]X
∗
k[`])

−1 ⊗Cηk

)
tr
(

(V∗V)−1
)
CNrNt×NrNt . (6.9)
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where Cηk ∈ CNr×Nr is the receiving noise covariance matrix. Assuming the training
sequence is unitary, the LS estimation error covariance matrix CLSk [`] is simplified such that
[NLSk ]:,i [`] ∼ NC (0, INt ⊗Cηk).

By considering the analysis in Subsection 6.3.1, the channel uncertainty can be modeled as a
statistical error. Therefore, channel realizations in the downlink can be decomposed as follows

HBk [`] = ĤBk [`] + EBk [`]

for the direct channels and

HIk [`]ΘHBI[`] =
N∑
n=1

νn

(
Ĥcomkn [`] + Eckn [`]

)
,

for the cascaded channels such that

Ĥcomkn [`] = [HIk ]:,n [`] [HBI]n,: [`]
∧

, ∀n = 1, . . . , N.

Here HIk [`], HBI[`] and HBk [`] are the true channels at subcarrier ` of user k whereas Ĥcomk [`],
and ĤBk [`] stand for the estimated channels at subcarrier ` of user k.

Recall that the estimations of the channels HIk [`] and HBI[`] are performed jointly due to
the passive nature of the IRS. The entries of EBk [`] and Eckn [`] are the estimation errors of the
direct and cascaded channels, respectively. Such errors are zero-mean Gaussian distributed
with a covariance matrix E

[
eBk [`]e

∗
Bk [`]

]
= INt ⊗ Cηk ,∀` and E

[
eckn [`]e∗ckn [`]

]
= INt ⊗

Cηk ,∀`, n, respectively, where eBk [`] and eckn [`] are the vectorized versions of EBk [`],∀ k, `
and Eckn [`],∀ k, n, `, respectively. They correspond to the first and the n-th column of NLSk [`],
respectively. Note that a similar approach can be followed for the dual uplink and we can define
a dual covariance error matrix C′nk ∈ CNt×Nt for the estimation performed in the dual uplink
[159]. According to this error model, the next equivalence can be stated

Hek [`] = Ĥek [`] + EBkn [`] +
N∑
n=1

νnEckn [`], (6.10)

where

Ĥek [`] = ĤBk [`] +
N∑
n=1

νnĤcomkn [`] = ĤBk [`] + (ν ⊗ IN r)
T Ĥcomk [`], (6.11)

with Ĥcomk =
[
ĤT

comk1
, . . . , ĤT

comkN

]T
. Note that considering the channel estimation errors, the

received symbols given by (6.1) can be expressed as follows

yk[`] =

(
Ĥek [`] + EBkn[`] +

N∑
n=1

νnEckn [`]

)
K∑
u=1

Pu[`]su[`] + ηk[`]. (6.12)

At reception, the user k estimates its symbols ŝk[`] at subcarrier ` by applying the linear filter
Wk[`] ∈ CNs,k[`]×Nr , that is, ŝk[`] = Wk[`]yk[`].

Table 6.1 summarizes the main system model parameters and variables considered in this
downlink wideband MU multi-stream IRS-aided mmWave MIMO system. We model the
wideband mmWave channels by following the expression (2.32) in Subsection 2.5.1.
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Table 6.1: BC system model parameters.

Description Parameter
Number of antennas at the BS Nt

Number of users K

Number of antennas per users Nr

Number of subcarriers L

Number of streams per user at subcarrier ` Ns,k[`]

Vector of the Ns,k[`] symbols at subcarrier ` sk[`]

Precoder: k-th BS precoder at subcarrier ` Pk[`]

Power available at subcarrier ` PT[`]

BS-User direct channel: k-th user at subcarrier ` HBk[`]

BS-IRS channel subcarrier ` HBI[`]

IRS-User channel: k-th user at subcarrier ` HIk [`]

Frequency-flat IRS phase shift matrix Θ

Main diagonal of IRS phase shift matrix ν

Vector of AWGN at the k-th user at subcarrier ` ηk[`]

Filter: k-th user filter at subcarrier ` Wk[`]

Vector of the Ns,k[`] estimated symbols at subcarrier ` ŝk[`]

Number of streams at subcarrier ` Ns[`]

Total number of data streams Ns

Covariance matrices of the errors in the downlink Cnk

6.4 Determination of the IRS Phase-Shift Matrix, the
Precoders, and the Filters

Considering the described scenario and the corresponding channel model, we aim at
determining the precoders Pk[`],∀k, `, the receiving linear filters Wk[`], ∀k, ` and the IRS phase
shift matrix Θ such that the achievable sum rate, given by

Rsum =
1

L

K∑
k=1

L∑
`=1

log2

∣∣∣(INs,k[`] + X−1
k [`]Wk[`]Hek [`]Pk[`]P

∗
k[`]H

∗
ek [`]W

∗
k[`]
)∣∣∣, (6.13)

with

Xk[`] =
∑
i 6=k

Wk[`]HekPi[`]P
∗
i [`]H

∗
ek [`]W

∗
k[`] + σ2

ηk
Wk[`]W

∗
k[`] (6.14)

and

Hek [`] = HBk [`] + HIk [`]ΘHBI[`], (6.15)

is maximized while fulfilling the overall power constraint (PT). Note that Hek [`] represents the
equivalent BS-IRS-User channel for the k-th user at subcarrier `. Therefore, we can state the
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following optimization problem

arg max
Θ,Pk[`],Wk[`],∀k,`

Rsum (6.16)

s.t.
K∑
k=1

tr
(
Pk[`]P

∗
k[`]
)
≤ PT[`],∀`, Θ ∈ D.

The solution of (6.16) is computationally intractable mainly because of the non-convexity
nature of the cost function and the non-convex constraints on the IRS matrix, i.e., unit magnitude
for each element in the main diagonal entries. Furthermore, the IRS phase shift matrix is
common to all the users and subcarriers, which makes the solution of (6.16) even more difficult,
since the common IRS must be designed to simultaneously modify all the user channels at the
L subcarriers.

6.5 MMSE Approach

In order to maximize the achievable sum-rate given by (6.13), we reformulate the optimization
problem in (6.16) as a MSE minimization problem since minimizing the system sum-MSE
maximizes a lower bound of the system capacity [160].

6.5.1 BC-MAC and MAC-BC Dualities for Wideband IRS-Aided Systems

We elaborate the signal model for the symbols corresponding to the k-th user and `-th subcarrier
after the linear filtering at reception, i.e.,

ŝk[`] =Wk[`]

(
Ĥek [`] + EBkn [`] +

N∑
n=1

νnEckn [`]

)
K∑
u=1

Pu[`]su[`] + Wk[`]ηk[`]. (6.17)

The downlink MSE for the k-th user at subcarrier ` is

MSEDL
k [`] = E

[
‖sk[`]− ŝk[`]‖2

2

]
= E

[
tr
(

(sk[`]− ŝk[`]) (sk[`]− ŝk[`])
∗
)]

= tr

(
Wk[`]

{
Ĥek [`]

[
K∑
i=1

Pi[`]P
∗
i [`]

]
Ĥ∗ek [`] + σ2

ηk
INr

}
W∗

k[`]

+ E

[
Wk[`]

{
EBk [`]

[
K∑
i=1

Pi[`]P
∗
i [`]

]
E∗Bk [`]

}
W∗

k[`]

]

+ E

[
Wk[`]

{
N∑
n=1

Eckn [`]νn

[
K∑
i=1

Pi[`]P
∗
i [`]

]
N∑
l′=1

E∗ckn′ [`]ν
∗
n′

}
W∗

k[`]

]

−Wk[`]Ĥek [`]Pk[`]−P∗k[`]Ĥ
∗
ek [`]W

∗
k[`] + INs,k [`]

)
. (6.18)
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This expression for the downlink MSE in terms of the precoders Pk[`], the filters Wk[`] the
estimated channels Ĥ∗ek [`] and the errors EBk [`], Eckn[`],∀n, k can be rewritten as follows

MSEDL
k [`] = tr

(
Wk[`]

{
Ĥek [`]

[
K∑
i=1

Pi[`]P
∗
i [`]

]
Ĥ∗ek [`] + σ2

ηk
INr

}
W∗

k[`]

)

+ tr

(
K∑
i=1

Pi[`]P
∗
i [`]

)
tr

(
Wk[`]CnkW

∗
k[`]

)
+ ν∗tr

(
K∑
i=1

Pi[`]P
∗
i [`]

)
tr

(
Wk[`]CnkW

∗
k[`]

)
ν

− tr

(
Wk[`]Ĥek [`]Pk[`]−P∗k[`]Ĥ

∗
ek [`]W

∗
k[`] + INs,k [`]

)
. (6.19)

Note that

E

[
tr

(
Wk[`]

{
EBk [`]

[
K∑
i=1

Pi[`]P
∗
i [`]

]
E∗Bk [`]

}
W∗

k[`]

)]

= tr

({
K∑
i=1

Pi[`]P
∗
i [`]

})
tr

(
Wk[`]CnkW

∗
k[`]

)
(6.20)

and

E

[
tr

(
Wk[`]

{
N∑
n=1

Eckn [`]νn

[
K∑
i=1

Pi[`]P
∗
i [`]

]
N∑
l′=1

E∗ckl′ [`]ν
∗
l′

}
W∗

k[`]

)]

= ν∗tr

([
K∑
i=1

Pi[`]P
∗
i [`]

])
tr

(
Wk[`]CnkW

∗
k[`]

)
ν. (6.21)

For given precoder Pk[`] and IRS phase shift matrix Θ, the k-th user MMSE receiving filter is
readily determined as follows

WMMSEk [`]=P∗k[`]Ĥ
∗
ek [`]

(
Ĥek [`]Pk[`]P

∗
k[`]Ĥ

∗
ek [`]+Yk[`]

)−1

, (6.22)

where Yk[`] ∈ CNr×Nr is the interference-plus-noise matrix given by

Yk[`] =
∑
i 6=k

Ĥek [`]Pi[`]P
∗
i [`]Ĥ

∗
ek [`] + σ2

ηk
INr + (‖ν‖2

2 + 1)
K∑
i=1

tr (Pi[`]P
∗
i [`]) Cnk . (6.23)

Substituting (6.22) into (6.17) leads to the following expression for the downlink MSE

MSEDL
k [`] = tr

(
INs,k [`] + P∗k[`]Ĥ

∗
ek [`]Y

−1
k [`]Ĥek [`]Pk[`]

)−1

. (6.24)

Note that the received symbols for all the users at the `-th subcarrier can be represented by
means of the following compact expression (cf. Figure 6.4)

ŝ[`] = W[`]He[`]P[`]s[`] + W[`]η[`], (6.25)
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where ŝ[`] =
[
ŝT1 [`], . . . , ŝTK [`]

]T
∈ CNs[`], s[`] =

[
sT1 [`], . . . , sTK [`]

]T
∈ CNs[`], η[`] =[

ηT1 [`], . . . ,ηTK [`]
]T
∈ CNrK and He[`] =

[
H∗e1 [`], . . . ,H

∗
eK [`]

]∗
∈ CNrK×Nt result from

stacking all the estimated user symbols, the original symbols sent to all the users, the overall
noise and the user channels, respectively, at subcarrier `, whereas P[`] =

[
P1[`], . . . ,PK [`]

]
∈

CNt×Ns[`] and W[`] = blkdiag (W1[`], . . . ,WK [`]) ∈ CNs[`]×NrK collect all the BS precoders
and the user filters, respectively, at the `-th subcarrier.
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Θ  HBI[ ]ℓ
HIK
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η
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WK[ ]ℓ

W1[ ]ℓ
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Ns,1[ ]ℓ
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y1[ ]ℓ Nr

Nr

sK

s1
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Figure 6.4: Wideband multi-stream mmWave MIMO BC IRS-aided system at subcarrier `.

The overall downlink MSE at subcarrier `, namely MSEDL[`] =
∑K

k=1 MSEDL
k [`] can also

be represented in a compact expression as follows

MSEDL[`] = tr
(
INs [`] + P∗[`]Ĥ∗e [`]Y−1[`]Ĥe[`]P[`]

)−1

, (6.26)

where INs[`] ∈ CNs[`]×Ns[`] and

Y−1[`] = blkdiag
(
Y−1

1 [`], . . . ,Y−1
K [`]

)
∈ CNrK×NrK .

Finally, in order to determine the wideband precoders and the frequency-flat IRS phase-
shift matrix in our downlink wideband multi-stream MU IRS-aided mmWave MIMO system
with imperfect CSI, we formulate the following downlink MSE minimization problem

arg min
Θ,Pk[`],∀k,`

L∑
`=1

K∑
k=1

MSEDL
k [`] (6.27)

s.t.
K∑
k=1

tr(Pk[`]P
∗
k[`]) ≤ PT[`],∀`, Θ ∈ D.

Note that Pk[`] appears both in (6.24) and inside Yk[`]. This optimization problem can be
formulated in the dual MAC and we will get a reduction of the computational complexity by
obtaining a better mathematical structure of the MSE.

We exploit the BC-MAC duality explained in Section 2.4 to solve (6.27). We start defining
the virtual dual MAC model for the considered scenario. Let sUL

k [`] be the vector of uplink

116



6.5. MMSE Approach

symbols transmitted by the users over subcarrier ` in the dual MAC system. The corresponding
uplink symbols received at the antennas of the BS will be

yUL[`] =
K∑
k=1

H∗ek [`]Tk[`]s
UL
k [`] + n[`], (6.28)

where Tk[`] ∈ CNr×Ns,k[`] and H∗ek [`] are the k-th user precoder and the equivalent channel
response in the dual MAC, respectively, for subcarrier `. The noise at subcarrier ` introduced
at reception is represented by n[`] ∼ NC(0, σ2

nINt). Recall that the channel H∗ek [`] =

H∗BI[`]Θ
∗H∗Ik [`] + H∗Bk [`] is the conjugate transpose of the joint cascaded and direct channel

matrices for the k-th user at subcarrier ` given by (6.15).
We now introduce Gk[`] ∈ CNs,k[`]×Nt , ∀k, which are the linear filters used at reception in

the dual MAC to estimate the incoming uplink symbols for user k and subcarrier `, i.e.,

ŝUL
k [`] = Gk[`]y

UL[`] = Gk[`]
K∑
i=1

H∗ei [`]Ti[`]s
UL
i [`] + Gk[`]n[`]. (6.29)

By considering imperfect CSI and a similar approach to that in Subsection 6.3.1, the uplinks
symbol expression (6.29) can be rewritten as

ŝUL
k [`] =Gk[`]

K∑
i=1

(
Ĥ∗ei [`] + E∗Bi [`] +

N∑
n=1

E∗ckn [`]ν∗n

)
T∗i [`]s

UL
i [`] + Gk[`]n[`]. (6.30)

We next determine the uplink MSE between the sent and the estimated symbols, i.e.,
MSEUL

k [`] = E [‖sUL
k [`]− ŝUL

k [`]‖2
2]. This MSE per user in the dual uplink at subcarrier ` when

considering imperfect CSI is given by

MSEUL
k [`] = tr

(
Gk[`]

{[
K∑
i=1

Ĥ∗ei [`]Ti[`]T
∗
i [`]Ĥei [`]

]
+ σ2

nINt

}
G∗k[`]

)

+
K∑
i=1

tr

(
CniTi[`]T

∗
i [`]

)
tr

(
Gk[`]G

∗
k[`]

)
+ ν∗

K∑
i=1

tr

(
CniTi[`]T

∗
i [`]

)
tr

(
Gk[`]G

∗
k[`]

)
ν

− tr

(
Gk[`]Ĥ

∗
ek [`]Tk[`]−T∗k[`]Ĥek [`]G

∗
k[`] + INs,k[`]

)
. (6.31)

The MMSE filter in the uplink is given by

GMMSEk [`] = T∗k[`]Ĥek [`]
(
Ĥ∗e [`]T[`]T∗[`]Ĥe[`] + σ2

nINt

+ (1 + ‖ν‖2
2)

K∑
i=1

tr
(
CniTi[`]T

∗
i [`]
)
INt

)−1

, (6.32)

and the MSE per user achieved at subcarrier ` when employing this MMSE receiving filter is
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MSEUL
k [`] = tr

((
INs,k[`] + T∗k[`]Ĥek [`]

(
K∑
i 6=k

Ĥ∗ei [`]Ti[`]T
∗
i [`]Ĥei [`]

+σ2
nINt + (1 + ‖ν‖2

2)
K∑
i=1

tr
(
CniTi[`]T

∗
i [`]
)
INt

)−1

Ĥ∗ek [`]Tk[`]

)−1)
, (6.33)

where T[`] = blkdiag (T1[`], . . . ,TK [`]) is a block diagonal matrix that stacks all the dual
uplink user precoders, and Ĥ∗e [`] =

[
Ĥ∗e1 [`], . . . , Ĥ

∗
eK [`]

]
stacks all the equivalent channel

response matrices. Note that this expression only depends on the uplink wideband precoders in
the dual MAC, Tk[`], and the frequency-flat IRS phase-shift matrix Θ.
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Figure 6.5: Dual MAC of the wideband MU multi-stream IRS-aided mmWave MIMO system model at
subcarrier `.

We next rewrite the received uplink symbols at subcarrier ` given by (6.28) by means of the
following more compact expression (cf. Figure 6.5)

yUL[`] = H∗e [`]T[`]sUL[`] + n[`], (6.34)

where sUL[`] =
[
sULT

1 [`], . . . , sULT
K [`]

]T
is a vector that gathers all the uplink user symbols sent

over the `-th subcarrier. According to (6.15), this latter matrix is related to the different channel
responses in the signal model as follows

H∗e [`] = (H∗BI[`]Θ
∗H∗I [`] + H∗B[`]) ∈ CNt×NrK , (6.35)

where H∗I [`] =
[
H∗I1 [`], . . . ,H

∗
IK [`]

]
∈ CN×NrK , and H∗B[`] =

[
H∗B1

[`], . . . ,H∗BK [`]
]
∈

CNt×NrK .
Substituting the frequency selective equivalent channel responses given by (6.35) into (6.34)

leads to
yUL[`] = (H∗BI[`]Θ

∗H∗I [`] + H∗B[`]) T[`]sUL[`] + n[`]. (6.36)
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Note that T[`] ∈ CNrK×Ns[`] and sUL[`] ∈ CNs[`] with Ns[`] =
∑K

k=1Ns,k[`], i.e., their
dimensions depend on the number of served data streams per user.

The estimated uplink data symbols corresponding to the K users at subcarrier ` in the dual
MAC signal model can hence be defined as

ŝUL[`] =G (H∗BI[`]ΘH∗I [`] + H∗B[`]) T[`]sUL[`] + G[`]n[`], (6.37)

where G∗[`] = [G∗1[`], . . . ,G∗K [`]]∗ is the receiving filter that stacks the filters Gk[`], ∀k which
estimate all the uplink symbols at subcarrier `. Note that ŝUL[`] collects all the estimated user
symbols ŝUL

k [`], ∀k, which can also be obtained through (6.29). Considering imperfect CSI, the
estimated uplink user symbols ŝUL[`] can be represented as follows

ŝUL[`] = G[`]

(
Ĥ∗B[`] + E∗B[`] +

N∑
n=1

(
Ĥ∗comn [`] + E∗cn [`]

)
ν∗n

)
T[`]sUL [`] + G[`]n[`], (6.38)

with E∗B[`] =
[
E∗B1

[`], . . . ,E∗BK [`]
]
∈ CNt×NrK and E∗cn [`] = [Ec1n [`], . . . ,EcKn [`]] ∈ CNt×NrK ,

Ĥ∗comn [`] =

[
Ĥ∗com1n

[`], . . . , Ĥ∗comKn
[`]

]
∈ CNt×NrK , ∀n. The MMSE receiving filter using this

compact formulation is given by

GMMSE[`] =T∗[`]Ĥek

(
Ĥ∗e [`]T[`]T∗[`]Ĥe[`]

+ σ2
nINt + (1 + ‖ν‖2

2)
K∑
i=1

tr
(
CniTi[`]T

∗
i [`]
)
INt

)−1

, (6.39)

and the overall uplink MSE achieved at subcarrier `when employing this MMSE receiving filter
is

MSEUL[`] = tr

((
INs[`] + T∗[`]Ĥe[`]

×
(
σ2

nINt + (1 + ‖ν‖2
2)

K∑
i=1

tr
(
CniTi[`]T

∗
i [`]
)
INt

)−1

Ĥ∗e [`]T[`]

)−1)
. (6.40)

According to [67], [159], the filters and precoders in the downlink are related to their
counterparts in the dual MAC as follows:

P[`] = ξ[`]G∗[`], (6.41)

W[`] = ξ∗[`]T∗[`], (6.42)

with ξ[`] ∈ R, given by

ξ[`] =

√
PT[`]∑K

k=1 ‖Gk[`]‖2
F

. (6.43)
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On the other hand, the MAC-BC duality is established as

G[`] = ζ−1[`]P∗[`], (6.44)

T[`] = ζ[`]W∗[`], (6.45)

with ζ[`] ∈ R given by

ζ[`] =

√
PT[`]∑K

k=1 ‖Wk[`]‖2
F

. (6.46)

Table 6.2: Dual MAC system model parameters.

Description Parameter
Precoder: k-th user at subcarrier ` Tk[`]

Dual (BC-MAC) frequency flat IRS phase shift matrix Θ∗

Dual user-BS direct channel: k-th user at subcarrier ` H∗Bk [`]

BS-IRS channel at subcarrier ` H∗BI[`]

IRS-User channel: k-th user at subcarrier ` H∗Ik [`]

Vector of AWGN at subcarrier ` n[`]

Filter: k-th BS filter at subcarrier ` Gk[`]

Vector of Ns,k[`] estimated user symbols at subcarrier ` ŝUL
k [`]

By means of duality, the same MSE is achieved in the downlink when using (6.41) and
(6.42) to obtain the wideband precoders and filters for the downlink from the wideband filters
and precoders in the uplink. Table 6.2 summarizes the main system model parameters and
variables for the dual MAC system.

Once the uplink MSE corresponding to all the K users for a particular subcarrier has been
determined, we can similarly define MSEUL =

∑L
`=1 MSEUL[`] =

∑K
k=1

∑L
`=1 MSEUL

k [`] which
is the overall system MSE in the dual uplink which considers the symbols transmitted by all the
users over all the subcarriers. This uplink MSE can be represented in a compact form as follows

MSEUL =tr

((
INsL + T∗Ĥe

(
σ2

nIL ⊗ INt + (1 + ‖ν‖2
2)

×
K∑
i=1

tr
(
IL ⊗CniTiT

∗
i

)
INtL

)−1

Ĥ∗eT

)−1)
, (6.47)

with

Ĥe = ĤB +
NL∑
n=1

ν̃nĤcomn = ĤB + (ν̃ ⊗ IN t)
T Ĥcom , (6.48)
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where ν̃ is the main diagonal of the resulting matrix after applying Θ̃ = IL ⊗ Θ, Ĥ∗com =[
Ĥcom1 , . . . , ĤcomN

]∗ and

T∗ = blkdiag (T∗[1], . . . ,T∗[L]) ,

H∗B = blkdiag
(
H∗B[1], . . . , ĤB[L]∗

)
,

E∗B = blkdiag (E∗B[1], . . . ,E∗B[L]) ,

E∗cn = blkdiag
(
E∗cn [1], . . . ,E∗cn [L]

)
, ∀n = 1, . . . , N,

Ĥ∗comn = blkdiag
(
Ĥ∗comn [1], . . . , Ĥ∗comn [L]

)
,∀n = 1, . . . , N

are block diagonal matrices that stack all the precoders, the inverse of the noise covariance
matrices and the channels corresponding to the K users at the L subcarriers, such that T ∈
CNrKL×Ns , Ĥ∗comn ∈ CNrKL×NtL, H∗B ∈ CNrKL×NtL, E∗B ∈ CNrKL×NtL and E∗cn ∈ CNrKL×NtL.

Using the previous compact notation, the MMSE optimization problem for the virtual uplink
can be formulated as follows

arg min
Θ,Tk[`],∀k,`

MSEUL(T,Θ) (6.49)

s.t.
K∑
k=1

tr(Tk[`]T
∗
k[`]) ≤ PT[`], ∀`, Θ ∈ D.

Note that after obtaining the precoders Tk[`] ∀k, ` and the receiving filters GMMSEk [`] ∀k, `
in the dual uplink, we readily determine Pk[`] ∀k, ` and WMMSEk [`] ∀k, ` in the downlink by
through (6.41) and the MMSE expression in (6.22), respectively.

6.5.2 Algorithmic Solution for the Design of the Wideband IRS-Aided
System

In this subsection, we develop an alternating algorithm to solve the MSE minimization
problem (6.49). The frequency-flat IRS phase-shift matrix Θ and the frequency-dependent
filters/precoders in the uplink and their downlink counterparts are alternately calculated until
the MSE reduction at iteration i is not higher than a threshold δ or until a maximum number of
iterations ε is reached.

Algorithm 6.1 summarizes the steps of the proposed alternating minimization approach.
Algorithm 6.1 starts determining the filters and downlink precoders, which are next used to
determine the filters and precoders in the dual uplink by using the relationship given by (6.45)
and the MMSE expression in (6.39). Then, the IRS phase shift matrix Θ = diag(ν) is
determined with the following iterative projected gradient algorithm such that

ν(i) = d
(
ν(i−1) − µν ∇ν MSEUL(T,ν)

)
. (6.50)

The operator d(·) is a projector which enforces νn,∀n to be an unitary modulus element and,
thus, Θ belongs to the set of feasible solutions D.
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Algorithm 6.1 Alternating MSE Minimization PG

Input: Cnk,∀k, PT, µ1, δ, ε, Ĥ
∗
B ∈ CLNrK×LNt , Ĥ∗comn ∈ CLNrK×LNt ,∀n

1: Initialize: i← 0

2: θn ∈ [0, 2π), ∀ n
3: Θ(0) = diag(ejθ1 , . . . , ejθN ), ∀ n
4: for ` = 1 : L do
5: P(0)[`] =

[
P

(0)
1 [`], . . . ,P

(0)
K [`]

]
←MRT precoders

6: W
(0)
MMSE[`] = blkdiag

(
W

(0)
MMSE1

[`], . . . , W
(0)
MMSEK [`]

)
← (6.22)

7: T(0)[`] = blkdiag
(
T

(0)
1 [`], . . . ,T

(0)
K [`]

)
← (6.45)

8: G
(0)
MMSE[`] =

[
G
∗(0)
MMSE1

[`], . . . ,G
∗(0)
MMSEK [`]

]∗
← (6.39)

9: µΘ ← µ1

10: repeat
11: i← i+ 1

12: for ` = 1 : L do
13: P(i)[`]=

[
P

(i)
1 [`], . . . ,P

(i)
K [`]

]
← (6.41) and G

(i−1)
k [`]

14: W
(i)
MMSE[`] = blkdiag

(
W

(i)
MMSE1

[`], . . . ,W
(i)
MMSEK [`]

)
← (6.22)

15: T(i)[`] = blkdiag
(
T

(i)
1 [`], . . . ,T

(i)
K [`]

)
← (6.45)

16: G
(i)
MMSE[`] =

[
G
∗(i)
MMSE1

[`], . . . ,G
∗(i)
MMSEK [`]

]∗
← (6.39)

17: ν(i) = d(ν(i−1) − µν ∇ν MSEUL(T,ν))

18: while MSEUL (T(i−1),ν(i−1)
)
≤ MSEUL (T(i),ν(i)

)
do

19: µν ← µν/2

20: ν(i) = d(ν(i−1) − µν ∇ν MSEUL(T, ν))

21: until MSEUL (T(i−1),ν(i−1)
)
−MSEUL (T(i),ν(i)

)
< δ or i ≥ ε

Output: Pk[`], WMMSEk[`],∀k, `, Θ ∈ D

Next, the MAC-BC duality expression in (6.41) and the MMSE filter expression in (6.22) are
used to compute the precoders and filters in the downlink, i.e., Pk[`] ∀k, ` and WMMSEk [`] ∀k, `.
By invoking the MAC-BC duality in both directions, this alternating procedure is repeated until
achieving the stopping criterion.

The initial IRS phase-shift matrix Θ(0) is set to a diagonal matrix whose non-zero entries
have unit magnitude and a random phase from the interval [0, 2π) (step 3, Algorithm 6.1).
The initial block diagonal precoding matrix in the downlink P(0) is constructed with the MRT
precoders for each user at each subcarrier (step 5, Algorithm 6.1) assuming PTk [`] = PT

KL
∀k, `.

Notice that Algorithm 6.1 also updates at each iteration the power allocation per user and per
subcarrier. Finally, the gradient∇νn MSEUL(T,Θ) used in (6.50) is given by
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∇νn MSEUL(T, νn) =
L∑
`=1

−
(

tr
(
A7[`]T∗[`]

)
−
(

tr (A8[`]T∗[`]A0[`]A6[`]A∗[`]T[`]T∗[`])

+ tr (A7[`]T∗[`]A0[`]A3[`]A∗[`]T[`]T∗[`]) + tr (A8[`]T∗[`])

)
, (6.51)

where

A0[`] = CNrK

N∑
n=1

νnĤcomn [`],

A1[`] = A∗0[`]T[`]T∗[`]A0[`],

A2[`] = (N + 1)
K∑
i=1

tr
(
CniTi[`]Ti[`]

∗
)
INt

)
,

A3[`] =
((
σ2

nINt + A1[`]
)∗

+ A2[`]
)−1

,

A4[`] = T∗[`]A0[`],

A5[`] =
(
INs[`] + A4[`]A3[`]A∗0[`]T[`]

)−1
,

A6[`] =
((
σ2

nINt + A2[`]
)∗

+ A1[`]
)−1

,

A7[`] = Ĥcomn [`]A3[`]A∗0[`]T[`]A5[`]A5[`],

A8[`] = Ĥcomn [`]A6[`]A∗0[`]T[`]A5[`]A5[`].

6.6 Simulation Results

In this section, we present the results of computer simulations carried out to assess the
performance of the wideband IRS-aided MU MIMO systems designed with the alternating
MSE minimization algorithm proposed in Subsection 6.5.2. We consider an IRS-aided MU-
MIMO system with K = 3 users having Nr = 4 antennas each, a BS with Nt = 9 antennas,
which allocates 2 data streams per user at subcarrier `, i.e., Ns,k[`] = 2 ∀k, `, and an IRS with
different number of elementsN ∈ {9, 16, 25, 36, 49}. The error covariance matrix is Cnk = Cn,

∀k in the downlink with Cn = σ 2
e INr . Although some authors assume that the error level in

the receivers is lower or even negligible, our approach is more general and can be adapted to
those cases. We consider the simplified multipath channel model for wideband systems in the
expression (2.32) in Subsection 2.5.1. The parameters for the mmWave channel model are set
to LD = 8 delay taps and Np = 4 channel paths. The AoAs and the AoDs are assumed to be
random and uniformly distributed over the interval [0, π] as in [31]. The relative delays τn are
also random and uniformly distributed over the range τn ∈ [0, (LD − 1)Ts], with Ts = 1/fs

and fs = 1760 MHz. The complex-valued channel gains for the m-th path is i.i.d. standard
Gaussian random variables, i.e., βm ∼ NC(0, 1). The central carrier frequency is assumed to
be fc = 28 GHz and the signal bandwidth is set to 400 MHz (a negligible beam squint effect is
given with this bandwidth). The number of subcarriers is L = 32.
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Table 6.3: Simulation parameter setting.

Description Setting
Number of users K = 3

Antennas per users Nr = 4

Antennas at the BS Nt = 16

Number of subcarriers L = 32

Number of data streams per user Ns,k[`] = 2,∀k, `
Number of IRS elements N ∈ {9, 16, 25, 36, 49}

Channel propagation paths Np = 4

Channel delay paths LD = 8

Central carrier frequency fc = 28 GHz
Covariance of estimation error (downlink) Cnk = Cn,∀k

Variance of the errors in the estimation σ2
e

Channel realizations CR = 1000

Max. number of iterations (Algorithm 6.1) ε = 100

All the reported results are obtained after averaging CR = 1000 channel realizations.
Performance is evaluated in terms of the downlink achievable sum-rate (6.13) and the MSE
(6.26). We assume that noise variance is σ2

ηk
= σ2

η = 1 ∀k, and therefore the per subcarrier SNR
is SNR (dB) = 10 log10(PT/L). Finally, the maximum number of iterations in Algorithm 6.1 ε
is set to 100. Table 6.3 summarizes the configuration considered in the computer simulations.

In the first simulation experiment, we compare the performance of the system designed
according to Algorithm 6.1 with the following five baseline approaches. Perfect CSI is
considered, i.e., σ2

e = 0.

1. The maximum achievable sum capacity obtained with dirty paper coding (DPC). This
approach constitutes an upper bound on the sum rate and has been designed following the
power iterative waterfilling proposed in [161, Algorithm 2].

2. Amplify-and-forward with optimized precoders (AF O-Ps). The precoders and the
IRS matrix are optimized through Algorithm 6.1 but the IRS matrix is assumed to be
unconstrained, i.e., the magnitude of the diagonal entries of the phase-shift matrix is not
constrained to be 1, and thus the IRS is able to modify both the amplitude and phase of
the impinging signals. For the sake of fairness we assume that ‖Θ‖2

F = N .
3. Random IRS with optimized precoders (R-IRS O-Ps). The precoders are optimized

via the MAC-BC and the BC-MAC dualities in Algorithm 6.1 while the phases of the
diagonal IRS phase-shift matrix are random uniform variables over [0, 2π], i.e., there is
no control of the IRS phase-shift matrix.

4. Optimized IRS with MRT precoders (O-IRS MRT-Ps). The precoders are designed as
MRT precoders while the IRS phase-shift matrix is optimized via Algorithm 6.1.

5. No IRS with MRT precoders (No-IRS MRT-Ps). The precoders are designed as MRT
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precoders and the IRS is not deployed to assist the communication system, i.e., Θ = 0N .
The wideband receiving filters Wk[`], ∀`, k are designed according to the MMSE criterion.
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Figure 6.6: Sum-rate (bit/s/Hz) versus SNR (dB) for K = 3 users, Nr = 4, Nt = 9, N = 25, σ2
e = 0,

and Ns,k[`] = 2, ∀k, `.

Figure 6.6 plots the achievable sum-rate obtained with the above mentioned approaches.
As shown, AF O-Ps provides the highest achievable sum-rate since the wideband precoders
are optimized via Algorithm 6.1 and the diagonal IRS phase-shift matrix has no magnitude
constraint in its entries. The proposed PG approach leads to a performance higher than
that obtained with the R-IRS O-Ps and the O-IRS MRT-Ps baseline approaches. Recall that
R-IRS O-Ps does not optimize the phases of the IRS while O-IRS MRT-Ps does not control the
interference when designing the wideband precoders at the BS. The No-IRS MRT-Ps strategy
provides the lowest performance because only the direct channel is available. Thus, the system
has a reduced capacity and the wideband precoder design does not take into account the MU
interference. It is also observed that the proposed Algorithm 6.1 does not lead to a significant
gap w.r.t. the unconstrained AF O-Ps strategy and comes close to the maximum system capacity.

Figure 6.7 plots the average MSE obtained with the aforementioned approaches. As shown,
AF O-Ps provides the lowest MSE. The proposed approach leads to a MSE lower than those
obtained with R-IRS O-Ps and O-IRS MRT-Ps. The No-IRS MRT-Ps strategy provides the
highest MSE since it neglects the inter-users interference control in the precoder design and
disables the IRS-aided channels.

Figure 6.8 plots the capacity obtained according to [161] for the AF O-Ps, R-IRS O-Ps,
R-IRS O-Ps and proposed approaches. As shown, the same behavior exhibited in Figure 6.6
with the same approaches is corroborated by considering the system capacity determined with
[161, Algorithm 2]. This constitutes an interesting result since the proper configuration of the
IRS phase shift matrix leads to a system improvement not only in terms of the sum-rate but also
in terms of system capacity.
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Figure 6.7: MSE versus SNR (dB) for K = 3 users, Nr = 4, Nt = 9, N = 25, σ2
e = 0, and

Ns,k[`] = 2, ∀k, `.
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Figure 6.8: Sum-rate (bit/s/Hz) versus SNR (dB) for K = 3 users, Nr = 4, Nt = 9, L = 32, N = 25,
σ2

e = 0, and Ns,k[`] = 2,∀k, `.

In the following, we quantify the performance improvement obtained when optimizing
the IRS phase-shift matrix with Algorithm 6.1. We measure the impact of the phase shift
optimization at the IRS and evaluate the performance gains obtained when increasing the
number of IRS elementsN . For that, we define the achievable sum-rate increase ∆R (bit/s/Hz)

as the difference between the achievable sum-rate obtained with Algorithm 6.1 and that obtained
with R-IRS O-Ps. Figure 6.9 plots the achievable sum-rate increase with respect to N , the
number of passive elements at the IRS. As expected, the larger the size of the IRS is, the higher
the resulting gains are. Figure 6.9 also shows how ∆R (bit/s/Hz) increases with SNR (dB).
This effect is because the optimization of the IRS phase shift matrix, and therefore the control

126



6.6. Simulation Results

of the MU interference, has a larger impact on the system performance in the high SNR regime.
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Figure 6.9: Sum-rate increase ∆R (bit/s/Hz) versus N for K = 3 users, Nr = 4, Nt = 9,
SNR (dB) ∈ {−5, 0, 5}, L = 32, N ∈ {9, 16, 25, 36, 49}, σ2

e = 0, and Ns,k[`] = 2,∀k, `.
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Figure 6.10: MSE versus number of iterations ` for K = 3 users, Nr = 4, Nt = 9, N = 25,
SNR (dB) ∈ {5, 10, 15}, σ2

e = 0, and Ns,k[`] = 2,∀k, `.

In the next experiment, we empirically evaluate the convergence of Algorithm 6.1.
Figure 6.10 plots the evolution of the average MSE versus the number of iterations performed
in the alternating procedure. We considered three SNR levels, namely SNR (dB) ∈ {5, 10, 15}.
It can be observed that convergence is reached after about 25 iterations.

In the following, we evaluate (in terms of the achievable sum-rate) the impact of the CSI
estimation errors and compare our proposed solution with a baseline (labeled non-robust) that
does not account for the imperfect CSI (Algorithm 1 in [45] after applying the MAC-BC
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MSE duality). We include an approach where the precoders and the IRS phase-shift matrix
are determined with the proposed algorithm with perpect CSI. Finally, we also included the
capacity and the AF O-Ps solutions with perfect CSI as benchmarks.
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Figure 6.11: Sum-rate (bit/s/Hz) versus SNR (dB) for K = 3 users, Nr = 4, Nt = 9, N = 25,
imperfect CSI with σ2

e = 0.1, and Ns,k[`] = 2, ∀k, `.
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Figure 6.12: Average MSE versus SNR (dB) for K = 3 users, Nr = 4, Nt = 9, N = 25, imperfect CSI
with σ2

e = 0.1, and Ns,k[`] = 2, ∀k, `.

As shown in Figure 6.11, the non-robust strategy leads to the worst system performance
since it does not consider imperfect CSI and does not exploit the error statistics. Conversely,
Algorithm 6.1 considers the error statistics in the estimation of the direct and the cascade
channels and outperforms the non-robust approach leading to a small gap w.r.t. the perfect CSI
approach. In Figure 6.12, we compare the proposed and the non-robust approaches in terms of
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the MSE. We also consider a benchmark with perfect CSI, namely the proposed approach and
AF O-Ps. As observed, the non-robust approach leads to the worst system performance, i.e., the
highest MSE whereas the proposed solution in PG outperforms the non-robust approach and
comes close to the considered benchmarks for σ2

e = 0.1.
In Figure 6.13, we measure the performance improvement obtained when optimizing the

IRS phase-shift matrix, the filters, and the user precoders with Algorithm 6.1 considering
the channel estimation error statistics. We measure the impact of including this statistical
information in the design of the transceivers and evaluate the performance gains obtained
when σ2

e . In particular, we define the achievable sum-rate increase ∆RICSI (bit/s/Hz) as the
difference between the achievable sum-rate obtained with Algorithm 6.1 when considering
the channel estimation errors and that obtained with the non-robust strategy, which neglects
this information. Figure 6.13 plots the achievable sum-rate increase while varying σ2

e . As an
expected, the larger the errors are, the higher the resulting gains are. Figure 6.13 also shows
that ∆RICSI (bit/s/Hz) increases with the SNR (dB).
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Figure 6.13: Sum-rate increase ∆RICSI (bit/s/Hz) versus σ2
e ∈ {0.02, 0.04, 0.06, 0.08, 0.1} for K = 3

users, Nr = 4, Nt = 9, SNR (dB) ∈ {−10, 0, 10}, N = 25, and Ns,k[`] = 2,∀k, `.

6.7 Conclusions

The design of a wideband MU IRS-aided MIMO system under imperfect CSI has been
addressed in this chapter. An innovative alternating minimization algorithm has been proposed
to configure the frequency-flat IRS phase-shift matrix as well as the wideband BS precoders
and user filters. The algorithm minimizes the MSE between the symbols sent by the users and
the symbols received at the BS in the dual MAC. Imperfect CSI is assumed and the available
information on CSI errors statistics is incorporated into the system design.
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The results show reasonable gains in terms of both the achievable rate and the MSE over
baseline strategies. Specifically, the deployment of the IRS and the adequate configuration of the
phase shift matrix provides significant performance gains with respect to non-IRS conventional
systems with MRT precoding.
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Chapter VII

Conclusions and Future Work

7.1 Conclusions

Coding and signal processing are essential when deploying wireless communications systems.
In this thesis, we devoted one chapter to analog JSCC mappings and three entire chapters
to signal processing techniques for wireless communications in three different scenarios: the
uplink of a narrowband mmWave MU MIMO system, the uplink of a wideband mmWave MU
MIMO setup, and the downlink of a wideband MU IRS-assisted mmWave MIMO system.
In this regard, the fast evolution of nowadays wireless communications systems constitutes
a challenge for their versatile and flexible implementation under different scenarios. First
of all, we provided a general system model characterization in Chapter 2, where an overall
encoded wideband MU MIMO wideband system model is detailed. This system model is then
particularized in the different approaches addressed throughout this thesis. The main concepts
of the MIMO-OFDM systems are described. The source correlation model, the MAC and BC
system models are also analyzed. The relation between the MAC and the BC implementation
systems in terms of the MSE are explained through the MAC-BC and the BC-MAC dualities.
Finally, the channel models employed for mmWave and the sub-6 GHz systems were also
described in Chapter 2.

Chapter 3 was devoted to the analog JSCC issue. Specifically, we approached the
transmission of spatially correlated information in a distributed Rayleigh SIMO MAC scenario
by using analog JSCC techniques. Blocks of source symbols are individually encoded at each
user with an analog lattice-based JSCC mapping. At the central receiver, the estimates of the
transmitted symbols are jointly computed by means of a decoding approach that exploits the
spatial correlation and the use of codeword sizes larger than one (i.e., non-zero delay). The
proposed approach is flexible to work with different codework sizes. Craig’s lattices were
considered to reduce the computational cost of the encoding operation in the analog JSCC
system. The possibility of adjusting the Craig’s lattice density allows us to balance the trade-
off between the system performance and the computational complexity in the encoding and
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decoding operations. The experimental results showed gains by considering certain scenarios
where zero-delay mappings found in the literature have shown some performance limitations as
non-orthogonal configurations or moderate correlation. In addition, an analysis of the impact
of the block size and the lattice density was accomplished thanks to the proposed system design
and the use of Craig’s lattices.

We addressed in Chapter 4 novel signal processing techniques to deploy a user grouping
approach for the uplink of a narrowband MU hybrid mmWave MIMO system. This system
based on user grouping is able to handle a high number of sources with a limited number
of RF chains through the use of the DQLC mapping. The allocation of the users per group
and the hybrid design of the filter at the common BS to serve the gathered users were
investigated. For the allocation of the users, we have considered the source correlation and
the feasibility of aligning the user channels in order to obtain reasonable performance of the
DQLC mapping. Furthermore, a hybrid MMSE filter design was proposed in order to exploit
the spatial correlation between the sources in conventional uncoded mmWave uplink systems.
We observed considerable performance gains by comparing the proposed MMSE filter with
several solutions found in the state-of-the-art for hybrid transceiver implementation. Significant
gains were also obtained with the proposed user allocation strategy over a random strategy. The
main contribution of this chapter is the considerable reduction of the number of RF chains in
MU systems for hybrid architectures by grouping the users via the DQLC mapping.

We provided an extension of the user grouping approach in Chapter 4 for wideband
mmWave systems in the face of beam squint in Chapter 5. In particular, we have developed
signal processing techniques for the user grouping and the scheduling strategy for wideband
scenarios by considering the beam squint effect present in these systems, as well as a novel
approach for the interference cancellation at both ends of the communication links for hybrid
architectures. The results showed large gains over other strategies found in the state-of-the-art
for hybrid implementation in wideband and baselines strategies for the user scheduling that
neglect the beam squint effect.

Finally, we approached the paradigm of controlling the propagation environment in
wireless communications through IRSs. In particular, we implemented novel signal processing
techniques for the design of a downlink wideband MU IRS-aided mmWave MIMO system
under imperfect CSI in Chapter 6. We addressed the joint design of the IRS phase-shift matrix,
which is frequency flat and common to all the users, and the frequency-dependent precoders at
the BS and the receiving filters at the users by considering the statistics of the channel estimation
errors. In this case, the simulation results showed that the proposed solution leads to substantial
gains with respect to baseline strategies to implement the precoding and the IRS phase shifts,
which neglect the imperfect CSI and the interference control.
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7.2 Future Work

In this thesis, we have investigated the use of non-zero delay JSCC mappings over fading
channels in MU SIMO systems, our main concern was to provide a non-zero delay extension to
the existing mappings in the context of wireless communications. Hence, we have considered
some assumptions for the JSCC design, such as the channel being perfectly known at both
communications ends, i.e., regardless of the error introduced by practical channel estimation
methods. For future works, the communications models based on analog JSCC can be further
enhanced by including the effects associated to the channel estimation process. In addition, due
to the particular properties of analog JSCC mappings, there exist multiple practical scenarios
where the application and configuration of this strategy could be very interesting, e.g., in WSNs.

We have also investigated the hybrid architectures for wideband MU mmWave MIMO
systems and the wideband IRS-aided communication systems. These communication
approaches can complement each other by considering wideband MU IRS-aided hybrid
mmWave MIMO systems. These two research lines are also connected in the sense of
the characteristics of the signal processing performed at both, the analog part of the hybrid
architectures, and the IRS. These components working in the RF domain limit the flexibility
of the transceivers, (analog precoder/filter in mmWave and IRS phase shift matrix), which
leads to absolute value constraints in the formulations. In this thesis, we assume that these
phase shifts are implemented with infinite resolution and not with quantized phase shifting.
The implementation through low-resolution quantized phase shifts constitutes a more realistic
approach and the particularities that arrive with this consideration for MU IRS-aided hybrid
mmWave MIMO systems constitute an interesting research line for the future.

It is evident that the IRSs are receiving intensive attention nowadays and they are envisioned
as key technologies for B5G mobile communications, however, the topic is still recent and a
large number of ideas in this thesis can be further studied, e.g., near-field considerations for the
configuration of IRS-aided systems, channel acquisition, and user scheduling. The development
of testbeds for the IRS technology is also timely to judge it in practical scenarios.

By considering the tremendous amount of benefits offered by the IRSs, several application
scenarios can be examined by considering this technology. In Figure 7.1, we show some
applications, which could benefit from the use of the IRS technology and that constitute
scenarios not thoroughly investigated in the literature. The first application illustrated in
Figure 7.1(a) focuses on D2D networks [162], where the IRS could be used to cancel the
interference, support the required low-power transmission in these systems, and enhance
individual data links in these communications systems. Another interesting application
illustrated in Figure 7.1(b) is the use of the IRS technology for CR networks (e.g., [163]),
where the IRS could be used to increase the degrees of freedom to further improve the CR
network performance. Specifically, the IRS could be employed to improve the efficiency of the
secondary transmissions.
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Figure 7.1: Applications of the IRSs.

In the third scenario illustrated in Figure 7.1(c), a cellular network with a cell edge
user—which can suffer high signal attenuation from the BS and co-channel interference from
near BSs—is considered. In this scenario, the IRS deployment could be helpful to increase
the coverage area in the cellular network (see [164]). The use of IRSs is also interesting
for UAV networks (Figure 7.1(d)), where the IRS can be used to enhance the quality of
the communication between the UAV and the ground users, thus being instrumental for the
optimization of the UAV trajectory and the system performance (cf. [132]). The fifth application
of the IRS technology illustrated in Figure 7.1(e) is related to the power transfer systems, where
the IRS phase-shift matrix is designed to enhance the received signal strength at the energy
receivers in the charging zone with the aim of ensuring the energy harvesting requirements
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[32]. The last application shown in Figure 7.1(f) is the use of IRSs for IoT systems (e.g., [35]),
where a multi-IRS scenario seems to be useful to compensate the power loss over long distances
and alleviate the energy budget issue in energy-constrained IoT networks via the passive IRS
beamforming.

Next, we summarize the main future research lines to be addressed to complement the
work performed in this thesis by considering new case uses and applications of the approached
technologies.

7.2.1 Impact of the Imperfect CSI on the Design of Analog JSCC
Mappings

In this thesis, we decided to disregard the stage corresponding to the channel estimation process
in the design of analog JSCC mappings. Thus, the channel information is assumed to be
available at both ends and free of errors. However, small errors introduced by the estimation
procedure can be found in practical schemes, which can induce significant distortions after the
filtering operation and therefore a degradation of the overall system performance. The study
of the impact of the CSI estimation errors on the design of the proposed lattice-based analog
mappings represents an interesting complement to this thesis. Moreover, the impact of imperfect
CSI has not been widely investigated in the literature related to the design of other analog JSCC.

7.2.2 Low-Resolution Phase Shifts for Hybrid Architectures in mmWave
MIMO IRS-Aided Systems

In this work, we have studied the hybrid architectures for mmWave and the IRS-assisted
systems separately, however, these two novel communication techniques can be integrated
into a MU IRS-aided hybrid mmWave MIMO system. While continuously tuning the phase
shift of each of the IRS elements and the RF precoders/filters is certainly advantageous
for communication applications, it is costly to implement in practical scenarios because
manufacturing such high-precision elements requires sophisticated design and expensive
hardware. This may not be a scalable solution for a large number of phase shift elements.
Practical deployment considerations such as low-resolution quantized phase shifts can lead to
challenging optimization problems to be studied in the future.

7.2.3 Near-Field Region and Spherical Wave-Front Model for MU MIMO
IRS-Aided Systems

Throughout this thesis, we have assumed the far-field operation region for the approached
communication systems. However, the combination of large-scale antennas with high
frequencies often results in communications in the near-field region. The authors in [165]
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provide a detailed analysis of the design and use of IRSs by considering both the near-field and
far-field radiation characteristics of such surfaces, diverging from the commonly adopted far-
field implementation for this technology in the literature. Some important issues are described
in that work, which can be considered for the design and for user scheduling in IRS-aided
communication systems. The operation of MU MIMO IRS-assisted systems in the near-field
regions and the design particularities by considering the spherical wave-front model have not
been thoroughly studied in the literature and it constitutes an interesting research area for the
future.

7.2.4 User Balancing and Scheduling in MU MIMO Multi-IRS-Aided
Systems

Appropriate user scheduling is decisive to perform practical implementations (e.g., in cellular
networks and WSNs) able to balance the number of served users according to the power
transmission constraints and/or the performance. The schemes of user balancing in MU
MIMO multi-IRS-assisted systems have been marginally addressed in the current state-of-the-
art. Limited works can be found regarding user scheduling in IRS-assisted systems, e.g., the
authors in [166] analyze the optimization of the IRS phase-shift matrix by considering the
detection order of the received users by a common BS in a NOMA MIMO system. These ideas
can be extended to mobile networks with multiple IRSs by balancing the amount of served users
and the overall system performance. The use of the IRS technology together with an efficient
scheduling strategy still constitutes a novel and challenging open research line.

7.2.5 Implementation and Testbeds for IRS Technology

We can focus on evaluating the design of the IRS-aided systems over realistic scenarios as future
work. To this end, we could make use of an IRS testbed, which would provide us with an idea
of the performance of these systems over real-world channels by considering different scenarios
and applications. In the last years, a few promising testbeds and experimental activities have
been reported [167], and some industrial developments have also been reported [19]. However,
these reports are insufficient to practically judge the IRS technology.
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Appendix I

Real-Valued Equivalent Model

The complex-valued system models can be transformed into an equivalent real-valued one. For
this, the equivalent real-valued matrix ARV ∈ R2m×2n is rearranged from the complex-valued
matrix ACV ∈ Cm×n as

ARV =

(
1 0

0 1

)
⊗< (ACV) +

(
0 −1

1 0

)
⊗= (ACV) =

(
< (ACV) −= (ACV)

= (ACV) < (ACV)

)
∈ R2m×2n.

(A.1)
The transformation from a complex-valued vector xCV ∈ Cm into a real-valued vector xRV ∈
R2m is obtained with

xRV =

(
1

0

)
⊗< (xCV) +

(
0

1

)
⊗= (xCV) =

(
< (xCV)

= (xCV)

)
∈ R2m. (A.2)

By considering a multiple-input multiple-output (MIMO) multiple access channel (MAC)
transmission with K users equipped with Nt antennas each, the received complex-valued signal
at the multi-antenna (Nr) centralized node is

yCV = HCVsCV + nCV ∈ CNr , (A.3)

where HCV = [HCV1, . . . ,HCVK ] ∈ CNr×NtK stacks all the user flat fadng channels HCVk,∀k ∈
CNr×Nt , sCV =

[
sTCV1

, . . . , sTCVK

]T ∈ CNtK represents all the transmit signals by theK users and
nCV ∈ CNr is the additive white Gaussian noise (AWGN). Note that the equivalent real-valued
model can be obtained as(

< (yCV)

= (yCV)

)
=

(
< (HCV) −= (HCV)

= (HCV) < (HCV)

)(
< (sCV)

= (sCV)

)
+

(
< (nCV)

= (nCV)

)
∈ C2Nr , (A.4)

such that
yRV = HRVsRV + nRV ∈ C2Nr . (A.5)
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Appendix II

Resumen de la Tesis

Los sistemas de comunicaciones inalámbricas experimentan un crecimiento incesante en
la actualidad, y se espera que crezcan aún más en los años venideros, acompañados en
su despliegue por novedosas técnicas de codificación y procesamiento de señales. Los
servicios multimedia y basados en datos móviles son cada vez más demandados para
actividades laborales, de socialización y acceso a los diferentes servicios. Además,
las comunicaciones masivas de tipo máquina también están experimentando un aumento
considerable (comunicaciones en transporte, redes de sensores, Internet de las cosas (IoT),
etc.), y deben ser consideradas para las nuevas generaciones de sistemas de comunicaciones
inalámbricas.

Para hacer frente al aumento de los sistemas de comunicaciones se requiere de novedosas
técnicas de codificación y procesamiento de señales. Estas técnicas están destinadas a ofrecer
mejoras en cuanto a la tasa de datos ofrecida por los sistemas de telecomunicaciones, la
eficiencia energética de dichos sistemas, la fiabilidad, etc. La codificación de fuentes está
fundamentalmente destinada a la transformación o conversión de las señales para llevar a cabo
una transmisión más eficiente, mientras que la codificación de canal está destinada a la detección
y corrección de errores de señales transmitidas a través de canales con desvanecimientos,
para reducir así la probabilidad de error o la distorsión en la recepción. Por otra parte,
el procesamiento de señales está más bien enfocado al tratamiento de las señales (filtrado,
modificación, detección de patrones, estimación, etc.), pero tanto las técnicas de codificación
como de procesamiento de señales están destinadas a mejorar la transmisión, la recepción y el
rendimiento de los sistemas en general.

La aplicación de las técnicas de codificación de señales y de canal siempre ha jugado un
papel imprescindible en el despliegue de las redes de comunicaciones inalámbricas. Shannon
demostró que un sistema de comunicación es capaz de transmitir con una probabilidad de
error arbitrariamente baja siempre que la tasa de transmisión se mantenga por debajo de un
cierto límite. Además, postuló que la separación de la codificación de fuente y de los canales
constituye la estrategia óptima para alcanzar los límites teóricos. Estas ideas inspiraron el
desarrollo de toda una teoría de la comunicación digital centrada en la construcción de esquemas
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de codificación cada vez más sofisticados. En la actualidad, la gran mayoría de los sistemas de
comunicaciones se diseñan siguiendo una aproximación digital y de acuerdo con el principio
de separación. Sin embargo, los sistemas de comunicaciones basados en la optimización
conjunta de la codificación de fuente y de canal (JSCC) siguen despertado interés en los
investigadores, especialmente para el caso de transmisión de señales analógicas considerando
fuentes espacialmente correlacionadas. Las investigaciones se basan en la capacidad de
los sistemas de JSCC para aproximarse a los límites teóricos, además de ofrecer ventajas
con respecto a los sistemas digitales como, por ejemplo, baja complejidad computacional
y mínimo retardo. La mayoría de los trabajos basados en sistemas JSCC consideran una
codificación con una configuración de tamaño de palabra de código limitada y asumiendo
ruido gaussiano (AWGN), lo cual no constituye un escenario práctico. La aplicación de la
estrategia JSCC en canales con desvanecimiento presenta una serie de desafíos importantes a
la hora de diseñar estos sistemas analógicos. Por un lado, el sistema JSCC analógico debe
adaptarse constantemente a las fluctuaciones del canal, para conseguir un equilibrio entre la
distorsión observada y el coste computacional que supone la implementación del sistema.
Afortunadamente, en sistemas basados en JSCC no es necesario rediseñar por completo el
sistema ante cambios de las respuestas de canal, pues basta con actualizar los parámetros
del codificador según las condiciones del canal en cada instante. Sin embargo, es necesaria
la implementación de sistemas genéricos con tamaños de palabras arbitrarios, basados en
sofisticadas técnicas de codificación, para lograr la implementación práctica de estos sistemas
analógicos y compensar las pérdidas de propagación. También es necesario obtener diseños que
permitan este tipo de codificación analógica con una complejidad computacional moderada.

La aplicación de novedosas técnicas de procesamiento de señales es cada vez
más demandada por las industrias para la implementación de las redes emergentes de
comunicaciones inalámbricas. Las comunicaciones desplegadas en el espectro de frecuencias
de ondas milimétricas (mmWave) está definiendo una nueva era de las comunicaciones
inalámbricas. Esta banda de frecuencias ofrece canales de comunicaciones de mayor ancho
de banda en comparación con los que se utilizan actualmente en los sistemas inalámbricos
comerciales. Las aplicaciones de mmWave son inmensas: redes inalámbricas de área
local, sistemas celulares de generación 5G y posteriores (B5G), las redes de área vehicular,
etc. El procesamiento de señales es fundamental para habilitar la próxima generación de
comunicaciones en la banda de mmWave, ya que en esta banda de frecuencias las pérdidas de
propagación son enormes y es necesario compensarlas. Debido al uso de grandes conjuntos
de antenas en el transmisor y en el receptor para compensar las pérdidas de propagación,
y combinado con las limitaciones de potencia de señal mixta y de radiofrecuencia (RF), se
requiere de nuevas técnicas de procesamiento de señales de comunicación de múltiples entradas
y múltiples salidas (MIMO) para diseñar transceptores de bajo costo y consumo, pero con
grandes ganancias de precodificación. Específicamente, las arquitecturas híbridas han ofrecido
recientemente un enfoque innovador que permite aumentar la eficiencia energética de los
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sistemas al desacoplar la precodificación digital de MIMO en una parte analógica o de RF
de bajo consumo energético y otra de banda base, a la vez que preserva altas ganancias de
precodificación. El diseño de los transceptores híbridos resulta una tarea desafiante, ya que al
implementar la parte analógica de precodificación hay restricciones que conducen a problemas
de optimización extremadamente complejos.

Otra técnica explorada en la actualidad que permite aumentar la eficiencia energética
está basada en el paradigma de control del medio de propagación en redes emergentes
de comunicaciones inalámbricas. Tradicionalmente, la optimización de los sistemas de
comunicaciones se ha limitado al control de la transmisión en los extremos de la comunicación,
es decir, los usuarios finales y la estación base (BS) o el controlador de la red. El canal
inalámbrico es incontrolable y se convierte en uno de los principales factores limitantes para
la mejora del rendimiento. Las superficies reflectantes inteligentes (IRSs) se componen de
una gran variedad de elementos de dispersión, que se pueden configurar individualmente para
generar cambios de fase adicionales a las señales. Por lo tanto, de cierto modo se pueden
controlar las propiedades de propagación de la señal para favorecer la recepción de esta en
su destino y, por lo tanto, crear la noción de un entorno de radio inteligente. El control de
los cambios de fase en la IRS, combinado con la precodificación y filtrado convencional, puede
generar potencialmente una ganancia de rendimiento en comparación con las redes inalámbricas
no equipadas con IRSs. Este paradigma había sido empleado anteriormente para sistemas de
radares y satélites mediante el empleo de superficies reflectantes, pero no se consideraba para
esquemas con movilidad debido a la incapacidad de implementar superficies reflectantes que
hicieran frente al dinamismo de los canales inalámbricos en dichos sistemas. Sin embrago, los
avances obtenidos en la actualidad en el estudio de los metamateriales proporcionan garantías
de reconfigurabilidad al habilitar el ajuste en tiempo real de los cambios de fase en las IRSs.

Al considerar la gran cantidad de beneficios que ofrecen las IRSs, se pueden examinar
varios escenarios de aplicación al considerar esta tecnología, por ejemplo, sistemas de IoT,
seguridad en sistemas de comunicaciones, escenarios de radio cognitiva (CR), sistemas en la
banda de mmWave, etc. La implementación y diseño de estos sistemas conduce a problemas
de optimización desafiantes, ya que las IRSs presentan restricciones de diseño similares a las
obtenidas en la implementación del procesado de RF en las arquitecturas híbridas para ondas
milimétricas, dado que son empleadas para insertar solo cambios de fase en las señales y no para
amplificar o atenuar las mismas. Además, el hecho de emplear IRSs complica en ocasiones la
etapa de estimación de canal en escenarios prácticos, ya que la IRS es un elemento pasivo
incapaz de llevar a cabo el envío y la recepción de secuencias de entrenamiento.

En este trabajo analizamos e implementamos nuevos métodos de codificación de señales
analógicas basados en el principio de optimización de JSCC. En particular, desarrollamos
estrategias de codificación de baja complejidad computacional y adaptables a tamaños
ajustables de palabras de código. También analizamos e implementamos nuevas técnicas de
procesamiento de señales aplicadas a las arquitecturas híbridas en la banda de mmWave, tanto
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para sistemas de banda estrecha como de banda ancha. Además, nos centramos en sistemas con
múltiples usuarios (MU), los cuales son escenarios muy habituales en la práctica. Finalmente,
desarrollamos técnicas de procesamiento de señales para establecer un mejor control del medio
de comunicaciones en redes inalámbricas a través del despliegue de las IRSs.

B.1 Retículos para la Codificación de Fuentes Analógicas
Correlacionadas

En esta tesis, como primera parte del trabajo realizado, hemos abordamos un esquema de
transmisión de información analógica espacialmente correlacionada en un escenario de enlace
ascendente de MU en un sistema de entrada única y múltiples salidas (SIMO), usando técnicas
de JSCC basadas en retículos. Los retículos son estructuras algebraicas que se pueden
emplear para implementar cuantificadores y codificadores, su uso para sistemas de codificación
posibilita la implementación de sistemas con palabras de código de gran tamaño y, por ende,
la codificación de grandes bloques de símbolos. En nuestro trabajo, los bloques de símbolos
fuente se codifican individualmente en cada usuario con un JSCC analógico construido a partir
de un retículo dado. En la BS, las estimaciones de los símbolos transmitidos son estimados
conjuntamente, por medio de un enfoque de decodificación que explota la correlación espacial
y el uso de palabras de código de gran tamaño.

El sistema de JSCC analógico basado en retículos ha sido diseñado y optimizado para la
transmisión de bloques de símbolos con un tamaño de palabra de código arbitrario, lo cual
representa un resultado novedoso en comparación a los trabajos encontrados en el estado del
arte. En estos trabajos, los códigos están diseñados para sistemas de retardo cero, es decir,
bloques de solo un símbolo. Esta contribución posibilita ampliar la flexibilidad de las técnicas
JSCC analógicas como una alternativa práctica real a los esquemas digitales convencionales.
En este sentido, el diseño propuesto es flexible para trabajar con diferentes tamaños de código y
explota eficientemente la correlación espacial. Esto ofrece ventajas para la optimización de
parámetros y en el procedimiento de decodificación, permitiendo la aplicación en redes de
sensores inalámbricas (WSN).

Para bloques de símbolos considerablemente extensos, se han considerado los retículos
de Craig, ya que reducen el costo computacional de la operación de codificación en el
sistema analógico de JSCC. La posibilidad de ajustar la densidad de los retículos de Craig
nos permite también balancear la relación entre el rendimiento del sistema y la complejidad
computacional. Se ha realizado una evaluación experimental del esquema propuesto para
diferentes configuraciones, obteniendo ganancias en ciertos escenarios donde los codificadores
de retardo cero encontrados en la literatura han mostrado algunas limitaciones de rendimiento,
como en configuraciones de sistemas no ortogonales o con muy baja correlación entre las
fuentes. Además, hemos llevado a cabo un análisis del impacto del tamaño del bloque de
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símbolos a codificar y de la densidad del retículo gracias al diseño basado en los retículos de
Craig. También analizamos la complejidad en el proceso de decodificación usando diferentes
retículos y diferentes tamaños de bloques de símbolos.

B.2 Agrupación de Usuarios en Sistemas de Onda
Milimétrica con Arquitecturas Híbridas

Los esquemas híbridos analógicos-digitales para la precodificación y el filtrado han demostrado
ser una estrategia de baja complejidad y/o baja potencia para obtener ganancias razonables
de precodificación en sistemas MIMO de mmWave. La precodificación híbrida realiza
conjuntamente el procesamiento de banda base y el procesamiento analógico en el dominio
de RF, lo cual conlleva a una reducción del número de cadenas de RF del sistema, y por tanto, a
una reducción del hardware. Sin embargo, en estos sistemas, el número de cadenas de RF limita
el número máximo de flujos de datos que pueden manejar simultáneamente los transceptores. Al
considerar un escenario de enlace ascendente de un sistema MU mmWave MIMO, la reducción
de hardware basada en transceptores híbridos está limitada por la cantidad de flujos de datos
que deben ser atendidos simultáneamente por la BS. La mayoría de los trabajos en la literatura
científica han abordado el diseño de transceptores híbridos considerando que se despliegan más
cadenas de RF que flujos de datos, una suposición poco realista cuando la cantidad de usuarios
es muy grande. Por otro lado, convencionalmente se asume independencia estadística en los
sistemas de mmWave con MU. Esta suposición no se cumple en escenarios como las WSNs,
donde las fuentes producen información correlacionadas.

En esta tesis, como segunda línea de investigación, hemos trabajado en un enfoque de
agrupación de usuarios para servir una gran cantidad de fuentes correlacionadas con un número
limitado de cadenas de RF, a través del uso de la codificación lineal y analógica de cuantificador
distribuido (DQLC), lo cual constituye un esquema de acceso múltiple no ortogonal (NOMA).
En el trabajo se analiza la asignación de los grupos a cada usuario en función de su canal
inalámbrico y la correlación con los demás usuarios. También se ha analizado el diseño del filtro
de arquitectura híbrida desplegado en la BS común para atender conjuntamente a los usuarios
agrupados. Además, hemos propuesto un diseño de filtrado híbrido basado en el error cuadrático
medio mínimo (MMSE) para explotar la correlación espacial entre las fuentes, para un enlace
ascendente de sistemas de mmWave sin agrupación de usuarios ni codificación DQLC.

Como resultados se han obtenido ganancias de rendimiento, en términos de la distorsión
de los símbolos recibidos en la BS, sobre los enfoques propuestos en el estado del arte en
varias configuraciones de sistemas limitados en hardware de RF para esquemas de MU. Se han
observado ganancias también sobre trabajos recientes en la literatura al implementar el diseño de
filtro MMSE para sistemas sin agrupación de usuarios. Además, se ha llevado a cabo un análisis
de los parámetros considerados para agrupar los usuarios y su impacto en el rendimiento.
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B.3 Agrupación de Usuarios en Sistemas de Banda Ancha de
Onda Milimétrica con Arquitecturas Híbridas

La implementación de arquitecturas híbridas en mmWave MIMO de banda ancha constituye un
desafío aún más complicado que en sistemas de banda estrecha, porque el procesamiento de
la señal en el dominio de RF está restringido a ser plano en frecuencia, es decir, común para
todas las subportadoras en un sistema que emplea OFDM. Además, si se considera un enlace
ascendente con múltiples usuarios y una BS común, el filtro de RF desplegado en la BS será
común para todos los usuarios. En esta tesis, hemos abordamos conjuntamente la agrupación
de usuarios, el diseño del precodificador de los usuarios y el diseño del filtrado híbrido en la BS
para el enlace ascendente de los sistemas MU mmWave MIMO de banda ancha. Por un lado,
la precodificación en los usuarios y el filtrado híbrido desplegado en la BS están diseñados
conjuntamente para minimizar el impacto de tener componentes de RF de frecuencia plana. Por
otro lado, un número de usuarios considerados en el enlace ascendente es superior al número
de cadenas de RF, por lo que son servidos por la BS al emplear un esquema de NOMA basado
en DQLC que tiene en cuenta el efecto de desviación de los haces de las antenas (beam squint),
usualmente encontrado en sistemas de banda ancha. Se aborda una estrategia de asignación de
grupos para los usuarios basada en el efecto de beam squint, la correlación entre los usuarios y
sus respuestas de canales inalámbricos.

Los resultados obtenidos muestran ganancias notables de rendimiento de los enfoques
propuestos sobre los diseños encontrados en la literatura. Específicamente, el diseño propuesto
para arquitecturas híbridas en sistemas de banda ancha arroja grandes ganancias sobre los
diseños encontrados en la literatura. Además el esquema propuesto para la asignación de
usuarios por grupos ofrece beneficios sobre estrategias de referencia de asignación aleatoria.

B.4 Sistemas de Banda Ancha Equipados con IRSs

Una IRS es un reflector controlable en tiempo real que consta de una gran cantidad de elementos
pasivos que introducen cambios de fase en las señales provenientes de uno o múltiples
transmisores. Las IRSs permiten el control parcial del entorno de radio propagación si se logra
configurar adecuadamente los cambios de fase y, por lo tanto, la dirección de salida de las
señales reflejadas hacia el receptor. En la última línea de investigación de esta tesis, hemos
realizado un estudio acerca de un enlace descendente de MU mmWave MIMO de banda ancha
en un sistema asistido por una IRS, donde además se considera que la estimación de canal es
imperfecta. Uno de los grandes retos del diseño de este escenario es la implementación de
los cambios de fase que se introducen en la IRS, la cual constituye un elemento pasivo que
es común para todas las subportadoras y, además, es común para todos los usuarios. También
resulta de interés el diseño de los precodificadores y filtros de banda ancha que dependen de la
frecuencia de cada subportadora. En nuestro trabajo, la matriz de cambio de fases de la IRS,
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los filtros y los precodificadores han sido diseñados para minimizar el error cuadrático medio
(MSE), considerando los errores introducidos debido al conocimiento imperfecto del canal. Se
ha establecido un problema de minimización del MSE total de los símbolos transmitidos, el
cual se ha resuelto mediante el empleo de la dualidad entre los sistemas de radiodifusión (BC)
y los sistemas de acceso múltiple al medio (MAC), y siguiendo un enfoque de minimización
alternante (AM) combinada con un algoritmo de gradiente proyectado (PG).

Los resultados numéricos muestran que el enfoque de minimización del MSE propuesto
conduce a ganancias sustanciales, tanto en términos del propio MSE como de la tasa suma
alcanzable del sistema, con respecto a las estrategias de referencia que ignoran los errores de
estimación de los canales. Estos errores deben ser tratados para el control de la interferencia
entre usuarios, el diseño de los transceptores y los cambios de fase introducidos por la IRS.
También se ha observado que las ganancias aumentan a medida que se consideran IRSs con un
mayor número de elementos.
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Appendix III

List of Acronyms

5G fifth generation
AF O-Ps amplify-and-forward with optimized precoders
AoA angles of arrival
AoD angles of departure
AWGN additive white Gaussian noise
B5G beyond fifth-generation
BC broadcast channel
BS base station
CBTC communications-based train control
CR cognitive radio
CSI channel state information
D2D device-to-device
DPC dirty paper coding
DQLC distributed quantizer linear coding
FCS fully-connected structure
FPGA field programmable gate array
GNU-SVD group null-space directed SVD
H-LISA hybrid-linear successive allocation
IoT Internet of things
IRS intelligent reflecting surface
ISI inter-symbol interference
JCR Journal Citation Reports
JIF Journal Impact Factor
JSCC joint source-channel coding
LISA linear successive allocation
LoS line-of-sight
LS least squares
LTE Long Term Evolution
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C. List of Acronyms

M2M machine to machine
MAC multiple access channel
MAP maximum a posteriori
MIMO multiple-input multiple-output
MISO multiple-input single-output
ML machine learning
MMSE minimum mean square error
mmWave millimeter-wave
MRC maximum ratio combining
MRT maximum ratio transmitter
MSE mean squared error
MU multiuser
No-IRS MRT-Ps no IRS with MRT precoders
NOMA non-orthogonal multiple access
OFDM orthogonal frequency-division multiplexing
O-IRS MRT-Ps optimized IRS with MRT precoders
OPTA optimum performance theoretically attainable
OTA over-the-air
PCS partially-connected structure
PDF probability density function
PER packet error ratio
PG projected gradient
SC-FDMA single-carrier frequency-division multiple access
PIN positive-intrinsic negative
PS phase shifter
RF radio frequency
R-IRS O-Ps random IRS with optimized precoders
SDR signal-to-distortion ratio
SIMO single-input multiple-output
SINR signal-to-interference-plus-noise ratio
SISO single-input-single-output
SNR signal-to-noise ratio
THz Terahertz
UAV unmanned aerial vehicle
ULA uniform linear array
UPA uniform planar array
URLLC ultra-reliable and low-latency communications
VQ vector quantization
VQLC vector quantizer linear coding
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C. List of Acronyms

WSN wireless sensor network
ZF zero-forcing
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