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A B S T R A C T

Depression is one of the most common mental health illnesses. The biggest obstacle lies in an efficient
and early detection of the disorder. Self-report questionnaires are the instruments used by medical experts
to elaborate a diagnosis. These questionnaires were designed by analyzing different depressive symptoms.
However, factors such as social stigmas negatively affect the success of traditional methods. This paper presents
a novel approach for automatically estimating the degree of depression in social media users. In this regard,
we addressed the task Measuring the Severity of the Signs of Depression of eRisk 2020, an initiative in the CLEF
Conference. We aimed to explore neural language models to exploit different aspects of the subject’s writings
depending on the symptom to capture. We devised two distinct methods based on the symptoms’ sensitivity
in terms of willingness on commenting about them publicly. The first exploits users’ general language based
on their publications. The second seeks more direct evidence from publications that specifically mention the
symptoms concerns. Both methods automatically estimate the Beck Depression Inventory (BDI-II) total score.
For evaluating our proposals, we used benchmark Reddit data for depression severity estimation. Our findings
showed that approaches based on neural language models are a feasible alternative for estimating depression
rating scales, even when small amounts of training data are available.
1. Introduction

Mental well-being is a fundamental component of World Health
Organization’s (WHO) definition of health [1]. Mental disorders are
complex and can take many forms. These disorders directly affect how
we think, feel, and act [2]. Good mental health enables people to
develop their potential, cope with the everyday stresses of life, work
productively, and lead a fulfilling life [3].

Depression is one of the most frequent and debilitating psychiatric
disorders [4,5]. Depression alone affects more than 270 million peo-
le [6], being a primary reason for suicide (about 50% of all) [7]
nd one of the most significant causes of disability worldwide. It can
ffect anyone, regardless of age, gender, financial or social status [2].
he number of existing cases of these disorders maintains an upward
rend over the years, and they already constitute a notable public
ealth problem with vital consequences for society [8]. The significant
mpact on the prevalence of psychological disorders shown by the
irst massive studies of the effects of the Covid-19 pandemic is also
oteworthy [9]. Despite its many harmful effects, there are validated
nd effective treatments, which can be boosted along with therapies
nd prevention programs [10]. Still, many individuals suffering from
orms of depression remain untreated [11]. Early recognition is one
f the keys to success in these treatments, minimizing their impact on
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public health and reducing cases’ escalation. Several studies have ad-
dressed how early detection drastically reduces the disorder’s negative
impacts [12–14].

The standard way to measure the severity of depression by the
clinicians relies on validated psychometric tests. These tests are known
to have a satisfactory performance in the diagnosis at individual-
level [15]; some relevant examples are the Patient Health Question-
naire 9 [16], the Hospital Anxiety and Depression Scale [17], the
Center for Epidemiologic Studies Depression Scale [18] or the Hamilton
Rating Scale for Depression [19]. One of the most reliable and trusted
instruments is the Beck Depression Inventory-II (BDI-II) [20]. The BDI-
II has a great deal of evidence of its performance [21]. It comprises 21
items related to major symptoms, covering aspects such as hopelessness
or sadness, cognition symptoms such as punishment or guilty feelings,
and physical indicators such as fatigue [22].

However, self and family reports are the most frequent ways to
detect cases of depressive illness [23]. Population-level analysis via
traditional methods is expensive. Phone surveys [24] are a common ap-
proach that often implies a crucial delay in obtaining practical results.
Many health organizations also make these questionnaires available
to users to fill them in by themselves. These online tests can even
suggest visiting a medical professional. Per contra, when aiming for
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a precise global diagnosis, conventional procedures may have distinct
limitations. Revealing your mental conditions continues to be a highly
complex process surrounded by stigmas, with a predominant lack of
awareness in society. Moreover, the total score of the questionnaires is
easily manipulable by the respondents. Existing studies analyzed how
these responses can drastically vary depending on changing factors [25,
26], and the final scores can be easily minimized or exaggerated.
Bowling [26] studied the quality results’ variations based on the admin-
istration of these tests. Social expectations, such as doing a test in front
of a doctor, would change the results drastically compared to doing it
in a friendly environment like your room.

As a new communication paradigm, people use social networks as a
comfortable mean to share emotions, feelings, and thoughts. A signifi-
cant part of mental health research requires the study of thoughts and
behavior. Hence, social media is an excellent source to capture feelings
that would often characterize disorders like clinical depression [27]. In
these environments, users can preserve their anonymity while receiving
the support and experience from others [28]. The emotional distance
provided by these platforms is an incentive to interact and share their
true feelings; individuals can express themselves in a leisurely manner,
where depressed people gather information about their disease and
discuss their symptoms. Based on this idea, researchers have analyzed
user-generated content from sources like Reddit [29,30], Twitter [31,
32] or Facebook [33] to develop predictive solutions for detecting
mental illnesses.

In this work, we study the potential of neural language models
for detecting depressive states based on social media content. Such a
challenging task has been traditionally tackled as a binary classifica-
tion problem, i.e., classifying depressed and non-depressed individuals.
However, little effort has gone into finer-grained analysis, distinguish-
ing between the different symptoms that characterize depression. The
present study is a step towards that direction: we automatically fill
in the BDI-II questionnaire by estimating all its 21 symptoms. In this
regard, our primary research objective is to investigate whether or not
word embeddings can capture signals of specific symptoms. For that,
our proposed solutions build symptom-classifiers that exploit word em-
beddings as input features. We evaluate these proposals in benchmark
collections using Reddit as data source.

As we work with the symptoms collected in the BDI-II, we observed
that their sensitivity varies greatly. We define sensitivity as a property
of the symptoms. The more sensitive a symptom is, it reduces the
willingness of users to comment on it publicly. For instance, some
symptoms (e.g. fatigue, changes in appetite) may be less intimate,
making the users comment on them more easily. For these symptoms,
it would be easier to search for direct mentions of the user concerns.
On the contrary, others (e.g. loss of interest in sex, crying) are more
sensitive, and users avoid explicitly talking about them. In this case, we
would need to search for other signals in their language. This follows
our intuition that there is great diversity in the degree to which users
are more or less prone to talk about specific aspects of their lives
explicitly. Our hypothesis indicates that signals of depressive symptoms
differ depending on the symptom sensitivity. Our second objective
exploits and analyzes this observation.

For the previous reasons, we designed two exploratory methods: The
first one captures users’ general language, searching for communication
patterns by analyzing their publications at sentence-level. Contrarily,
the second seeks only direct mentions of symptom-related concerns,
focusing on specific responses instead of the rest of the publication.
Attempting to validate this idea, we performed a symptom by symptom
analysis, resulting in the development of a third hybrid solution that,
depending on the symptom, will use one or another method.

The remainder of the paper is structured as follows: in Section 2
we present the actual approaches that exploit the use of clinical ques-
tionnaires and a summary of the work related to our line of research.
2

Section 3 describes the collections that will be used along with the
characteristics of the BDI-II, and we introduce our framework to es-
timate the presence of symptoms. The results of our methods are
presented in Section 4 based on the experimental settings introduced at
the beginning of that same section, and we also report a comparative
symptom-by-symptom analysis. We discuss our conclusions and future
studies in Section 5. Finally, the ethical considerations and practical
implications of our approaches are discussed in Section 6.

2. Related work

Traditional studies on depression detection are based on differ-
ent self-diagnosis questionnaires [16,18–20]. These questionnaires are
aimed at an individual level, by establishing rating scales that associate
the total score to the depression severity of the patient. There are also
existing efforts towards studying and detecting depressed people at
a population level [34]. Most of them have relied on sharing those
inventories as surveys. One example is the Behavioral Risk Factor
Surveillance System (BRFSS), a United States health survey admin-
istered via telephone. Its main objective is to estimate the rate of
depression among adults in the US [24]. Nevertheless, these techniques
face methodological challenges:

• Depression sufferers often manifest a lack of willpower and
strength, discouraging factors from filling questionnaires hon-
estly [35,36].

• Stigmas surrounding mental health diseases make it even more
difficult to reveal your feelings and decide to seek help [37].

• These procedures imply notable financial requirements and ac-
tive participation of subjects. Moreover, it is required consid-
erable time to have enough people to make complete conclu-
sions, involving long delays between data collection and actual
findings [36].

There is a great deal of prior work on understanding the under-
lying causes of depression. Research on topics related to depressive
conditions has been performed within the medicine or psycholinguistics
fields [38–40]. All of them have tried to identify the presence of symp-
toms, causes and how to perform a precise diagnosis. In recent years,
social media have become a pivotal source to provide data related
to mental health disorders [29,41,42]. This amount of user-generated
information allows researchers to analyze user language and behavior.
Several studies showed how social network content is valuable for
identifying depression and other mental health problems. In such a
way, computational linguistic solutions have been applied to analyze
mental disorders like suicidal ideation [43,44], schizophrenia [45], or
eating and anxiety disorders [46,47].

Concerning to depression, De Choudhury et al. [32,48,49] made
pioneer contributions to the field. Their studies extracted relevant
features in the language of depressive individuals (i.e., higher self-
attentional focus and negative emotions). In this regard, several re-
searchers started to investigate a wide range of different features:
linguistic, emotional expression, semantic, lexicon-based or social net-
work properties, among others. For instance, the role of emotions
in depressive-content has been significant in identifying the disorder
on Twitter [50] and Reddit [30]. There were several efforts focusing
on contact’s network structure [32,51] and the relevance of personal
statements [52] (i.e., information present in phrases with singular first
pronoun) and the frequency of personal pronouns [53]. In this context,
we are also aware of two recent proposals that incorporate question-
naire information to identify depression as a binary classification task
[54,55].

For the last few years, most recent work involving the capture
of semantic features is built on the use of neural language models.
These models encode the word meanings as vectors, known as word
embeddings. Words that appear in similar contexts will be closer in

a multi-dimensional space. Traditional word embedding architectures,
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including Word2Vec[56] and Glove[57], are designed as static models.
Static models use a single global embedding to represent each word
of the vocabulary. Recent advancements in the Natural Language
Processing (NLP) field introduced context-aware approaches thanks to
the use of pretrained language models (PLMs). PLMs come from modern
transformers architectures, such as BERT-based models [58], GPT [59]
or T5 [60]. One of the main advantages of these models is its ability to
be fine-tuned into smaller datasets and obtain outstanding performance
in downstream tasks [61,62].

Recent works in the literature adapted different PLMs for the clin-
ical [63] and biomedical[64] domain. Researchers also leveraged the
potential of transformer models in the mental healthcare field. Related
to depression, most of the prior works based their methods by fine-
tuning the original BERT with an additional classification head. For this
purpose, they train these models as sequence classification task, giving
them as input publications of depressed vs. non-depressed users. After
the training process, the models are able to produce binary decisions
at publication level [55,65,66].

Due to the recent popularity of this field, shared tasks emerged to
promote the research on mental health detection from the perspec-
tive of NLP. The Computational Linguistics and Clinical Psychology
(CLPsych1) [67] and the Early Risk Prediction on the Internet (eRisk2)
are the evaluation forums that have become standard benchmarks for
predictive methods. The CLPsych-2015 aimed to detect evidence from
users having depression using Twitter data. Participant systems experi-
mented with bag-of-words together with supervised standard classifiers,
or developing rule-based approaches, topic models and traditional
machine learning algorithms.

Additional challenges to help improve research on depression detec-
tion go beyond single binary classification (depressed vs not depressed)
scenarios. The eRisk initiative proposes novel tasks in this new context.3
For instance, detecting depression in early stages has great importance
to avoid further consequences. For that reason, eRisk organized the
first shared task on early risk detection of depression (ERD) in 2017.
ERD task consisted of early detecting signs of depression by sequen-
tially processing social media posts from Reddit users. In this sense,
organizers include time-aware metrics to reward early alerts and pe-
nalize later ones. The second edition was organized in 2018. In 2018,
participants included bag-of-words representation and the exploit of
domain-specific vocabulary, and started to leverage word embeddings
representations. Still, the best performance obtained so far did not
make use of these kind of semantic representations. Burdisso et al.
[72] improved all other participants using a text classification method,
called the SS3 classifier. The main idea of SS3 is to value words in
relation to categories. The authors built a dictionary of words associ-
ated to depression and non-depression categories. In the classification
stage, the method uses this information to calculate if the score of the
summarized words of a user is related to one of the categories.

In the last two editions, a new task came up aimed at estimating
the level of depression, called Measuring the Severity of the Signs of
Depression. Our work is directly related with this task. In 2019 edition,
few approaches built solutions based on word embeddings. van Rijen
et al. [73] proposed a ensemble of models based on word polarities,
mutual information and semantic similarity. For the semantic features,
they used word embeddings from GloVe to extract features for each
symptom. Then, they compared these symptom embeddings with the
user posts. Abed-Esfahani et al. [74] proposed a similar approach, but
used a finetuned GPT-1 model to generate the vector representations.
Again, the best results in this collection were recently published by
Burdisso et al. [75]. The authors extended the SS3 classifier values

1 https://clpsych.org/
2 https://erisk.irlab.org/
3 The tasks related to each edition are described in detail in the CLEF’s
Risk overviews [68–71].
3
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Table 1
Options available for the item 10 ‘Pessimism in the future’.
Option value Option sentence

0 I am not discouraged about my future
1 I feel more discouraged about my future than I used to
2 I do not expect things to work out for me
3 I feel the future is hopeless and will only get worse

mapping them to the BDI-II possible categories, obtaining a promising
performance.

The next edition, more researchers adapted different PLMs to build
their solutions for the 2020 collection. Most of them obtained their own
datasets from Reddit. Then, they fine-tuned these models as sequence
classification to produce the inference decisions [65,66]. However,
three of the top four participants did not rely on the use of embeddings.
These solutions were focused on the use of hand-crafted, emotional and
psycholinguistic features [76–78]. We give a detailed description of
each top performing method in Section 4.2. In this regard, our method
differs from prior works in two main ways. (1) We do not rely on fine-
tuning on specific crawled datasets, or base our approaches in complex
classification processes. This point contributes to the explainability of
our decisions. (2) Our methods are model-agnostic and can be easily
transferred to other diseases, questionnaires and symptoms without ad-
ditional effort. (3) Finally, our classifiers are not based in a specific set
of hand-crafted features and resources, such as the exploit of depression
or emotion lexicons.

3. Material and methods

3.1. Task: Measuring the Severity of the Signs of Depression

The aim of the task is to estimate the level of depression based on
a thread of user submissions. The levels go accordingly to the BDI-
II questionnaire scores. For each user, the participants were given its
entire history of postings, and they had to predict the BDI-II responses
for that same user. The predicted answers are based on the evidence
found in the history of postings. Thus, for each user, the collection has
two elements: (1) their real responses to the symptoms of the BDI-II
(ground truth) and (2) their full writing history (WH).

BDI-II4 is composed of 21 items that measure characteristic attitudes
and symptoms of clinical depression [20,79]. Each item is related to
a different symptom, containing four answer options accompanied by
a sentence explaining its meaning. The options are rated from 0 to 3
according to the Likert scale [80]. Options scale in terms of severity,
from the total absence of the symptom to a total identification. It takes
approximately 10 to 15 min to complete it.

Table 1 shows one example of an item, in this case, the item is
elated to pessimism about the future. The accumulating result of all
he 21 items is associated with a scale of depression manifestation: min-
mal depression (0–9), mild depression (10–18), moderate depression
19–29), and severe depression (30–63).

.2. Datasets

For experimental purposes, this study uses the datasets provided
y eRisk 2019 and 2020 editions [70,71]. eRisk organizers contacted
ith users from the Reddit5 platform to fill in the BDI-II. With their
greement, they extracted their complete WH. Both collections contain
osts from English-speaking users, with 20 users in 2019 and 70 in

4 The BDI-II can be consulted at https://early.irlab.org/2019/ (Task 3).
5 Reddit is an open-source platform where members can submit content
uch as links, text or images (https://www.reddit.com/).

https://clpsych.org/
https://erisk.irlab.org/
https://www.reddit.com/
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Table 2
Statistics of eRisk 2019 and 2020 collections for the depression estimation task.
Edition 2019 2020

Users 20 70
Number of posts

Total 10397 33638
Min per user 25 16
Max per user 1257 1258
Avg per user 519.8 480.5
Words/Post avg 46.9 42.87

Number of titles
Total 1123 3865
Min per user 0 0
Max per user 512 526
Avg per user 56.1 55.2
Words/Title avg 10.8 9.28

2020. For each user, the dataset provides its real responses to the ques-
tionnaire along with its complete history of postings. The collections
can be obtained on request from the eRisk organizers.

In our proposals, we used the 2019 corpora as training data and the
2020 for testing. The collection provides an XML file for each subject,
which contains all user posts ordered by chronological order. Each
post consists of the following elements: id, a unique identifier for each
Reddit user; and writing, which constitutes a publication made on the
platform. Simultaneously, each writing contains the fields (title, date,
info and text). The field title represents the Reddit thread title; date
indicates the exact time of the publication, info designates the platform
used (just Reddit), and text represents the user’s publication text.
Table 2 provides general descriptive statistics of the two collections.

3.3. The symptom-classifiers framework

Since we are introducing a new classification framework, instead
of going straight to the specific methods, we have decided to include
the general idea first and then, the three different solutions that came
up based on it. Our proposed approach was intended to be used as
a general framework for depression estimation, considering it is (1)
model-agnostic and (2) flexible enough to be implemented in sev-
eral manners depending on the symptom or even questionnaire. Thus,
the next subsections shows our framework’s main aspects along with
intuitive examples highlighting the process.

We addressed our proposal as a classification task. Instead of re-
lying on a unique classifier, we build 21 symptom-classifiers, each
one corresponding to a different symptom present in the BDI-II. The
symptom-classifiers are designed as a four-class problem, and each
class is associated with one of the possible answer options (0–3).
For instance, the options shown in Table 1 Pessimism in the future
correspond to the four possible classes of that symptom. With the use of
these classifiers, we can infer the answered option for each one of BDI-
II symptoms. Finally, to predict the user’s total BDI-II score, we simply
aggregate the decisions of the 21 classifiers. Keeping this in mind, our
proposal relies on three critical choices: (𝑖) data filtering (𝑖𝑖) users and
options feature extraction (𝑖𝑖𝑖) the use of symptom-classifiers:

3.3.1. Data selection strategy
(𝑖) One of the major challenges in research on depression from social

media is the creation of collections with enough reliable cases. Labels
are typically assigned at user level (in our case, the labels are the
responses of the BDI-II of each user). However, our approach extracts
the features at a sentence-level instead of considering the whole user
WH. Providing labels at the sentence level would be a high-cost process.
For this reason, we extend the labels of the users’ symptoms (0−3) to all
their WH. This step generates noise for many samples, considering that
the users write many publications out of context. As a consequence,
if we had an user 𝑈1 who answered the option 3 for the symptom
4

‘Self-dislike’ and another user 𝑈2 who answered the option 0, and they
both have a publication with the content ‘Went to the cinema today’, the
publications would have opposite labels despite being the same text.
To reduce this issue, we applied a simple but effective filtering method
in both the training and inference phases. The data selection strategy
allows us to gather candidate posts from the entire set of publications
that have higher relevance to the symptom.

As publications on Reddit have variable content length, we first split
the whole WH of the users into smaller units (sentence-level). As our
approach is based on semantic search, we find it very convenient to
work with sentences rather than the whole publication. Working at
smaller units improves the quality of the semantic representations.

To filter only relevant sentences from the whole set of the sentence
labels, we use a measure of textual similarity: Okapi Best Matching 25
(BM25) [81]. In the training phase, we use the 2019 corpus to gather all
the sentences from the users that answered each option. Using BM25,
we can retrieve the top 𝑘 candidate sentences that better characterize
the option. For that, we use as query the statement containing the
description of that same option. For instance, if we want to get the
features of the option 0 in symptom 14 Loss of energy, the query would
be: I have much energy as ever, and we would only select the top 𝑘
sentences from the users that answered that option. This allows us
to discard many writings that would not add any value for feature
extraction.

In the case of a test user, we apply a similar process. However, in
the inference phase we do not know the test user’s label. Therefore, in
this case, we use the queries to obtain relevant sentences of all four
options. For example, for the symptom 14, the query would be: (I have
much energy as ever I have less energy than I used to have I do not
have enough energy to do very much I do not have enough energy to
do anything). The filter will select only the top 𝑘 sentences from those
users that match the query. These candidate sentences will be the ones
used to extract the features.

3.3.2. Extraction of Users and Options features
(𝑖𝑖) Our main intention is to investigate the capture of the semantics

of the BDI-II symptom options, 𝑜 ∈ {0, 1, 2, 3}. As sentence embeddings
have been very successful in semantic similarity tasks, we decided to
create an vector embedding to capture these semantics. This resulted in
a total of 84 option vectors (21 symptoms with four options each). In
all our experiments, we extracted the features using word2vec models.
This process is carried out in the training phase, where we retrieve
all the filtered sentences from the users that replied to each option.
To obtain the features, we assume 𝑒(𝑠) as a function that takes a
sentence 𝑠 and maps it into its vector representation. Following this, the
computation of the final features vector of a symptom 𝑖 and an option
𝑗, defined by 𝑜𝑖𝑗 , follows the equation:

𝑜𝑖𝑗 =
1

|𝑆𝑗 |

∑

𝑠𝑗∈𝑆𝑗

𝑒(𝑠) (1)

where |𝑆𝑗 | denotes the total number of filtered sentences for the option.
𝑜𝑖𝑗 is then calculated by averaging the sentences embeddings of the users
that answered the specific option 𝑗. In inference, we also summarized
the semantic of a test user into a single vector embedding. For that, we
average all the features from its filtered sentences.

3.3.3. Use of symptom-classifiers
(ii) Every symptom-classifier has two phases: training and inference.

The training process consists in generating a feature vector representing
each possible option. As a result, we train 21 symptom-classifiers by
calculating the option vectors, where 𝐶𝑛 = {𝑜𝑛0, 𝑜

𝑛
1, 𝑜

𝑛
2, 𝑜

𝑛
3}, with 1 ≤ 𝑛 ≤

21. We illustrate the options vector generations process in the Fig. 1. It
is exemplified for one of the symptom, 14 ∶ (Loss of energy). The process
for the rest of symptom’s options remains the same.

First, we retrieve all the training users that answered each option:
(0. I have much energy as ever, 1. I have less energy than I used to have,



Artificial Intelligence In Medicine 132 (2022) 102380A. Pérez et al.

a

Fig. 1. Training overview showing the extraction of option feature vectors of symptom 14: Loss of energy.
Fig. 2. User feature vector extraction 𝑢14 for an symptom 14 and the posterior classification decision.
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2. I do not have enough energy to do very much, 3. I do not have enough
energy to do anything ). From their 𝑊𝐻 , we apply the data selection
strategy to filter the relevant sentences most related to the symptom.
At this moment, we already have 𝑘 candidate sentences {𝑠𝑗1, 𝑠𝑗2,… , 𝑠𝑗𝑘}
for each option 𝑜𝑗 . Finally, we extract the features from these filtered
sentences to compute the vectors 𝑜14𝑗 for the symptom 14.

In inference, we classify the BDI-II answers of a test user after
measuring the similarity with the previously calculated option vectors.
We illustrate the classification process in Fig. 2. It is exemplified for
only one test user and the symptom 14. First, we filter its corresponding
WH following the data selection strategy described in Section 3.3.1.6
Then, we apply the 𝑒(𝑠) function to extract features at sentence-level,
and we compute the user vector ⃗𝑢14 for the symptom 14 by averaging
all the sentences features. We produce a different user vector for each
symptom, containing only the sentences more related to it. Finally, to
obtain the predictions, we simply compare the similarity of ⃗𝑢14 with the
option vectors 𝑜14[0...3]. We use cosine similarity to obtain a result for each
option. In the last step, we classify the given test user representation 𝑢
with the option that has the highest cosine similarity with her/him.

3.4. Symptom-classifiers variants

This subsection describes the three different variants we used to
build the symptom-classifiers. All of them are based on the classifica-
tion framework described above. As a result, these classifiers are able
to generate decisions for each symptom.

3.4.1. General symptom-classifiers
We call the first approach General symptoms-classifiers, which ob-

jective is to capture the general language of the users. In this method,
we look for communication patterns that may indicate the presence
of the symptoms. The procedure for obtaining the representations of
options and users is analogous to the pipeline described above. We
simply obtain all the 𝑘 sentences that satisfy the filtering process and

6 If no posts are found after filtering, we assume the answer estimated is 0
s there are no information traces from the user.
5

extract all its features in training. In the inference phase, the inputs for
the symptom-classifiers are the test users’ vectors. To compute the final
BDI score of the users, we aggregate the decisions of all these classifiers.

3.4.2. Direct answers symptom-classifiers
We called this second approach Direct answers classifiers. Contrarily

to the general symptom-classifiers, here we seek only direct mentions or
concerns associated with the symptoms. As a result, this seeking process
will only extract the specific span of the sentences containing explicit
answers about how the user feels about the symptom. For this step, we
have used a Question Answering (QA) model.

QA is one of the NLP tasks that has significantly disrupted. QA
systems are based on triplets (𝑃 ,𝑄,𝐴), which can generate an answer 𝐴
from a passage 𝑃 and a question 𝑄. The idea is to get potential answers
for each symptom directly from the user’s writings. Our model obtains
the answer 𝐴 by using the user’s publications as a passage 𝑃 and the
DI item as a question 𝑄. Behind the premise that particular items are
ore likely to be commented on in a more direct way than others,
e can experiment if capturing only direct answers to symptoms can
mprove prediction performance. We give the details of the training
rocess of the QA model in the experimental settings (Section 4.1). We
onstructed our QA model as an application of BERT [58], a neural
anguage model based on the transformers architecture.
At this point, it is necessary to mention that the BDI-II does not

rovide a question per symptom. Instead, it simply presents the possible
ptions, and the respondent have to choose the option with which
e/she most strongly identifies. We, therefore, had to manually con-
truct the questions for each item as questions to our QA model. For
his, we formulated a simple question containing keywords related to
he symptom. Table 3 shows some of the questions we constructed for
he items in the left column, as well as some extracted answers from
hose questions in the training collection.7
This proposal uses the same configuration as the general symptom-

lassifiers for the feature extraction. However, the difference is that we
ow apply a different technique to select the sentences for extracting

7 The answers are paraphrased in accordance to test collections’ license.
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Table 3
Example of four questions that we used for BDI symptom along with an extracted
answer from these same questions.
BDI Item Model question Extracted answer

9. Crying Do you usually cry? I have grown used to
crying over anything that
occurs

11. Social
withdrawal

Have you lost interest in
people or social life?

I have been increasingly
estranged from most of my
peers

13. Worthlessness Do you feel worthless or
insignificant?

Always feeling guilty and
unworthy dude

14. Tiredness Are you usually tired or
fatigued?

It is difficult to be creative
or even get out of bed
these days

the features. For this reason, we use the QA model to search for only
explicit answers to the symptoms. If the QA model does not output
any answer for a selected sentence, we discard it. Consequently, the
embedding model will only extract features from short answers instead
of the whole candidate sentences. With this step, we drastically reduce
the total number of sentences represented as vectors. The rest of the
classification process, both in training and inference, is analogous to
the general architecture. We construct the option vectors for each
symptom-classifier in training and the test user vectors for inference.
Finally, the computation of the final BDI score is the aggregation the
decisions of the direct symptom-classifiers.

3.4.3. Mixed symptom-classifiers
This final approach, called Mixed classifier, is a hybrid solution

leveraging the two previous methods. The mixed classifier does not
correspond to any new method. Instead, it uses the general or direct
symptom-classifiers depending on the symptom. As these two have dif-
ferent objectives to capture (general vs direct language), we conducted
a symptom-by-symptom analysis to determine which model performed
better for each symptom. With that goal, we performed leave-one-
out cross-validation in our 20 training users, using Average Hit Rate
(AHR) as objective metric. AHR computes the ratio of times a method
correctly estimated an option averaged for all the users (evaluation
metrics are explained in Section 4). The complete analysis can be seen
t Section 4.3. The best performing classifiers per symptoms for the
raining users are presented below:

• The direct classifier obtained better results in the following symp-
toms: ‘Pessimism for the future’, ‘Sense of being a failure’, ‘So-
cial withdrawal’, ‘Guilty feelings’, ‘Sense of punishment’, ‘Irritability’,
‘Changes in appetite’ and ‘Tiredness or fatigue’.

• The general classifier obtained better results in: ‘General sadness’,
‘Lack of satisfaction’, ‘Self-dislike’, ‘Crying’, ‘General agitation’, ‘In-
decisiveness’, ‘Loss of energy’, ‘Concentration difficulty’ and ‘Loss of
interest in sex’.

• Both classifiers had the same AHR values in: ‘Sleep disturbance’,
‘Self-incrimination’, ‘Worthlessness’, ‘Suicidal ideation’.

Based on these results, in the test set, the mixed classifier decides
to use the best of the two previous classifiers that best adjusts to each
symptom. In the case of the symptoms which both classifiers had the
same AHR result, we considered to use the general classifier as it
showed more consistency in the rest of the metrics.

4. Analysis and results

This section covers the experimental analysis of our symptom-
classifiers on the depression estimation task. The experiments were
conducted on the eRisk 2020 Task 2: Measuring the Severity of the Signs
of Depression. To evaluate our results, we used the 2019 collection as
6

training data and the 2020 collection as test. It is organized into three
main subsections. The Section 4.1 describes the experimental configu-
ration of the proposed approaches and we introduce the four metrics
used to evaluate the performance of the classifiers. Section 4.2 shows
the obtained results and compare them to the state-of-the-art methods
in the shared task. Finally, Section 4.3 presents an symptom-analysis of
the obtained results.

4.1. Experimental configuration

We experimented with different embedding models to extract the
features from the sentences. Two of them are based on word2vec.
The first one is FastText, an incremental word2vec technique that
also encodes the morphology of words [82]. The second is sense2vec,
a word2vec variant that uses supervised disambiguation to generate
unique embeddings for each word sense [83]. Furthermore, sense2vec
was trained on Reddit comments from 2015, making it even more
suitable for our collections. Additionally, we also experimented using
the pretrained BERT model to get these embeddings. In this case, we
feed the sentences to BERTBASE and take the first vector of the hidden
state (CLS token). The CLS was used as embedding of the sentence. The
performance of BERT was slightly worse than word2vec models. For
this reason, we leave for future work a thorough comparison between
the impact of the word2vec and more sophisticated BERT embeddings
on the performance of our framework.

Different settings to develop the classification framework were also
investigated. Table 4 shows the hyperparameters that produced bet-
ter results. We applied leave-one-out cross-validation using only the
training set. The following is a summary of them: (1) stopwords, we
considered removing stopwords when gathering the set of posts. (2)
Apply the data selection strategy or instead consider all the publications
to generate the options representations. In the training process, we
found that not using any filter improves the direct classifier. In contrast,
the filtering strategy improves the performance of the general classifier.
(3) Apply the selection strategy in the user representations. In this case,
we are processing a lower amount of sentences (only one user). Thus,
not filtering the sentences of the test user obtained better results.

Furthermore, (4) and (5) show the number of the best top 𝑘 sen-
tences filtered with BM25. We tuned the 𝑘 value from 100 to all the
possible sentences matched in increments of 100. The training user with
more 𝑘 sentences is 2608. Hence, using 2608 corresponds to retrieving
all the sentences with BM25 (BM25_ALL), which was the best value
obtained in our experiments. As the filtering method only improved for
the general classifier, the rest of the values were not used. Finally, (6)
we tuned the text units considered from the set of publications selected.
In the case of the general classifier, using sentences for embedding
yielded better results. In the case of the direct classifier, using full
publications as input to the QA system produced better results than
dividing it first into individual sentences. We assume that the QA model
works better with the whole publication as it has more context available
to look for direct answers. Furthermore, the direct classifier discards
sentences when the QA system does not find an answer in them. We
also believe that this is the reason of why a filtering strategy is not
needed in the direct classifier.

As mentioned in Section 3, the direct-answers classifier employs a
QA model to detect potential answers and concerns about the symp-
toms in the set of publications. For that, we trained a retrospective
reader designed by Zhang et al. [84]. The collection used to train
this model was the Stanford Question Answering Dataset (SQuAD).
SQuAD is a reading comprehension dataset consisting of crowdsourced
question/answer pairs on a set of Wikipedia articles [85]. The model
ranks the second position in the SQuAD competition in 2020. Table 5
shows the parameters we applied to train the model. We maintained the
same parameters reported by the original paper, except for batch size,
due to efficiency issues. Moreover, we limited the maximum answer

length to 30 as we wanted to capture concrete and short responses.
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Table 4
Tuned hyperparameters experimented in the training process of our classifiers.
Hyperparameter General classifier Direct classifier

1) Stopwords Remove Remove

2) Data selection on options
representations

BM25 Not filtered

3) Data selection on users
representations

Not filtered Not filtered

4) Best 𝑘 on options
representations

BM25_ALL (2608) –

5) Best 𝑘 on users
representations

– –

6) Text unit Sentence level Publication level

Table 5
Parameter values of the question answering model.
Parameter

Learning rate 2𝑒−5

Training steps 260000
Maximum context length 512
Batch size 4
Warm-up steps 814
Maximum answer length 30

For evaluating the participant methods, organizers considered four
ifferent metrics. We used the same metrics for all our experiments.
hese metrics evaluate the quality of the estimated answers to the
DI-II [71]. Next, we briefly describe them:

• Average Hit Rate (AHR): Hit rate (HR) is a measure that computes
the ratio of items the system has estimated the same answer
option as the user. If the HR for a user is 10/21, then for 10 of the
21 items, the system estimated for the test user the same option
as the golden user response.

• Average Closeness Rate (ACR): Closeness Rate (CR) calculates the
absolute difference between the actual answer and the estimated
answer, and subsequently, an effectiveness score is applied as
follows: CR = (mad - ad), where mad represents the maximum
absolute difference, and ad the actual difference. If a real user
has answered ‘0’ for an item, this metric will penalize a system
that has estimated ‘3’ more than one that has estimated ‘1’, as
the latter is closer to getting it right.

• Average DODL (ADODL): Corresponds to Difference Between
Overall Depression Levels (DODL). It calculates the absolute
difference (ad_overall) between the user’s actual BDI-II score and
the system estimated BDI-II score. DODL is normalized to [0,1].
The formula is DODL = ((63 - ad_overall)/ 63), where 63 is
the maximum absolute difference that can be obtained when
estimating the total score.

• Depression Category Hit Rate (DCHR): The BDI-II associates 4
specific depressive disorders categories depending on the score
obtained in it:

– minimal depression (0–9)
– mild depression (10–18)
– moderate depression (19–29)
– severe depression (30–63)

DCHR computes the total number of cases where a system has
estimated the user’s real category based on the BDI-II score.

4.2. Baselines and results comparison

Table 6 presents the performance of the selected baselines, the state-
7

of-the-art approaches for each metric, and the methods we presented.
The first three rows (upper block) include baselines proposed by the
organizers in order to gain some perspective [71]. The first and second
rows are all 0s and all 1s, consisting of filling in the same option
(0 or 1) for all the items. These methods represent good baselines
for the metrics that consider the closeness of the predictions (ACR
and ADODL). Visualizing their results, we can see how the options
are distributed between 0’s and 1’s. Finally, the third row shows the
performance of an algorithm that fills in the options randomly. As we
included the participants’ approaches with better results for each metric
in 2020, we will summarily explain their approaches:

The BioInfo@UAVR [77] method used an external dataset to train
a rule-based approach. The authors captured different psycholinguistic
patterns and behavioral features to model each rules. More specifically,
they represent the user’s writing history as a vector composed of several
depression-specific features. Some examples are guilt and cry, sleep,
anxiety, irritation or depression. For example, authors measure the
depression category using the average polarity of the writings, the use
of self-related words (I, myself, mine) and the mention of specific words
related to mental disorders and anti-depressants. For each category,
they calculated a user score using the frequency of the categories for
that user with respect to the total number of occurrences over the
training dataset. These scores were then normalized to the interval
[0–3] of the BDI-II.

ILab [65] obtained the best results in ACR. Their method used
BERT-based classifiers trained explicitly for the task. Similar to our
approaches, they addressed the problem as a multi-class labeling task.
Authors fine-tuned the base language model with a head for multi-
classification for every question. They also balanced the weights of
the classes due to the sparsity of training data. In inference, for a
given user, they predict the answer obtaining the softmax prediction
for every publication. The class with the highest accumulated value is
the estimated answer by the system. They experimented with differ-
ent neural language models, and XLM-RoBERTa achieved the greatest
performance.

PRHLT-UPV obtained the best results in DCHR. Sabina et al. [78]
submitted three different runs. Their first two methods used linguistic
and emotion features like LIWC, representing the users as continuous
vectors. To obtain user levels representations, authors averaged the
values of these vectors for each user post. They also included the
standard variation of the features trying to capture the evolution of the
language. Finally, the third run leveraged pre-trained language models
to obtain semantic representations of the users social media posts. In
this regard, they extracted the features at sentence-level using Universal
Sentence Encoder (USE) [86]. They experimented these three solutions
with traditional machine learning algorithms. Their best results were
obtained by using the linguistic and emotional features with a SVM
classifier.

RELAI obtained the best results in ADODL. Maupome et al. [76]
addressed the problem as authorship attribution, which relies on deci-
sion models to predict the probability of a pair of documents written
by the same user. Authors exploit the decision models in two variants:
the first attempt to relate users to each other (user-based), and the
second to relate a user with the text contained in the BDI-II itself
(answer-based). These models included three approaches: Topic Mod-
els, Contextualizer and a Stylometry-based solution. Their best model
was topic modeling using Linear Discrimination Analysis (LDA). The
user-based variant creates topic vectors for users and then computes
the distance between them, and the answer-based between the topic
representation of answers. Their LDA model was trained on an external
dataset, finding better results when requiring the model to calculate 30
topics.

Our solutions include the general, direct-answers and mixed classi-
fiers with the sense2vec and FastText embedding model variants. Next,
we will briefly explain and compare the results of our methods with

the baselines considered.
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Table 6
Results of our classifiers along with the baselines and the best runs of eRisk 2020. S2V
and FT stand for our two embedding models, sense2vec and FastText, respectively.
The numbers in parenthesis after the score corresponds to the position it would have
obtained if our methods had participated in the task. Bold values highlight the best
value obtained in the metric.
Run AHR (%) ACR (%) ADODL (%) DCHR (%)

all 0s 36.26 64.22 64.22 14.29
all 1s 29.18 73.38 81.95 25.71
random 23.94 58.44 75.22 26.53
BioInfo@UAVR [77] 38.30 69.21 76.01 30.00
ILab [65] 37.07 69.41 81.70 27.14
Relai [76] 36.39 68.32 83.15 34.29
Prhlt-Upv_svm [78] 34.56 67.44 80.63 35.71
General_Classifier_S2V 38.23(2) 69.23(2) 81.56(5) 44.29(1)
General_Classifier_FT 38.57(1) 69.16(3) 80.54(7) 38.57(1)
Direct_Classifier_S2V 36.94(4) 69.39(2) 81.41(5) 28.57(9)
Direct_Classifier_FT 35.64(9) 67.89(9) 80.91(6) 28.57(9)
Mixed_S2V 38.97(1) 70.10(1) 82.61(3) 37.14(1)
Mixed_FT 38.51(1) 70.00(1) 81.80(3) 30.00(7)

The all 0’s method obtains noticeably good results in AHR compared
ith its performance in the other metrics. This evidences that option
was the most popular option for the test collection. Moreover, as
xpected, all 1’s method achieves favorable result for metrics that
onsider absolute differences (ACR and ADODL). As the collection is
alanced between depressive and non-depressive users, estimating 1’s
ill always be in the middle range, representing a good baseline for
hese metrics.
From this table, it is possible to observe competitive results with

espect to the top participant methods. The sense2vec variant was
lways slightly superior than the FastText variant. In the vast majority
f metrics, both our general and mixed classifiers have improved all
ystems. Furthermore, while most participants struggled to perform
ell on all the four metrics, our methods showed a high level of
onsistency in performance.
Our mixed solution using sense2vec (MIXED_S2V ) outperformed all

the participants in three of the four metrics evaluated (AHR, ACR,
DCHR), and ranked third in ADODL. We note that, for the DCHR
metric, we increased performance by about 29% compared to the best
participant result. With the FastText model, (MIXED_FT ), we rank first
in AHR and ACR, while being third in ACR. Our mixed solutions always
improved the performance of our individual methods.

In addition, the general classifiers also obtained better results than
any participant overall. Using the sense2vec model, General_Classifier_
S2V, we are close to rank first in AHR and ACR. In DCHR, we outper-
form the best participant by a wide margin (nearly 30% improvement
to the best solution). With the FastText model, General_Classifier_FT, we
re first in AHR and DCHR and third in ACR. However, this classifier
as been found to perform worse in ADODL.
Finally, our direct-answers classifiers are the ones that performed
ore modest. Using the sense2vec model, we are in the top 5 of three
etrics (AHR, ACR, and ADODL). In DCHR is where we obtained the
orst position. This drop in the performance may illustrate that, for
ost symptoms, capturing general language use rather than searching
or direct answers to the item of the questionnaire is more appropriate.
rom the results, we can conclude that the proposed classification
ramework performs considerably well in the depression estimation
cenario. Despite the simplicity of our approaches, they still show better
erformance than presented baselines. Moreover, we have to stress
hat, in contrast to the participant systems, our framework does not
𝑖) use external datasets, (𝑖𝑖) apply an elaborated set of textual and
and-crafted features, or (𝑖𝑖𝑖) rely on complex decision models based
n ensembles of different machine learning classifiers and features.
urthermore, the decisions are easily interpretable as we can compute
he similarity value of all the options contributing to the explainability
8

f the model. r
In previous results reported in Table 6, our methods used the best
alue of top 𝑘 obtained in the training process. In addition to this, we
an experiments to evaluate the impact on the number of sentences
iltered in the data selection strategy. For this reason, we experimented
ith different values of 𝑘 and evaluated directly on the test set. This

allowed us to carry out an analysis covering a larger number of users.
We tuned different 𝑘 values to generate the options representations.
More specifically, from 100 to the max possible value (2600) with
increments of 100. We also experimented with a few low 𝑘 values, such
s 25 and 50. We note that the users in the training collection have
ifferent number of sentences. The maximum top 𝑘 retrieved depends
n each user. For example, the user with the most retrieved sentences
ith BM25 is 2608. However, this value does not exceed 600 sentences
or most users. From 600 to 2600, the number of additional retrieved
entences is very low and has minimal impact on the results. Thus, we
ecided to cut the y-axis at 600 and report the results after considering
lmost all available sentences (2400, 2500, 2600).
We used the general classifier in these experiments as it was the
ost sensitive to the filter process.8 Visualizing Fig. 3, we can compare
he influence of using more or less restrictive data selection strategies.
he x-axis is the top 𝑘 sentences selected for each training user. The
-axis is the performance for the AHR and DCHR metrics, showing the
mpact at symptom level and the total BDI score, respectively. Looking
t these results, the performance for both metrics increases as you
onsider more sentences filtered by BM25. This suggests that, using
he general classifier, the filtering technique improves by using more
entences retrieved by BM25. The improvement in the performance is
ven more significant in DCHR (predicting depressive categories). As
he goal of the general classifier is to capture patterns in the language,
his indicates that using more candidate sentences is useful for this
ethod.

.3. Symptom-by-symptom comparative study

Our main hypothesis is that the way depressive symptoms manifest
n social media may differ depending on the privacy of the symptoms.
or checking that, we designed a comparative symptom-by-symptom
nalysis of the general and direct classifiers. We applied leave-one-
ut cross-validation on the training data to determine which classifier
erformed better for each symptom. The metric maximized is the
veraged Hit Rate (AHR). Fig. 4 illustrates the results obtained in
his process. The (𝑥, 𝑦) points represent the symptoms. The x-axis is
he AHR value obtained for the symptom when considering the best
lassifier. The y-axis for that symptom is the AHR difference between
he direct and general classifier, and there we can see the differences
n the performance of the two classifiers considered. On the positive y-
xis, we can see the symptoms for which the direct classifier obtained
better value than the general one in terms of AHR (this difference is
ositive). The higher the value of the y, the higher is the performance
f the direct respect to the general classifier. On the negative axis
e see the symptoms better captured by the general classifier (the
ifference is negative), so lower values means that the difference of
he general respect to the direct is more significant. Finally, we can
lso visualize the percentage of improvement of the best classifier over
he results of the lowest performing one. The circle size depicts this
ercentage, which helps to reflect the variability of results depending
n the symptom. Bigger circles mean that the improvement is greater.
Analyzing this figure, we can extract relevant conclusions: (𝑖) the

esults suggest a great variability of the performance depending on
he symptom. For instance, while for Sense of Punishment, we got
round 80% of the options correct with the best classifier, in other
ike Sleep changes the best value drops to less than 20%. This fact

8 As reported in Section 4.1 the direct classifier always obtained better
esults without any previous filter.
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Fig. 3. Effect on the test collection depending on the number of filtered sentences (𝑘) using the general symptom-classifiers.
Fig. 4. Results of the comparative study of the symptoms considering the general and direct classifiers.
hows that there are symptoms very challenging to capture from the
ritings regardless of the method. For most symptoms, the best AHR is
ust under 50%. (𝑖𝑖) The two classifiers show remarkable differences
n their results, indicating that there is also a significant variability
n the performance depending on the method considered. Only in
our symptoms we found no difference in AHR (Sleep changes, Self-
ncrimination, Worthlessness and Suicidal ideas), which means that both
roposals achieved the same results. The percentage of improvement
lso supports this assumption. For instance, in the symptom Sense of
ailure, we obtained an increment of 125% using the direct classifier,
hile in Crying the general exceeded the 100% improvement. This
ymptom-analysis is consistent with the results obtained in the test col-
ection, where we achieved an improvement using the mixed classifier.
ll this evidence validates our initial hypothesis about the different
ature of depressive symptoms, exemplifying how performance can
rastically vary depending on the symptom particularities. Lastly, we
ant to clarify that as the collections correspond to English-speakers,
he embedding models were previously trained on texts in the same
anguage. However, the architectures of these models, as well as our
hole framework, are completely transferable to any language.
To further analyze the results obtained for each symptom, we also

xamined the impact that the distribution of training and test users may
ave on our symptom-classifiers. For this purpose, we show the balance
f the answers (0−3) for all the symptoms in Fig. 5. The first two rows
orrespond to the distribution of the options answered by the users in
9

t

the training and test sets. The last row corresponds to the distribution
of our general symptom-classifier estimations.9

Visualizing Fig. 5, we can first see that for certain symptoms in the
training set there are no users for all the options. For instance, there are
no users answering option 3 for the symptoms Sadness, Suicidal ideas
and Irritability. Due to this lack of data, our approach was unable to
generate the representations for the option 3 in these symptoms. As
a consequence, our classifiers cannot classify the option 3 for these
symptoms in inference. That is a limitation of our approach that relies
on the existence of training data. Secondly, regarding our results, the
distributions of our general classifier answers shows that our classifier
often underestimates the severity of symptoms. The median of our
decisions is always in options 0 and 1. However, we see a higher
presence of more severe options in both the training and test set.
Finally, we do not see evidence that our trained models may be over-
fitted towards the majority class on the trained data. This is a good
behavior given the limited amount of training data available.

5. Conclusions and future work

In this paper, we explored the potential of using neural language
models to serve as a tool to estimate depressive states. For that, we

9 We display the results from the general classifier as it was the one with
he most consistent results across metrics.
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Fig. 5. Distribution of the options in the training (first row), test set (second row) and general symptom-classifier decisions (third row) for all the BDI symptoms.
designed a classification framework to estimate the severity level of
the symptoms that characterize depression. Traditional depression de-
tection approaches addressed this task as a depressed vs not depressed
classification problem. In contrast, the work presented in this article
produces a prediction for each depressive symptom. We used the 21
symptoms collected in the BDI-II questionnaire as the base of our
research. Our work is inspired by one main observation: the symptoms
can differ a lot in terms of sensitivity and openness to talk about them.
Consequently, patients will be more likely to be mention and comment
on some symptoms publicly on social media. To assess this idea, we
proposed and evaluated two variants: (1) general symptom-classifiers,
which captures individuals’ general use of the language and (2) direct
ymptom-classifiers, which only captures direct answers related to the
ymptoms. Our results showed that the proposed approaches are simple
ut effective for estimating depressive levels, and at the same time,
re flexible and easier to interpret than other presented baselines. The
raining and test set was composed by 20 and 70 users, respectively.
Considering the small number of training users in the collection, we
believe that the results of the presented methods may be benefited from
larger training corpus.

Our study included a comparative symptom-by-symptom analysis
of these two methods to determine which one performs best for each
symptom. The analysis showed that: (1) there is great variability in
performance between the two methods, and (2) certain symptoms are
much more complex to capture than others, regardless of the method.
Following our comparative study, we proposed a mixed solution that
uses the best approach for each the symptom. This new mixed classifier
achieved state-of-the-art results, outperforming all previous methods.
Our findings suggest that there may be an relevant connection between
the sensitivity of the symptoms and the performance of predictive
approaches.

The methods presented in this study have a variety of potential
applications. As future work, we are interested in using other datasets
to confirm our results, considering other social platforms and lan-
guages. Besides, we will examine different psychological diseases that
also incorporate the use of questionnaires for their detection. More
specifically, we will attempt to translate our models to similar diseases:
gambling by using the Diagnostic and Statistical Manual of Mental
Disorders (DSM-IV)[87], or eating disorders with the Eating Disorder
Inventory-III (EDI-III)[88]. Finally, we intend to investigate different
directions for further improvement. Due to the adaptability of our
framework, we will experiment with novel sentence representation
architectures instead of word-level representations.

6. Ethical and practical considerations

Due to the sensitivity of any topic related to mental health content,
we find necessary to discuss the ethical considerations and implications
10
of our approaches. The collections used in this work are publicly
available following the corresponding data usage policies. In this con-
text, all users have an anonymous state, and the publications shown
here are paraphrased to preserve their privacy. Similarly, we have
not attempted to identify any traits that would attempt to reveal any
personal information such as the users location, age or gender.

Considering the impact in real life settings, the performance of our
solutions is far from ideal, and there is still much work to be done to
advance toward more effective depression screening tools. Our models
are exclusively trained on data from Reddit platform. For this reason,
they are likely to have to be re-trained when considering other data
sources, such as different social platforms. Moreover, the models are
likely to have a poor generalization when processing data from different
contexts (e.g., clinical records). For all these reasons, it is essential to
recall that these systems do not intend to replace health professionals’
tasks but rather serve as support tools. We envision automated tech-
nologies that could complement current online screening approaches
to improve the actual detection rates.
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