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Resumo

O Regulamento Xeral de Protección de Datos (GDPR) implantouse o 25 de maio de

2018 e considérase o desenvolvemento máis importante na regulación da privacidade

de datos dos últimos 20 anos. As multas fortes defínense por violar esas regras e

non é algo que os centros sanitarios poidan permitirse ignorar. O obxectivo principal

desta tese é estudar e propoñer unha capa segura/integración para os curadores

de datos sanitarios, onde: a conectividade entre sistemas illados (localizacións),

a unificación de rexistros nunha visión centrada no paciente e a compartición de

datos coa aprobación do consentimento sexan as pedras angulares de a arquitectura

proposta. Esta proposta faculta ao interesado cun papel central, que permite con-

trolar a súa identidade, os perfís de privacidade e as subvencións de acceso. Ten

como obxectivo minimizar o medo á responsabilidade legal ao compartir os rexistros

médicos mediante o uso da anonimización e facendo que os pacientes sexan respons-

ables de protexer os seus propios rexistros médicos, pero preservando a calidade do

tratamento do paciente. A nosa hipótese principal é: os conceptos Distributed Ledger

e Self-Sovereign Identity son unha simbiose natural para resolver os retos do GDPR

no contexto da saúde? Requírense solucións para que os médicos e investigadores

poidan manter os seus fluxos de traballo de colaboración sen comprometer as regu-

lacións. A arquitectura proposta logra eses obxectivos nun ambiente descentralizado

adoptando perfís de privacidade de datos illados.
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Resumen

El Reglamento General de Protección de Datos (GDPR) se implementó el 25 de mayo

de 2018 y se considera el desarrollo más importante en la regulación de privacidad

de datos en los últimos 20 años. Las fuertes multas están definidas por violar esas

reglas y no es algo que los centros de salud puedan darse el lujo de ignorar. El

objetivo principal de esta tesis es estudiar y proponer una capa segura/de integración

para curadores de datos de atención médica, donde: la conectividad entre sistemas

aislados (ubicaciones), la unificación de registros en una vista centrada en el paciente

y el intercambio de datos con la aprobación del consentimiento son los pilares de la

arquitectura propuesta. Esta propuesta otorga al titular de los datos un rol central,

que le permite controlar su identidad, perfiles de privacidad y permisos de acceso.

Su objetivo es minimizar el temor a la responsabilidad legal al compartir registros

médicos utilizando el anonimato y haciendo que los pacientes sean responsables de

proteger sus propios registros médicos, preservando al mismo tiempo la calidad del

tratamiento del paciente. Nuestra hipótesis principal es: ¿son los conceptos de libro

mayor distribuido e identidad autosuficiente una simbiosis natural para resolver los

desafíos del RGPD en el contexto de la atención médica? Se requieren soluciones

para que los médicos y los investigadores puedan mantener sus flujos de trabajo

de colaboración sin comprometer las regulaciones. La arquitectura propuesta logra

esos objetivos en un entorno descentralizado mediante la adopción de perfiles de

privacidad de datos aislados.
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Abstract

The General Data Protection Regulation (GDPR) was implemented on 25 May 2018

and is considered the most important development in data privacy regulation in the

last 20 years. Heavy fines are defined for violating those rules and is not something

that healthcare centers can afford to ignore. The main goal of this thesis is to

study and propose a secure/integration layer for healthcare data curators, where:

connectivity between isolated systems (locations), unification of records in a patient-

centric view and data sharing with consent approval are the cornerstones of the

proposed architecture. This proposal empowers the data subject with a central

role, which allows to control their identity, privacy profiles and access grants. It

aims to minimize the fear of legal liability when sharing medical records by using

anonymisation and making patients responsible for securing their own medical

records, yet preserving the patient’s quality of treatment. Our main hypothesis is: are

the Distributed Ledger and Self-Sovereign Identity concepts a natural symbiosis to

solve the GDPR challenges in the context of healthcare? Solutions are required so

that clinicians and researchers can maintain their collaboration workflows without

compromising regulations. The proposed architecture accomplishes those objectives

in a decentralized environment by adopting isolated data privacy profiles.
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1Introduction

The purpose of this introduction is to make a brief description of the problem
dealt with in this doctoral thesis and the context in which it is framed. Finally,
the content of each of the chapters in which this document is structured is
summarized.

The data explosion crisis is a reality in radiology. A report on radiological exam

consumptions from Portugal [1] points out a high growth of ultrasound and mam-

mography between the years of 2002 and 2006. However, these are often trapped

in silos requiring the patients to carry a printed version of the exams between those

silos. Moreover, according to Eric Topol, “10% of all scans in the United States

are repeated unnecessarily, simply because patients cannot get hold of their past

records and scans1. In the case of medical imaging, the situation is critical since some

modalities are based on ionising radiation. For instance, a person is typically exposed

to about 60 μSv in a survey of abdominal X-rays and between 6,9 mSv and 10 mSv

in a CT scan [2, 3], where the values for annual environmental radiation are situated

between 2,5 mSv and 3 mSv. One of the most common reasons given for this closed

setup is the fear of liability, namely being legally responsible for the patient privacy

breach. Should the physician or the healthcare institution be legally responsible for

any security breach? Should the patient be responsible for controlling the security of

his own data?

Such situation presents a challenge not only for storage and data flow [4], but

also puts a burden on physicians already in short supply [5], especially on mass

screening programs where the disease coverage is low. A Computer-Aided Diagnosis

(CAD) system that could rule out the presence of a disease with a high degree of

accuracy and thus relieve radiologists from reading a significant proportion of images

would be highly desirable. This opens opportunities for third-parties to provide CAD

solutions as a service for healthcare organisations. However, potential clients of

such services are concerned about the perception of justice in automated-decision

making algorithms [6], as also the possible privacy issues under the flag of public

1https://www.theatlantic.com/health/archive/2019/06/why-arent-electronic-health-r
ecords-better/592387
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health interest [7]. CAD solutions can improve early diagnosis (a key to high rate of

survival) and lower the healthcare cost. A good solution should be able to transpose

the best practices of specialists to automated software, helping the decision of internal

physicians. Moreover, the challenges of CAD systems are migrating from the technical

aspects of performance bottleneck to the realm of security and legal constraints.

In this field, imaging information systems are denominated as Picture Archive and

Communication System (PACS) and many providers already supply solutions that

can promise high scalability and availability according to a “pay-as-you-go” business

model in a Cloud-based service2. They offer high scalability and increasing oppor-

tunities for telemedicine and cross border data exchange. However, architectures

that open doors to the public network also increase the surface attack for hackers.

A survey report conducted by Veritas3 from 900 business decision-makers around

the world indicates that 31% believe that their enterprise is already General Data

Protection Regulation (GDPR) compliant, but the analysis of the data by experts

found that only 2% actually appear to be compliant. The false perception or even

the uncertainty of the results suggests that the regulation is not easy to interpret.

Conjugated with the heavy fines that are defined for violating those rules, it is not

something that healthcare centres can afford to ignore. The regulation is lengthy,

and the best approach for an initial high coverage is to lock down all data. However,

there are many exceptions (i.e. medical emergencies) and implicit consent roads

that break the closed box approach. Such exceptions fall into the break-the-glass

security category [8].

Management of confidential data is fundamental to the work of clinicians and many

already use smartphone applications for clinical communications [9]. However, at

the moment clinicians are unaware of why they must take great care about the

technical solutions they use for professional collaboration. Providing direct access

of Electronic Health Records (EHR) to data owners will not only be a right under

the GDPR, but it will also offer different opportunities from the patient and research

perspectives like, for instance, requesting on-demand diagnosis and second opinions

from other medical practitioners; fast and preliminary diagnosis from providers using

machine learning techniques [10]; be notified and contribute to clinical trials where

it is very difficult to find qualified patients; and offering medical data for rare disease

research groups. Also, by collecting multidisciplinary datasets (health history, food

and activity habits, medication prescriptions, patient location, real-time biometric

2https://cloud.google.com/healthcare
3https://www.veritas.com/content/dam/Veritas/docs/reports/gdpr-report-ch2-en.pdf
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monitoring, etc) into a single trustable repository under the user control, it will

enable interesting use cases: automatic tracking and analysis of life habits; contribute

to the dissemination of information related with infectious diseases and its control;

contribute to statistical analysis on the efficiency of medications; remote healthcare

and elderly assistance.

Accessing such an amount of sensitive information requires fine control of security

and trust. The conflict between privacy and scientific progress makes medicine

research a sensitive topic. Data protection and sharing are now major themes in

clinical research. The way this is handled today is by working with anonymous

datasets. Anonymous data is not personal data for the purposes of GDPR, therefore

no GDPR consent is required. However, the threshold for anonymization is very high.

Patient anonymity is more complex than initially anticipated, DNA sequences can

be linked to real-world human identities and faces can be reconstructed with 3D

Magnetic Resonance Imaging (MRI) [11]. In general, these techniques are difficult

[12] and not always possible [13, 14], thus so, constraining the use of certain

datasets without proper consent. Moreover, anonymisation of EHR can lead to issues

in future research. For instance, HeLa cells line that descends from cervical cancer

cells collected from an involuntary donor, Henrietta Lacks [15], in 1951, is associated

with many scientific advances. From studying the behavior of salmonella inside

human cells [16] to poliomyelitis [17] and papillomaviruses [18] vaccines.

Consent, anonymity and privacy were not issues at the time, as well as any existence

of a legal framework. The research has surely saved many lives, however, according

to Lawrence Lacks, her eldest son, cells are commercialized for profit while her own

family is unable to pay for health care. From Lawrence words, “My mother would

be so proud that her cells saved lives..., pharmaceutical companies is making money

but my wife had a stroke and my son has to care for her at home because they

kicked her out of the hospital when her insurance ran out”. Moreover, this story has

raised other ethical concerns [19], such as disclosing genetic traits borne by surviving

family members. HeLa cells are immortal cells (reproduced in vitro) until nowadays.

Sadly, this trait combined with the lack of tracing and misidentification of such cells

contaminates the scientific literature [20], hindering other types of research.

If patient data cannot be anonymised efficiently while maintaining the necessary

information for research purposes, there should be at least consent from the owner

for that specific purpose. There is a lot of work to be made in providing a secure

methodology to access and integrate existing medical records.
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1.1 Contributions

Existing solutions are focused on solving anonymity/pseudonymity, encryption, key-

management, break-the-glass and shareable records as independent problems. To

the best of our knowledge, there is no consistent architecture that combines all of

those features in a GDPR context with a compatible PACS interface. The following

publications (from the author of this thesis) present original contributions that

identify and tackle these challenges:

• Journal publication “SCREEN-DR: Collaborative platform for diabetic retinopa-

thy” published in “International Journal of Medical Informatics” with DOI

www.doi.org/10.1016/j.ijmedinf.2018.10.005. A platform to anno-

tate fundus images, aiming at the creation of machine learning algorithms to

facilitate the screening process.

• Conference paper “GDPR impacts and opportunities for computer-aided di-

agnosis. Guidelines and legal perspectives” presented at “2019 IEEE 32nd

International Symposium on Computer-Based Medical Systems (CBMS)” with

DOI www.doi.org/10.1109/CBMS.2019.00128. Identifies main GDPR chal-

lenges, using CAD as a use-case. Identity management and pseudonymisation

are identified as important blockages to achieving our goals.

• Journal publication “RAIAP: renewable authentication on isolated anonymous

profiles. A GDPR compliant self-sovereign architecture for distributed sys-

tems” published in “Peer-to-Peer Networking and Applications” with DOI

www.doi.org/10.1007/s12083-020-00914-5. Is the first attempt to build

a distributed Self-Sovereign Identities (SS-IDs) framework that is compatible

with pseudonymity, break-the-glass and key-management.

• Conference paper “Pseudonymisation with break-the-glass compatibility for

health records in federated services” presented at “2019 IEEE 19th International

Conference on Bioinformatics and Bioengineering (BIBE)” and awarded with

a “Best Student Paper Award” with DOI www.doi.org/10.1109/BIBE.2019.
00056. An original method based on threshold cryptography is presented as a

way to combine pseudonymisation and break-the-glass. This idea is reused in

further developments.
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• Journal publication “A pseudonymisation protocol with implicit and explicit

consent routes for health records in federated ledgers” published in “IEEE

Journal of Biomedical and Health Informatics” with DOI www.doi.org/10.110
9/JBHI.2020.3028454. The idea presented in the BIBE conference is extended

with an architecture that includes implicit and explicit consent routes.

• Conference paper “A safe architecture for authorisation grant in healthcare

ecosystems” as a second author for the conference “ICHI 2020 : IEEE Inter-

national Conference on Healthcare Informatics” with DOI www.doi.org/10.1
109/ICHI48887.2020.9374380. Presenting the idea of managing the patient

identity with pseudonymisation compatibility, using the Citizen’s Card.

• Conference paper “Holder-of-key threshold access token for anonymous data

resources” presented at “26th IEEE Symposium on Computers and Communica-

tions (ISCC 2021)” with DOI www.doi.org/10.1109/ISCC53001.2021.96312
59. Describes a method to generate and verify a holder-of-key access token in a

(τ, η)-threshold setup.

1.2 Document structure

The remaining thesis chapters are organized in the following way:

• Chapter 2 - Takes an overview of the legal framing that should be taken into

account in all phases of the project. A succinct description of the involving tech-

nologies and aspects required to connect, unify and share existing healthcare

systems and medical datasets. The chapter will end with a discussion about the

challenges that those aspects can put in the implementation phase.

• Chapter 3 - Presents the state-of-the-art in security and privacy research applied

to healthcare systems. The chapter concludes with a list of real projects dealing

with subject identification, authentication and data sharing for health records

and datasets.

• Chapter 4 - The motivation and goals pursued by this research and its starting

hypothesis are defined in this chapter.
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• Chapter 5 - Defines the System and Threat Model that applies to all other

chapters of this thesis. Presents the overall architecture, actors, use-cases and

possible attack vectors in the limited bounds of the system definition.

• Chapter 6 - Provides the base for self-sovereign identity management, key

revocation/renovation and authentication. These core structures are further

extended in subsequent chapters.

• Chapter 7 - Introduces the main cryptographic technique of this thesis. A

distributed Pseudonym Identifier Derivation (P-ID) function that extends the

self-sovereign identity with pseudonymity and break-the-glass functionalities.

The P-ID is a deterministic threshold protocol that prevents a single point of

attack and generates a pseudonym from the subject’s public information.

• Chapter 8 - Reuses the P-ID function for key management and encryption

purposes. The presented method can re-generate the encryption key from a

quorum of nodes with no single point of attack. The method is then integrated

into a distributed PACS architecture.

• Chapter 9 - Presents a new method for generating an access token from a

quorum of nodes with no single point of attack. The token is then used to set

an anonymous key to access the pseudonym.

• Chapter 10 - Final remarks. Resumes achievements of the presented work and

existing challenges to achieving a final product that can be used in production.
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2Background

This chapter introduces the necessary background and context to understand
the legal context, research goals, related work and methods used in this thesis.

2.1 Legal framing

From 25 May 2018 ongoing, any company that stores or processes personal infor-

mation about EU citizens must comply with the GDPR, even if they do not have a

business presence within the EU. Only personal data will be under the GDPR; i.e, any

form of data which can lead to the direct or indirect identification of a natural person.

The GDPR defines four main roles that are responsible for ensuring compliance: Data

Subject (the natural person that can be identified, directly or indirectly, from the

data), Controllers (a legal person, public authority, agency or other body which,

alone or jointly with others, determines the purposes and means of processing of

personal data), Processors (a legal person, public authority, agency or other body

which processes personal data on behalf of the controller) and the Data Protection

Officers (DPO) (authorised personal auditing and enforcing the rules). DPO will

be a requirement for large to medium-sized organizations. The GDPR places equal

liability on Controllers and Processors, if a third-party Processor is not in compliance

it also means the Controller is not in compliance.

The ratification of GDPR achieves greater individual control over personal data.

The GDPR requires that personal data be protected against illegitimate processing,

accidental loss, destruction or damage. IP addresses, device identification, location

and cookies are now considered personal data. The GDPR demands the use of

best practices to minimise the risk of a security breach (art 32). This changes the

way webmasters and vendors collect, store and use such information. However the

regulation is lengthy, the best first approach to avoid traversing all the regulations is

to close all data access by default and tackle the issues one by one. The main key

points of the regulation are:
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• Breach Notification is mandatory in the 72 hours of first having become aware

of the breach. The solution should implement detection and reporting in two

distinct phases. Detection is handled individually by Controllers and Processors

and it is efficiency is mainly dependent on the internal implementation, where

the reporting is easily implemented in a portable module.

• Data Portability mandates that the access to data is provided in a “commonly

use and machine-readable format”. Our proposal does not intend to define

portable data formats for Controllers and Processors, probably these datasets

will be delivered in the same formats as they are stored. However, any new

formats should be well defined and specified.

• Right to Access is the right that data subjects have to obtain their personal

data from Controllers and to perceive if this data is being processed by others

and the usage purpose. The first access should be given free of charge in an

intelligible electronic format, although subsequent requests may be charged

with a reasonable fee. Who has the right to access would be better handled

with a single source of truth and unique digital identity when using multiple

Controllers.

• Right to Consent and rescind that consent at any time is a fundamental

requirement. However, the rescind property is not extensively possible in a

practical sense. For instance, when a dataset is released to an external point, it

is not possible to cut access to it because the data is not under the provider’s

control anymore. It is only possible to rescind the access to the original

data source. Furthermore, it is defined that professionals who are subject

to professional secrecy (e.g. doctors and nurses) are able to handle certain

datasets without user consent. Alternative consent channels may be required

for parental consent, elderly and other technologically impaired, deceased

persons or even in an unconscious state that require medical attention.

• Right to be Forgotten or to erasure personal data are no longer necessary. It

states that data subjects have the right to have their personal data removed from

Controllers and Processors under a number of circumstances. But some datasets

are impossible or infeasible to remove, e.g. server backups or distributed

records. This right also means that important references are also erased, and

data access can be lost. In case the solution is not able to erase the records, it
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should at least be impossible to link to any personal identification. So, dissecting

the personal identifiers from all other types of data is a good approach.

• Privacy by Design mandates that the Controller implements appropriate mea-

sures to effectively meet the regulation and protect the rights of data subjects.

It also mandates that Processors only use the minimum necessary information

for the designated task and for a defined period of time. Complex data sharing

architectures are required when dealing with several levels of authorizations,

or when the same data is shared with multiple interested parties. For instance,

how should emitted assertions of criminal records be handled? How private

and sensitive data should be managed in the same space as public data for the

same entity? The dissection of data from the previous requirement would also

be a good solution to this requirement. By using data profiles, it would be con-

ceivable to provide only isolated subsets of data, e.g. releasing medical records

without exposing the patient identification elements, if such information is not

needed for a correct diagnosis.

2.2 Digital identities

A digital identity is coded information that is able to authenticate and represent a

unique entity, be it a person, organization, application or device. The concept of

Digital Identities is addressed here because the Universal Patient Identifier (UPI) is

utterly important when connecting multiple records of the same patient through

different healthcare providers and data curators.

2.2.1 History

The concept of digital identities has evolved over many years. In the blog “The Path to

Self-Sovereign Identity”1, Christopher Allen identifies several phases of this evolution,

although our identified phases differ when focusing on personal identities:

• Dispersed - The same user identity is fragmented throughout multiple websites

and applications, users do not control their digital identity and it is very

difficult to track all the digital presences. Passwords and other critical aspects

1http://www.lifewithalacrity.com/2016/04/the-path-to-self-soverereign-identity.htm
l
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are troublesome, requiring iteration with all the fragmented services to update

the identity information.

• Federated - Control is put into multiple federated authorities, allowing the use

of the same credentials to login into multiple services. The Liberty Alliance

Project2 was a major effort on decentralizing and providing control to end-users.

This contributed to widely recognized standards, such as the Security Assertion

Markup Language (SAML). However the result was an oligarchy, the control

is still out of the hands of users, opening the doors to user impersonation,

corporate espionage and denial of service.

• User-Centric - It was proposed in the Augmented Social Network white paper

[21] and, as the term suggests, users have control of their identity elements

and processes. However, much confusion exists about the steps necessary to

make the process truly user-centric. The idea is to make identities fully portable

between providers by using modern standards like OpenID Connect3. Yet, the

digital identities are still maintained under the control of third party services.

• Self-Sovereign - The concept means truly user-centric (under user control) and

portable, not only in the authentication and authorization processes but also in

the identity itself. The digital identity should be usable without any provider

and be able to maintain integrity in any kind of storage. These requirements can

partially be assured with public-key cryptography, however, it is uncertain how

to identify missing information that can lead to revoked parts of the identity.

Microsoft Passport [22] was one of the firsts attempts to introduce the concept of a

unified online identity, by enabling consumers to log into different sites using a single

username and password. This idea is now present in modern Single Sign-On (SSO)

protocols, such as OpenID Connect which offers similar features and extensions.

The use of digital identities is now so widespread that its definition has shifted to

encompass the entire online information of a person. This has profound implications

on the history line. Instead of migrating to a Self-Sovereign system, we are actually

spreading the user information and reverting to the dispersed phase. In order to

escape this divergence, it is necessary to have standards and portable structures that

do not introduce more features, but integrate existing ones and place them under

the control of the data subject.

2http://www.projectliberty.org
3http://openid.net/connect
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2.2.2 Self sovereign identities

SS-IDs means that individuals or organizations own their personal identity data, and

have efficient methods to provide it to others without relying on a central repository.

“Sovereign” means that the digital identity cannot be taken away from the owner. It

has the goal of replacing all paper documents with digital records. There are three

important concepts in SS-IDs: a claim is an assertion made by some identity about a

piece of information that is not necessarily true, e.g. name, birthday or nationality; a

proof is some sort of document that provides evidence for the claim, e.g. passports,

birth certificates or ownership documents; and finally, attestations are emitted by

authoritative third parties that can validate the claim according to their records.

Proofs can sometimes be faked and extra steps are required to prove the authenticity

of the claim. In digital identity management systems, proofs can mostly be discarded,

since signed attestations provide better ways of proving claims. Electronic records

also have the advantage of being processed easily with computation and presenting

faster verifications. Attestations may require access to the internal records of the

authority containing sensitive information. Those should be carefully crafted to reveal

only the important information, and not more, e.g. attest that a person is “over 18” or

that he “can drive cars”, revealing only the necessary information without disclosing

the real birthday. The SS-IDs should comply with three fundamental requirements:

• Sovereignty - Users must have control over their identities and the data sharing

process. Be able to supervise consent and data access without needing a central

repository. Be able to find where their identity is being used and communicate

with those points for self-governance, e.g. update structures and revoke keys.

• Integrity - No other entity, other than the identity owner, shall be able to

modify or add information to the digital identity. The data should be tamper-

resistant no matter where the structures are stored (be it in private or public

environments).

• Portability - The digital identity should be self-contained and portable. The

export and import formats should be standardized and easily readable by

humans.

In figure 2.1 is presented how we see the SS-ID concept, a self-governance portable

bubble with pointers towards external services, data structures and other identities,
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as opposed to a IdP centric view. Federated nodes can still exist, but they have a

relegated role in providing accessibility and redundancy.

Figure 2.1.: From left to right: the provider-centric view and the identity-centric view, with
applications and other identities as external points of communication.

Self-Sovereign principles have already been proposed to control the synchronization

of data between health sensors and the respective online account [23]. The UPI

debate has been reopened in some countries4 in order to solve the problem of

correlating patients across data curators, but there are several problems with this.

First, once there is a single identifier, multiple activities can be correlated wherever the

identifier shows up. Second, the UPI by itself does not solve the integration problem.

And third, it does not help with consent since there are no built-in mechanisms to

manage patient consent. A Self-Sovereign identity system can present solutions to all

of these with the correct use of claims and attestations.

2.2.3 Citizen’s card

In 2007, as part of a technological upgrade in the public infrastructure of the public

services in Portugal, the Portuguese state started to issue the Portuguese Citizen Card

(CC) to its citizens. This document replaces the previous national identity card and

aggregates information about other documents like National Health System ID, Tax

Payer, Social Security and Electoral Card [24].

The CC is a smart card with multiple legal capabilities. For instance, it is possible

to authenticate and perform digital signatures using asymmetric cryptography [25].

The authentication is activated when the citizen receives the card and proves he is

the citizen by biometric means. On the other hand, the signature is activated if asked

4http://www.modernhealthcare.com/article/20161006/NEWS/161009950/ahip-blues-push-c
ongress-to-lift-ban-on-patient-identifier
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for and if the citizen has more than 16 years old. Both capabilities are protected

by a Personal Identification Number (PIN) and the public keys are defined in X.509

certificates issued by a National Entity with a certificate chain, thus allowing to verify

or revoke Citizen IDs. The CC certificate must obey the chain of certificates, including

the National Entity’s ones and the root certification authority. Therefore, it is possible

to determine if the information is correct and accurate [26].

The citizen’s private keys are written in the citizen card chip and cannot be extracted.

The substitution of those keys depends on the issue of a new citizen card and

revoking of the certificates of the previous one. These properties implicate that the

operations of authentication and digital signing must be performed by the internal

chip of the citizen’s card and unlocked upon insertion of the personal PIN. Such

characteristics allow the system to authenticate and verify the physician’s identity

using the terminal.

2.3 Distributed ledger technology

The term Distributed Ledger Technology (DLT) emerged as a more general description

for blockchain technology, introduced by Bitcoin5. DLT refers to the infrastructure,

protocols and mechanisms for reaching consensus on a distributed ledger in a time-

sequential and immutable manner. Several consensus solutions and variants are

available in historical bibliography [27, 28, 29], that sometimes proved to be difficult

to implement then originally anticipated [30], and even harder if byzantine faults

[31] are considered. All consensus algorithms in an asynchronous environment are

constrained by the Fischer, Lynch and Patterson (FLP) impossibility [32], defining

three properties referred to as termination, agreement and validity. Termination

defines the final and irreversible decision value for a transaction, where agreement

means that the decision value is unanimous for every non-faulty process, relative to

the same transaction. The most important achievement of Bitcoin was the simplifi-

cation of the Byzantine consensus protocol with the use of cryptographic methods

in order to solve the “double-spend” problem. The Proof of Work (PoW) method

was introduced to minimise Denial of Service (DoS), spam and sybil attacks [33].

However, the provided simplification relaxes the termination property. A number

of predefined blocks are required so that the termination is considered with a high

probability, but never 100%.

5https://www.bitcoin.com
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DLT excels at the so-called “frenemy” business model, a concept comprised of com-

peting organisations in the same sector trying to share common interests. It provides

a single source of truth between parties that do not fully trust each other. Classic

distributed consensus protocols fall into two major theoretical categories:

• Leader-Based - Is defined when a leader is selected on the network to decide

what transactions are to be committed. In this way, concurrent transactions are

resolved in one central point. The leader election is an expensive process, but it

is supposed to be a rare occurrence. Networks of this type are moderately fast,

around 1000 transactions per second with a latency of seconds. Yet, due to the

existence of a central decision-maker, pure leader-based byzantine protocols

are not possible and the network is susceptible to DoS attacks.

• Vote-Based - These have no leader election. In a rough definition, the consensus

is determined when votes from a majority (over 50%) or super-majority (over

33% for byzantine protocols) are collected. Since there is no single point of

failure, it is resilient to DoS attacks, maintaining the high availability status.

When every vote is known and confirmed by every other node, byzantine

protection is possible. However, this normally requires O(n2) messages of

n participants and multiple phases (prepare, commit) before reaching an

agreement, and thus, pure vote-based consensus systems have (in general) low

throughput and are not scalable.

Many practical solutions mix both the theoretical approaches and/or relax some

of the consensus requirements. The blockchain and Proof of Work (PoW) solution

is a type of DLT that has been born from the necessity of building a byzantine

consensus at a planetary scale for financial transactions, solving the double-spend

problem. Traditionally, only vote-based protocols can achieve byzantine and DoS

protection, but due to scalability problems of traditional consensus algorithms, the

PoW opted for a solution based on cryptographic methods, making it viable with

gossip protocols and avoiding multiple consensus phases. Yet, because of that, PoW

does not guarantee finalization (finalization is based on statistical convergence) and

the transaction values are considered final after a number of approved blocks. But,

race conditions are still possible and may originate soft forks on the chain, leading

to deleted transactions. The most common solution to reduce these consequences

is to put a limit on the accepted blocks per minute, one of the main reasons for the

10 minutes interval of Bitcoin blocks, revealing that DLT are not without scalability
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limitations. However, DLT has some important features that are difficult to find in

other systems, namely:

• Availability is defined as the proportion of time a system is in a functioning

condition. Distributed environments have a natural capability of re-routing

faulty services in order to maintain availability, and since data is distributed

and replicated across multiple nodes, there is a probable fall-back node capable

of replacing a faulty one. Availability is important in medical systems that many

times require immediate access to information in order to assist urgent cases.

• Reliability is the capability of a system to repeatedly return the correct result,

even if the result is a well-defined error. Basically, the undefined behaviour

is what destroys reliability. The most reliable systems work with Byzantine

consensus protocols because these are capable of detecting and discarding

incorrect results.

• Integrity is the capability of the system to maintain data intact and unaltered

between transfer, storage and usage. The possible ways of data corruption fall

into two categories: technical issues and security flaws. Ledger integrity is

maintained by using cryptography, in order to detect incorrect blocks of data

(normally related to security flaws), and by decentralization, in order to protect

against technical issues.

• Immutability and Irreversibility is the assurance that committed transactions

cannot be altered or removed by a single node. We can interpret immutability

and irreversibility with a slight difference, the former refers to incapacity to

change a transaction and the latter to the incapacity to undo a transaction.

These properties are capable of extending the integrity property to the whole

transaction history. This means that the ledger works in append mode, and

corrections can only be performed if some type of compensation transaction

exists.

2.3.1 DLT landscape

Blockchain is one form of DLT with a sequential structure of linked blocks, secured

using cryptography. Other forms use a Directed Acyclic Graph (DAG) structure (e.g.
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Tangle6)for the ledger with similar security constraints. The blockchain vs DAG

is comparable to the synchronous vs asynchronous execution model. As depicted

in figure 2.2, blockchain is essentially a continuously growing sequence of records

where the DAG can also grow in parallel. The parallelization increases transaction

throughput, but it also incorporates more race conditions that the DAG model must

solve. Forks on the blockchain are forbidden, and thus, sequential processing of

transactions is the only option.

Figure 2.2.: Blockchain sequence a) with the next block referencing the previous one; forks
are forbidden. DAG b) where the next block references two previous blocks.
Non filled boxes represent non confirmed transactions.

The landscape is also defined by permissioned vs permissionless ledgers, where

permissioned entails a core network with identified and privileged updating nodes.

These can be pre-selected by authoritative entities or defined by some rules, as is the

case for Proof of Stake (PoS) protocols. Many new DLT (e.g. Hyperledger Fabric7, R3

Corda8, Tendermint9) are exploring permissioned ledgers for enterprise use-cases,

offering several advantages in this context:

• Governance - having a set of pre-defined nodes can simplify the establishment

of policies, coordination and continuous monitoring of development between

organizations. Enterprises looking for process automation in a consortium,

demand a network capable of moving in different directions and optimising

for different business cases. Also, the fact that mining pools are now more

centralized than originally anticipated [34], indicates that governance may

play a significant role on security concerns.

• Privacy - although permissionless networks can also keep privacy, by freely

joining the network we can break that premise. In a permissioned network,

sensitive data can be closed to a set of nodes without the data owner actually

6https://iota.org/IOTA_Whitepaper.pdf
7https://www.hyperledger.org/projects/fabric
8https://www.r3.com
9https://tendermint.com
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needing to trust in a single node. Nodes can also be reused to construct private

off-ledger storage and protect shared secrets [35].

• Scalability - permissioned ledgers can use traditional models to establish con-

sensus (e.g. RAFT, Paxos or PBFT), preventing the waste of computational

cycles of PoW algorithms. Also, by trusting in a set of privileged nodes, byzan-

tine algorithms (in general with less performance) can be avoided entirely.

• Access Control - permissioned ledgers allows for fine-grained restricted access.

For instance, PoW original idea was first proposed by Cynthia Dwork et al [36]

as a solution to limit email spam. But, having a set of nodes controlling who

can write to the ledger is a cheaper alternative to this issue.

This set of features contributes to a single source of truth without actually having

to trust an isolated node on the network. In general, DLT drastically reduce the

cost of trust, by providing a common data source between competing organizations

interested in a common set of information, maintaining a minimal operating cost.

This cost is even more reduced in permissionless ledgers, but the lack of privacy,

scalability, resource efficiency from most consensus protocols, verifiable identities and

governance make it difficult to be accepted in enterprise environments. Permissioned

networks, as already mentioned, have a set of features that fits better in our use

case. Governance is utterly important for maintaining compliance with legislation

on further developments. Also, these networks normally require a scarce asset for

their consensus protocol, be it processing power or a stake currency. This is used to

minimize byzantine behaviour, considering that lying to the network will waste this

rare asset. Yet, it is not expected that healthcare providers consume large amounts

of computing resources in a consensus protocol. Assuming there is a degree of trust

between ledger nodes, these are faster and cheaper to maintain. The value provided

by the network itself is an incentive to participate, removing the need for a currency

as an incentive method to participate.

2.4 Cryptographic tools

Our mathematical constructions are defined in a prime field (Fp, +, ·, 0, 1) where p is

a large prime defining the order of the field. (F∗
p, .) is the multiplicative group of Fp.

G = E(Fp) is an additive group defined by an elliptic curve E in Fp. We assume that

elements from Fp and G have binary formats that can be used for concatenations, for
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instance (a||P ). Such transformations are implicit in our constructions. It is assumed

the random oracle model, the hardness of the Discrete Logarithm Problem (DLP)10

and Computational Diffie-Hellman (CDH)10 for elliptic curves.

Definition 1 Let Hp : {0, 1}n �→ F
∗
p define an one-way hash function with preimage

and second-preimage resistance, where a stream of n bits is mapped to a positive number

in Fp. For instance, Hp(D) = h, given the input data D in a binary format, results in

the output h ∈ F
∗
p. It is computationally infeasible to derive D by knowing h.

Definition 2 Let × : Fp × G �→ G define the one-way scalar multiplication for the

additive group G. For instance, given the input u ∈ Fp and a generator point G ∈ G,

u × G = Pu outputs the point P in the curve. If the hardness of the DLP is assumed, u

cannot be derived when P and G are given.

Definition 3 Let Ek : {0, 1}n × {0, 1}m �→ {0, 1}l define a symmetric encryption

function accepting a stream of n bits and a symmetric key k with m bits, outputting

an encrypted stream of l bits. For instance, using (s, plaintext) as inputs we get

Es[plaintext] = ciphertext.

Definition 4 Let e : G1 ×G2 �→ F
∗
pk define a type-3 bilinear pairing [37] in Symmetric

XDH settings (definition 5 from [38]). G1 �= G2 are additive groups with no efficiently

computable homomorphism φ : G2 �→ G1. F∗
pk is the extension field for the multiplicative

group. Let P ∈ G1 and Q† ∈ G2, the following holds for any bilinear pairing:

1. Bilinearity: ∀a, b ∈ Fp : e(a × P, b × Q†) = e(P, Q†)a·b

2. Non-degeneracy: e(P, Q†) �= 1

3. e has to be computable in an efficient manner

We will use the following properties that are derived from bilinearity:

e(G, a × G†) = e(a × G, G†) (2.1)

10http://www.ecrypt.eu.org/ecrypt2/documents/D.MAYA.6.pdf
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e(P + Q, G†) = e(P, G†) · e(Q, G†) (2.2)

e(c × P, G†) = e(P, G†)c (2.3)

2.4.1 Schnorr’s signatures

Given a random secret u ∈ F
∗
p and a public key generated by u × G = Pu, with

Pu ∈ G. A Schnorr’s signature is a direct application of the Fiat-Shamir heuristic

[39], as follows:

Sign(u, B) �→ σ: The signing procedure accepts the secret u and a data block B. The

signature is derived in four steps:

1. m = Hp(u||B), M = m × G

2. cσ = Hp(G||Pu||M ||B)

3. rσ = m − cσ · u

4. Outputs the compact form σu = 〈cσ, rσ〉

Verify(Pu, B, σu) �→ {0, 1}: The verification procedure accepts the public key Pu, the

data block B and the signature σu. The verification is done with:

1. rσ × G + cσ × Pu = M

2. Check if cσ
?= Hp(G||Pu||M ||B)

We assume the unforgeability of Schnorr’s signatures under the random oracle condi-

tions. Our variant uses a hash function to generate m, maintaining a deterministic

output for the same data block B and at the same time setting a different m for each

B that is indistinguishable from a random value, avoiding key leakage from nonce

reuse. This minor change does not affect the security assumptions or the output of

the Schnorr’s signature.
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Definition 5 Let σu define the output of a digital signature performed with the private

key u for some data block. We will use the short notation σu〈B〉 = 〈σu, Pu, B〉 to

represent a signature performed on the the data block B with the private key u, where

the public key Pu is implicit. The default base point is G, but a signature can also be

defined using a different base point, such as Y , in this case, the notation is σY
u 〈B〉.

2.4.2 Threshold secret sharing

A (τ, η)-threshold secret sharing scheme [35] provides methods to increase redun-

dancy without exposing the secret. Such a scheme enables τ + 1 nodes to construct a

secret among η ≥ τ + 1, where any subset cannot. Such a scheme has a redundancy

of η − τ + 1 shares. The scheme is information-theoretically secure, it does not rely

on unproven computational hardness assumptions. Any number of τ nodes cannot

give valuable information about the underlying secret.

Given a polynomial L(x) of degree τ of the form a0 + a1 · x + .. + at · xt, L(0) =
a0 is the solution for x0 = 0 and it is considered the secret. Other evaluations

{L(x1), ..., L(xi), ..., L(xη)} are part of the set of secret shares {yi ∈ Fp : i ∈ [1, η] ∩
Z}. The method relies mostly on the Lagrange interpolation over finite fields to

reconstruct the secret L(0) from a set of τ +1 minimum shares. Although i ∈ [1, η]∩Z,

we will simplify our formulations by using the minimal number of required shares,

such that i ∈ [1, τ + 1] ∩ Z. A short notation for a set {xi ∈ Fp : i ∈ [1, τ + 1] ∩ Z}
can also be described as {x}i. We will also use the short notation for

∑τ+1
i=1 = ∑

i.

2.4.3 Lagrange interpolation

Given a polynomial L(x) of degree τ , the Lagrange polynomial interpolation over a

finite field is a basic construction that recovers L(x) from a set of points {(xi, yi) ∈
F

2
p : i ∈ [1, τ + 1] ∩ Z}. The Lagrange polynomial is derived from:

L(x) =
∑

i

yi · li(x) (2.4)

where,

li(x) =
τ+1∏

m=1,m�=i

x − xm

xi − xm
(2.5)
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Definition 6 Let {(xi, yi) ∈ F
2
p : i ∈ [1, τ + 1] ∩ Z} be the minimal set of shares to

recover L(x), and α = y0 be the secret, where the set of xi are publicly known and

equal to the index of the shareholder xi = i. We define the evaluation of the Lagrange

interpolation for x = 0 as L(0) = Li(yi) = α, where the Lagrange coefficients li(0) are

implicit in Li. Li is a mere simplification, or alias for
∑

i li(0) that evaluates to L(0)
when applied to a set of secret shares. For instance, Li(yi) = ∑τ+1

i=1 li(0) · yi.

Given three polynomials L1(x), L2(x) and L3(x) = L1(x) + L2(x) of the same

degree τ , the secret values a, b, w ∈ Fp where L1(0) = a and L2(0) = b, and the

corresponding shares {ai, bi ∈ Fp : i ∈ [1, τ + 1] ∩ Z}. The Lagrange homomorphic

properties preserving the polynomial degree are defined as:

Li
3(ai + bi) = Li

1(ai) + Li
2(bi) = a + b (2.6)

Li(w · ai) = w · Li(ai) = w · a (2.7)

Li(w + ai) = w + Li(ai) = w + a (2.8)

In addition, there is an extra property that works with elliptic curve points ( Equa-

tion (2.9)). From the distributive property (a + b) × G, we can easily verify that
∑

i[yi · li(x) × G] = [∑i yi · li(x)] × G is the same as:

Li(ai × G) = Li(ai) × G = a × G (2.9)

Definition 7 Let yi �→ iy be an index transformation for x = 0 and li(0) = li where

yi · li = iy.

This interesting property is defined from the equality Liyi = ∑
i yi · li = ∑

i
iy = y,

allowing the index transformation when applying the Lagrange basis polynomials.

From the same property, we can cancel indexes when they are diagonally aligned

with the operators (Li,
∑

i), a useful property to simplify our formulations.
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2.4.4 Verifiable secret sharing

Using previous definitions, the Feldman’s Verifiable Secret Sharing (VSS) [40] scheme

is able to verify if the shares in Sα can correctly produce a secret α without revealing

those shares. When a dealer distributes the shares Sα for each corresponding party

Pi, it also publishes all coefficients Ak = ak ×G, k ∈ [0, t]∩Z as auxiliary information

to allow parties to check their shares. Each party accepts its share (xi, yi) if the

following is correct:

V(yi) ≡ yi × G
?=

τ∑
k=0

xk
i × Ak (2.10)

This is the public method for evaluating the polynomial A0 + A1 · x + .. + Aτ · xτ

for a pre-defined i. Note that the Feldman’s scheme leaks additional information

a0 × G = A0 from the secret when k = 0. However, a0 will be hard to derive under

the DLP assumption. Also, in our construction xi are public parameters and are

assigned to the party index such that xi = i, where i �= 0. The index is a number

as good as any other. This is a standard procedure when using the VSS, without

affecting the security of the scheme.

2.4.5 Joint random VSS

The Joint Random Verifiable Secret Sharing (JR-VSS) is a protocol capable of gener-

ating a random key pair α/Pα from a set of τ + 1 parties where α is unknown and

can only be recovered from
∑

i
iα. Each party i selects a random polynomial with iak

private coefficients and the respective public iak × G = iAk Feldman’s coefficients.

Using the polynomial, each party evaluates a minimum set of τ + 1 secrets shares
iαj (with j ∈ [1, τ + 1] ∩ Z), where each party secret is iα = ia0. The j shares are

distributed to each corresponding party j. The entire matrix of secrets iαj is required

to recover α.

The random secret α is recoverable from the sum of the polynomials of all parties

(or the shared secrets),
∑

i
iα = ∑

i Lj(iαj). Applying Equation (2.6), the result is

equivalent to Lj ∑
i(iαj) = Ljαj = α. The public key is defined from α × G = Pα =

∑
i

iA0.

Rushing adversary. The Feldman’s scheme effectively avoids the rogue key attack

[41] for a rushing adversary who is allowed to submit their shares after observing
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the shares and Feldman’s coefficients of other honest parties. An adversary j can wait

for other responses and forge a point jA
′
0, trying to force the public key P = jA0:

jA
′
0 +

τ+1∑
i=1,i�=j

iA0 = P (2.11)

In this way the adversary knows the private key for the resulting P . However, the

adversary j has to produce a set of secret shares such that other parties can accept

them when performing the validation:

yi × G = jA
′
0 +

τ∑
k=1

xk
i × jAk (2.12)

The adversary has to solve the DLP for jA
′
0 to produce a correct set of shares,

otherwise the Feldman’s verification (Equation (2.10), similar to Equation (2.12))

will fail. This proves that a forged point has no value when trying to produce a set of

secret shares.

2.4.6 Implicit notation

The following implicit notations are used: lowercase letters normally correspond

to values in Fp, and uppercase letters to points or sets of points in G. G ∈ G is the

base point (or generator) and O ∈ G is the point at infinity. G is a known public

parameter of the system.

The short notation for sums is used:
∑τ+1

i=1 = ∑
i. The following implicit notations are

used: lowercase letters are commonly used for scalars in Fp and uppercase for points

in the groups G1 or G2. All points in the form P † belong to G2. G ∈ G1 and G† ∈ G2

are the base points (or generators) and O ∈ G1 is the point at infinity. Subscripts

using i (i.e. yi) generally represents an element or result of an operation from a

node. We assume that elements of F∗
p and G1 have binary formats that can be used

for the Hp domain, as also concatenations of these forms, for instance a||P . Such

transformations are implicit in our constructions.
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3Related Work

This chapter presents the state-of-the-art research in security and privacy applied
to healthcare systems. The chapter concludes with a list of real projects dealing
with subject identification, authentication and data sharing for health records
and datasets.

The GDPR is already being translated into interoperability standards [42]. Hospitals

and other healthcare organizations should be prepared to comply [43, 44]: giving

access to data, requiring explicit consent, providing data rectification and portability,

and inform about security breaches. Health records (EHR, RIS, PACS and others)

are increasingly electronic, but are often still trapped into silos. Medical standards

such as Digital Imaging and Communications in Medicine (DICOM), do not have the

appropriate safety mechanisms for dealing with the regulation over private network

borders. We can extend current solutions [45] adding consent and authorization

control. However, DICOM and other protocols are not generally concerned with:

linking with a unified patient identity, giving full ownership to data, implementing

parental or guardian consent, inter-operate with different types of data sources

(medical profiles, debts profiles, curriculum vitae, etc), capturing only the minimal

personal data for legitimate use (“data minimization”); or even certifying entities

comprised of the “processing of special categories of personal data” [46], e.g. doctors

and nurses.

The author of this thesis believes that the future of EHR lies in a good identity

management foundation, pseudonymisation of records and exploration of distributed

systems and cloud storage to secure EHR.

3.1 GDPR impacts on medical systems

The most known legal constraint of the GDPR is related to consent (art 7) and is

distinctively designed for medical data (art 9) where specific types of consent are

required. A data protection impact assessment (art 35) is also mandatory for this

type of information. Yet, in the healthcare sector, patients’ data is held under a
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duty of confidence. Physicians do not require the subject’s explicit consent; they are

protected by exceptions (art 7) and other bases in the “lawfulness of processing” (art

6), such as the public task basis. However, to invoke this lawfulness, there should

be some registry noticing the service request from the patient, meaning that, even

implicit consents require some kind of record. Third-party CAD services are not in this

sphere of lawfulness and also have to concern with other aspects of the regulation.

Any data flow or processing from those entities requires a subject consent registry

that is non-repudiable, unforgeable and tamper-resistant.

3.1.1 Identification and data linkage

The concept of a Unique Digital Identity (UDI) is important to unify multiple records

between different healthcare organisations. It is critical to match the correct patient

to the corresponding data that requires consent from multiple healthcare providers.

This connection can be included in the consent record if it follows appropriate security

requirements. It is critical to match the correct patient to the corresponding data

within multiple healthcare providers. In 2017, the ECRI Institute presented the report

analysis “Health IT Safe Practices: Toolkit for the Safe Use of Health IT for Patient

Identification”1 of over 7,600 patient safety events related to patient identification.

Such mismatches create safety issues and can lead to adverse events [47]. What

exists in the healthcare environment is suboptimal, in our opinion.

Such function has been mainly delivered to the Patient Identifier Cross-referencing

(PIX) profile, from the Integrating the Healthcare Enterprise (IHE)2 initiative, de-

signed primarily to standardize the identity of patients across multiple affinity do-

mains. The basic principle is for a consumer actor to request a list of patient identifiers

from a PIX manager. From the defined profile transaction ITI-453, a query request is

fulfilled by providing one possible identifier; in return receives a list of identifiers for

all contributing sites, if there are any. The assumption is that the consumer should

already possess one identifier from all of the existing domains. In this sense, PIX is

purely an integration profile and does not have any pseudonymisation functionalities,

such as retrieving an anonymous identifier from a designated piece of information,

which is one of the contributions of this thesis.

1https://www.ecri.org/Resources/HIT/Patient%20ID/Patient_Identification_Toolkit_fin
al.pdf

2https://www.ihe.net
3https://www.openempi.org/confluence/display/openempi/PIX+v3+Query
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3.1.2 Electronic consent

Electronic consent has some advantages over paper documents. For instance, in the

EU eIDAS4 legal framing can now be used to recognise a digital signature with the

same value as a handwritten signature. This makes granular consent frameworks

(such as ones based on check-boxes) more tamper-resistant. The availability of elec-

tronic records and consents facilitates its withdrawal (art 7 - 3), personal information

rectification (art 16) and status change notifications. Yet, consent requires some

security features. Non-repudiation is one of the most important with some attached

dependencies, mainly, integrity and authenticity of records. The former is easily

achieved with digital signatures, but the latter requires true SS-IDs [48]. SS-IDs

is a form of user-centric (and sovereign) digital identity without relying on a cen-

tralised organisation. However this comes with some drawbacks, full sovereignty will

make any break-the-glass procedure unfeasible and unpractical for any real-world

application, especially in medicine where this is utterly important.

3.1.3 Principles of data management

The GDPR creates incentives and relaxes several requirements for controllers who

anonymise and encrypt data, such as extending the processing to a different pur-

pose than the one for which it was initially envisioned (art 6 - 4e). And, since

pseudonymization reduces personal data exposure, breach notifications can also be

diminished (art 33, 34). On the alternative approach, anonymous data is not under

the GDPR. However, the threshold for anonymisation is very high. Subject anonymity

is more complex than initially anticipated, DNA sequences can be linked to real-world

human identities and faces can be reconstructed with 3D MRI [11]. In general, the

techniques are difficult [12] and not always possible [13, 14], thus so, constraining

the use of specific datasets without proper consent. The recommendation is, to not

assume that anonymisation is possible.

In terms of the data retention policy, there is no absolute “right to erasure” (art 17). A

subject can invoke this right only when there is no compelling reason for its continued

processing. Care providers can always justify the data safekeeping for the purposes

of providing continuous medical care. For CAD providers, data retention must be in

accordance with “the necessity and proportionality of the processing operations” (art

35 - 7b) and the principle of “data minimisation” (art 5 - 1c). The recommendation is

4https://www.eid.as
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to erase the data once the automated diagnosis is completed, minimising the surface

area for subject identification.

3.1.4 Automated decision-making

Art 13 demands transparency and “meaningful information about the logic involved”

for automated decisions. This right has become the subject of substantial academic

attention [49, 50]. Some authors are already including it in their methodologies,

not only important machine learning metrics but also paying attention to the inter-

pretability of the model [51]. Google outlines what they considered the fundamentals

of interpretability [52], by “making sense of hidden layers”. However, this always has

a price in terms of accuracy. Automation is designed to reduce human error, however,

also causes a false perception of the lack of accountability. Black box methodologies

can lead to unpredictable results (bias and overfitting) and are prone to attacks.

Moreover, when the results of automation extend to the level of experts, the output

is viewed as reliable leading to automation complacency [53] and consequently to

the paradoxical effect of increasing errors rather than eliminating them [54]. The

complacency issue was originally identified in aviation, but from then it has also

spread into the medical field [55]. The purpose of art 22 is to protect the data subject

against such consequences, by ensuring human control regarding the automated

decisions.

3.2 Identity management

Although the PIX profile is defined primarily as patient identification between dif-

ferent data curators, it has no cryptographic features. Nowadays, we mainly rely

on Identity Provider (IdP) and use SSO protocols to maintain our digital identity.

Google, Facebook, Twitter and others, if properly extended to the healthcare domain,

may be serious candidates for identity management. Yet, these do not offer true

data ownership or assure the certification mechanisms to identify users or to build

a Know Your Customer (KYC) procedure. Users do not really have ownership of

their digital identity as it is always “given to them”. These kinds of centralized

IdPs have all the essential information to impersonate the identity without requiring

the owner’s consent, and thus so, it is not a decent solution to protect sensitive

information. There are novel attempts using cryptographic methods to remove the

strong trust in IdP such as SlashID [56]. However, this requires a drastic change in
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the authentication protocol. There are opportunities for federated architectures [57]

to fill the needs of identification and consent registration. Yet, a reworking has to

be made to circumvent trusts issues, such as introducing self-sovereign elements,

claims and attestations into the mix. Also, the username/password method does not

certify that the user is the person he claims to be. Banks, healthcare providers and

other institutions spend significant time and money verifying peoples’ identities in a

process called Customer Identification Program (CIP) or KYC5. These programs are in

general inefficient, cumbersome and often collect more information than is necessary,

invading the customer privacy.

3.2.1 Sovereign identities

For the past several decades, the answer to sovereign identities has been Public Key

Infrastructure (PKI) and Certificate Authorities (CA). The fundamental problem with

PKI is that it is cumbersome, costly, centralized and, most importantly, does not

represent a single source of truth, opening the possibility for counterfeited digital

certificates6. Identity-Based Cryptography (IBC) is an alternative that discards the

need of CA, simplifying public key-management, but, in general, requires personal

information such as an email address, a phone number, etc, to generate the required

keys, negatively affecting pseudonymity. Current improvements based on anonymous

IBC [58] are designed for message transmission and do not provide any insights on

how to build a non-repudiable registry. This type of scheme also has time boundaries

related to their private keys, a necessity due to the lack of revocation procedures.

Tracing old keys is required to maintain the backward integrity of records.

Alternatively, the use of biometrics [59] for identification works well because it is

physically tied to a person. However, using immutable biometrics is not the best

authentication mechanism, if those are stolen it represents a permanent breach and

if revoked a permanent ban. Using SS-IDs mechanisms is preferred in order to certify

any individual characteristic. The data portability also implies that data subjects

be able to transfer their identity data. Standardization efforts on this domain are

underway with the Decentralized Identifiers (DIDs)7 and Verifiable Claims Data Model

and Representations8. Moreover, recent projects on the field [60, 48, 59] do not

5https://www.thomsonreuters.com/en/press-releases/2016/may/thomson-reuters-2016-k
now-your-customer-surveys.html

6https://www.cnet.com/news/google-confronts-more-site-certificate-problems
7https://w3c-ccg.github.io/did-spec/#notification-of-did-document-changes
8https://www.w3.org/TR/verifiable-claims-data-model
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tackle key management (revoke and recover) and pseudonymisation in simultaneous,

user profiles, or any integration with medical standards.

A parallel concept is the web-of-trust [61], where entities define trust metrics from

each other and calculated trust paths, creating a graph of trusted peers. KeyChains

[62] is an example of a lookup algorithm resorting to the web-of-trust model to build

a Distributed-PKI and to remove the dependency of a centralised CA.

This thesis leverages the idea of IBC principles and distributed peers to manage secrets

[63], avoiding a single point of attack, improving key availability and recoverability

with a small impact on security. We provide a clear distinction between key recovering

and identity recovering, being able to recover an identity even if there is no previous

backup of the private-key.

3.3 Security and privacy of EHR

Criticisms on the current security and privacy of EHR [64] testify to the lack of

protection and auditability on healthcare infrastructures. Proposed Role-Based

Access Control (RBAC) models [65] only manage who can access the records, but

do not consider the data subject control over privacy, because the control can be

jointly managed by the data subject and by the healthcare professionals. By using

cryptographic signatures and DLT as a single source of truth, the authorization to role

assignment can be uniquely managed by the patient. Also, reusing the network as a

message broker will allow briefing patients about who is accessing their EHR; and

will also allow storing encryption keys as shared secrets [35] on the ledger and use

them to encrypt data on cloud storage. Some authors actually advocate that privacy

should be enforced via encryption [66], but encrypting large medical images without

consuming overwhelming time appears infeasible. The pseudonymization alternative

introduced by [67] does not encrypt EHR, the patient’s identification and grants

to the records, are instead mediated through a smartcard containing a secret key.

Remote patient monitoring is likewise becoming common with sensors placed inside

homes. The security and privacy implications of remote monitoring were uniquely

identified in [68]. However, as stated by the author, these are not distinct to the

medical field. Consolidation of cryptographic methods, distributed systems, RBAC

solutions and standardized authentication/authorization protocols [69] may serve as

the final solution.
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3.3.1 Authorisation grant

As stated in the Integrating the Healthcare Enterprise (IHE) document9 section “3.1.2

Common Access Control Models”, RBAC models are best aligned for intra-enterprise

access. However, in cross-domain and cloud environments (such as cloud-based

PACS [45]), the patient is considered as “the sovereign of his medical data”, where

Discretionary Access Control (dac) is best suited. The dac model directly states “to

each resource a special property called the owner is assigned, who may exclusively

grant or deny any access rights to users or other groups for this resource”, for

which our proposal is qualified. Our work also follows the principle of decoupling

authorisation from authentication, section “3.2 SOA Security Principles”. By doing so,

our dac proposal is not an impediment to work concurrently with different models

[70], such as active auditing schemes [71], integration with Electronic Consent

Frameworks10 and context-based access decisions [72].

At the same time, we strive to maintain the best user experience for the subject.

As the name suggests, Quick Response (QR) codes have unusual high impacts on

interactivity and response [73] and are already wildly accepted to promote social

collaboration. QR codes can also be used with cryptographic primitives [74] as a way

to identify and certify terminals, preventing phishing attacks [75].

The OAuth2 protocol [76] is not designed to use a mobile device as part of the

authorisation Server and a different endpoint as part of the client. In general, the

same terminal initiates and receives the authorisation. Although OAuth2 flows can

be adapted to wait for a mobile authorisation instead of redirecting the browser, the

initiation of the authorisation flow is still an issue for privacy-preserving features. A

privacy-preserving OAuth2 based protocol is proposed by Victor Sucasas et al. [77,

78], however, in our use case, the authorisation flow must start at the terminal,

forcing the operator to insert the subject’s identity or a pseudonym. The insertion

of a pseudonym degrades the system’s usability, and collecting such a pseudonym

from a terminal/mobile communication (i.e. using Near Field Communication) adds

unnecessary flows to the solution. Besides, in our scenario, starting the flow at the

terminal is an open door for uncontrollable flooding of authorisation requests, since

the authorisation is not initiated by the subject itself.

9https://www.ihe.net/Technical_Framework/upload/IHE_ITI_TF_WhitePaper_AccessControl
_2009-09-28.pdf

10http://dla.gov.in/sites/default/files/pdf/MeitY-Consent-Tech-Framework%20v1.1.pdf
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Multiple Factor Authentication (MFA) for the subject authentication and authorisation

is not practical for the described scenario [79, 80]. Besides a mobile phone, it would

require an alternative out-of-band authentication, not usable when a subject only has

access to a phone. We remove the MFA requirement with minimal impact on security.

Even in the case of a compromised mobile device, the data access requires an explicit

request from a certified operator and terminal, minimising the risk of unauthorised

access. Moreover, using biometrics [81] as a MFA alternative can be expensive for

small clinics and may compromise our pseudonymisation compliance.

3.3.2 Pseudonymised vs anonymised records

Anonymity and pseudonymity have different legal framings in the GDPR. Anonymity

means that someone’s identity is entirely unknown, impossible to discover by any

means, and is not subject to regulation. Pseudonymity implies that a different

identifier is being used, rather than the legal name or any information capable of

re-identifying the identity. Anonymisation efforts of DICOM files are mainly focused

on completely removing patient information from meta-data and pixel data, using

Optical Character Recognition (OCR) methods [82]. Although this is an important

part for second usage of EHR, removing all the patient identification hinders the

usage of this data for diagnosis. Furthermore, anonymised datasets are one-time

constructions that cannot be incremented over time. A pseudonym must exist to

implement such a feature.

For instance, anonymity can be achieved with specially designed keys using ring

signatures [83]. This is a method of authenticating an anonymous message from

a group of possible signers without prior cooperation. However, in the original

publication, there is no way to trace the signature to its source or to disclose the

identity to interested parties. A generalisation for ElGamal signature scheme was

proposed in [84] and includes a non-repudiable disclosure process (convertible ring

signature). The method proves the ownership of the original message, and our

proposal takes some ideas from this construction. However, our non-repudiation

feature extends to records (not just messages) to prove the existence of those records

that, once persisted, cannot be denied. Both publications served their original

intention, but do not serve our non-repudiation, data minimisation and break-the-

glass requirements.
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Pseudonym derivation. A pseudonym derivation is defined as the process that

derives an identifier for a subject from a piece of public or private information of

that subject. Such procedure can be performed using hashing [85, 86] or encryption

techniques. Both forms demand storing a list of pseudonyms in order to assure a

relationship between the input and the pseudonym. However, the former is not

suitable for break-the-glass requirements, specifically when the pseudonym is derived

from an accessible piece of public information, with the hash result easily derived

from an offline procedure. The latter normally need to share encryption keys that

hinder break-the-glass procedures and data sharing requirements. For instance,

Bernhard Riedl et al. [67] shares the secrets of the patients in order to construct a

fallback mechanism for lost, compromised or destroyed smart cards.

Rita Noumeir et al. [87] uses an encryption algorithm to generate the pseudonym;

however, the author states “Although we have not studied patient consent manage-

ment, we think that a consent manager is needed”. Consent management is the

cornerstone of this work and is tightly integrated with the pseudonym generation.

Also, the process of recovering encryption keys or exposing a break-the-glass bypass

is generally provided by centralized RBAC models [88, 89, 90, 91]. In these situa-

tions, the authorised personnel must provide a reason with a pre-established time

interval to remain accessible. Although access control schemes cannot be entirely

avoided, from our point of view it is better to provide a separation of the access

control mechanism from the break-the-glass compliant pseudonymisation scheme. In

doing so, both schemes can evolve independently. The definition of the roles, who

grants access to the data and what kind of information should be provided is entirely

defined by external modules.

A centralized system holding sensible data is an interesting target for attackers. Riedl

et al. have designed a hull-architecture [92, 67] with multiple layers of authorization

mechanisms and cryptographic keys. Nonetheless, pseudonyms are still generated

by encrypting the identification data. The architecture is able to share keys using

threshold schemes; however, we go further and use the threshold scheme to generate

pseudonyms, avoiding the management of keys associated with the patient. In this

manner, patient identification is always recoverable, and there are no private keys

that can be lost.

Harald Aamot et al. [93] defines a good evaluation model for pseudonymisation

techniques and evaluate several existing methods in Table 1. Our method can be

classified by this table as non-reversible, reproducible and patient-centric, using
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single-pass, with duty-separated regarding de-pseudonymization and configurable in

terms of required parties for de-pseudonymization. In fact, the configurable number

of parties is a direct consequence of the threshold scheme and the main feature that

stands out from other methods. This feature, allows for a custom level of security

and high availability, depending on the number of trusted parties and acceptable

failures.

3.3.3 Break-the-glass

Break-the-glass is a method of bypassing normal security measures in case of an

emergency, following a previously established protocol and imposing audit-trail

mechanisms. One approach to deal with emergency situations are Implantable

Medical Devices (IMD) such as in [94]. Such devices have storage limitations and are

difficult to operate when performing EHR updates. Those solutions use biometrics

and internal processing units to authenticate the data-subject. Our point of view is

that a Radio-Frequency IDentification (RFID) should only be used for the purpose of

subject identification, deploying EHR in cloud services. However, cloud services have

their own set of challenges [95], single points of failure, and insider attacks.

Most healthcare systems already allow to bypass normal flows in emergencies [8],

but the concept also extends to more classical use-cases such as circumventing au-

thentication and account problems (forgotten username/password, locked password,

smart card or biometrics reader failure, etc). In general, bypass policies [96] are

defined in the RBAC models [88, 89, 91, 97] and Privileged Access Management

(PAM) [98]. Such demand introduces weak points in the system that should be

regulated [99, 100] and audited. However, the regulation does not restrain attackers

from bypassing centralized services.

This thesis defines a distributed and open pseudonymisation protocol that is com-

patible with break-the-glass procedures. By “open“ we mean that it is decoupled

from any authentication, authorization method or query engine. The distributed

nature of the proposed architecture protects encryption keys and data against local-

ized cyber-attacks, such as insider attacks, ransomware, denial-of-service, virus and

worms.
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3.3.4 Encrypted records

Medical image encryption is a crucial method to improve privacy, integrity, and

authentication of private data [101]. The most common method to protect private

data in cloud environments rely on searchable encryption schemes [102], being

CryptDB [103] one of the most used databases for medical data. However, data

leakage is an unavoidable byproduct of efficient forms of searchable encryption, for

instance, Kellaris et al. in [104] and subsequent improvements by Grubbs et al. [105]

shows a devastating attack on the approximate database reconstruction (ε-ADR)

problem, being able to reconstruct complete records in nearly any database size.

Although there are innovations on Witness-Based Searchable Encryption (WBSE)

[106, 107], it is necessary to evaluate if those schemes hold in such an aggressive

environment. Furthermore, in a PACS cloud scenario, searchable encryption is not

the best solution. DICOM files are considered immutable, most of the object fields

could be anonymised for search compliance [108], and pixel data could be encrypted

with standard symmetric encryption. The issue with such approach is to deploy a

safe key escrow/management with break-the-glass compliance, which is one of the

contributions of this thesis.

Key management. One of the biggest encryption headaches is key management11.

The main reason is the lack of clear ownership, skilled personnel and trusted key

escrow provider. Key escrow is a method of safely storing important cryptographic

keys; an important foundation of key management, data recovery and break-the-glass

implementations, but not without associated risks [109], and in particular “insider

abuse”.

Some key management architectures [110] have complex and very specific require-

ments and tight bounds to specific authorization protocols, such as attribute-based

encryption [111]. It is possible to use biometrics [112] to generate new keys. How-

ever, biometrics is strongly tied to an identity and may represent a privacy risk. Also,

those can easily be stolen [113] and cannot be re-credentialed. If compromised by

spoofing [114] or forgery [115] the consequences would be unprecedented, rep-

resenting a permanent breach. Moreover, direct control of encryption keys [116]

does not provide reliable break-the-glass mechanisms, and some proposals [117]

rely on a centralized trusted server. Furthermore, the issue of key revocation and

data re-encryption [118] is many times overstated. The fact is, there is no revocation

11https://www.hipaajournal.com/study-reveals-health-information-the-least-likely-d
ata-type-to-be-encrypted
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scheme when someone already has the ciphertext and the key. Based on this fact, we

ignore the issue completely. A better approach, followed in our proposal, is to isolate

DICOM sessions in different datasets using different encryption keys, protecting data

that has not yet been accessed. The proposed approach of this thesis aims to be

a simplistic architecture with minimal dependencies on predefined access control

mechanisms.

3.4 DLT adoption

Healthcare is evolving from traditional to more robust and distributed solutions with

people encouraged to provide their personal healthcare data into cloud applications

[119, 120]. In parallel to this, DLT is being increasingly adopted for exchanging

patient data [121]; building Healthcare Data Gateways [122] preventing scattered

information throughout multiple healthcare systems, going towards securing patient

records [123] and turning the ledger into an automated access-control manager

[124]. Conducted studies [125, 126] show the potential of using DLT not just for

finance, but also for SS-IDs, as an integration layer [127], and additionally for key

management and privacy [128] in a system that does not need a centralized trusted

party.

Due to the recognized hype cycle model [129], there is an over-use of this technology

to solve problems that could be easily accomplished in a centralized platform. A

unique set of features must be set in place to correctly decide what makes the DLT

desirable for our particular problem in relation to other traditional solutions, and

answer the question “Do you need a Blockchain?” [130]. Some desirable features

for healthcare applications have already been mentioned in other works [131]:

decentralized management, immutable audit trail, data provenance, robustness and

availability, improved security and privacy. Some of the identified features of DLT are

important in order for other properties to emerge. These emerging properties are

part of the requirements of our work and are defined in the following set:

• Censorship-Resistant assures that everyone can transact in the network on

the same terms and can not be excluded from participating. Censorship is

a sort of DoS, but differs from the lack of availability because the service

availability is intentionally refused. Resistance to this is generally only possible

in decentralized or distributed environments and depends on the particular

consensus protocol, Hashgraph [132] is one that advocates this feature. This
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is more a nice-to-have feature than a critical one, but it is important to build

trust.

• Security is in general improved with decentralization. Data redundancy and

DoS protection is increased, removing any single point of attack. Secrets and

encryption keys can be divided into parts and shared across several nodes. This

will protect sensitive information against rogue employees, requiring multiple

colluded parties to recover the secrets.

• Trust is a firm belief in the truth and consistent result of the system. This

is maintained by the constant availability, reliability, censorship-resistant and

enforcement of specified security policies. High levels of trust are needed

for mass adoption and for the system to be accepted as a standard layer of

integration.

• Sovereignty is an entity’s full right and control over themselves or of any

other owned data. This is only possible if the personal data is under direct

control (in the possession of the data) or in a highly trusted environment. Total

sovereignty is probably the only way to guarantee authorization and consent

without external influence.

• Non-Repudiation is when someone cannot deny an activity or contract (e.g.

a debt contract). It is achievable by applying the irreversibility, integrity and

auditability properties of the ledger. This is important in order to avoid unrea-

sonable legal actions, e.g. if consent was given, it should not be possible to

deny it and file a legal action against the Processor for the improper use of the

data.

These features are beneficial when building anonymity, key-management, non-

repudiation and self-sovereignty. For instance, by slicing a private key into shared

secrets [35], we can improve collusion resistance within key-management. Avail-

ability and reliability improve censorship resistance, one of the most important

requirements for self-sovereignty. Integrity and immutability make any changes in

the registries, auditable, and enhances the requirements for non-repudiation. Ledger

nodes can also be used as an overlay network [133] in a similar fashion to the Tor

network [134], improving the requirements to anonymity. This concept is already

applied in the Verge12 project.

12https://vergecurrency.com
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However, the general lack of scalability, verifiable identities and governance makes

DLT difficult to be accepted in enterprise environments. The fact that mining pools are

now more centralised than originally predicted [34], makes governance especially

crucial for controlling majority and supermajority attacks. Yet, governance is a

characteristic of permissioned ledgers [135], a category that entails a network of

identified and privileged mining nodes that can control access. Some recurrent

Ethereum incidents13 remind us of why permissioned ledgers are essential. When

an incident occurs, it gives power to the participants to act and move forward with

fixes. This category of ledgers can also improve the overall privacy and anonymity

of the data-subject, by restricting public access to data that may lead to statistical

attacks for re-identification [136]. However, these type of ledgers also introduces

some drawbacks. It requires trust in the participating nodes and would considerably

reduce the censorship-resistance capabilities.

3.5 Metadata frameworks

Studying Metadata Frameworks is important to our work in order to understand how

to store and exchange information about EHR in an optimized and interoperable way

between different healthcare providers. This is a method of achieving interoperability

by means of controlled terminologies and precise meaning [137]. As defined in

the book "The Semantic Web: Semantics for Data and Services on the Web" [138],

Metadata Frameworks are defined in four specifications: data models, semantic

constraints, serialization formats and query languages. Metadata Frameworks

have been used in many contrasting fields [139, 140, 141], but we will focus here

on existent standards and practices applied to EHR. An EHR is a digital version of

the patient’s paper records, making information available instantly and securely to

authorised users. Digital formats offer higher efficiency, reduced error rate and better

search facilities compared with paper records. EHR may contain the patient’s medical

history, diagnoses, medications, treatment plans, immunization dates, allergies,

radiology images, and laboratory and test results.

13https://medium.freecodecamp.org/a-hacker-stole-31m-of-ether-how-it-happened-and-
what-it-means-for-ethereum-9e5dc29e33ce
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3.5.1 Medical standards

Creating interfaces between vendors to share information is a key challenge faced by

many healthcare IT departments. It is imperative to understand the existing inter-

operability standards in order to assess the best methodologies that align with our

goals. Standards, industry organizations and communities such as openEHR, IHE, Per-

sonal Connected Health Alliance (PCHA) and DICOM, working on the development,

promulgation and giving guidance on their use.

OpenEHR14 is an initiative with the intent to formalize and standardize all of the

EHR concepts and models in an interoperable way. In terms of metadata definitions,

the openEHR architecture15 defines two levels of interoperability: the first level is

the Reference Model, predefining the minimal schema of an EHR for ensuring data

interoperability; and the second one is the Archetype Model, that creates a common

knowledge vocabulary for data interpretation, ensuring semantic interoperability.

These two levels define the data models and semantic constraints of the framework.

Archetypes allow for clinicians and domain experts to be involved in the design

and specification process of EHR. Once an archetype is defined, it is submitted to

a Clinical Review Board for validation, ensuring compatibility with existing ones

and, at the same time, targeting stability and longevity. In the end, it is open-

source and published in the public archetype repository16. The archetype definition

can be expressed in XML or Archetype Definition Language (ADL)17, an abstract

language based on classic Frame Logic [142]. Frame-based systems use entities

as frames, their properties as modelling primitives and, types and cardinality to

define constraints. These definitions deliver the content structures and specifications

that are both understandable by domain specialists and by information system

developers. In terms of serialization formats, the openEHR has, at least, the Object

Data Instance Notation (ODIN) specification18, with the intent of being a human-

readable and a computer-processable data representation syntax that can be edited

using a normal text editor. Finally, the Archetype Query Language (AQL)19 is a

declarative query language developed specifically for expressing queries used for

searching and retrieving the clinical data found in archetypes. The syntax uses some

14https://www.openehr.org
15http://www.openehr.org/releases/BASE/Release-1.0.3/docs/architecture_overview/arch

itecture_overview.html
16https://www.openehr.org/ckm
17http://www.openehr.org/releases/trunk/architecture/am/adl2.pdf
18http://www.openehr.org/releases/BASE/latest/docs/odin/odin.html
19http://www.openehr.org/releases/QUERY/latest/docs/AQL/AQL.html
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clauses from SQL and is projected to be independent of applications, programming

languages, system environment or storage models.

IHE20 is a group of healthcare industry representatives with similar objectives as

the openEHR community. IHE Profiles21 are at the core of the specification, and

can describe models using the Cross-enterprise Document Sharing (XDS) integration

profile. However, XDS is more concerned with using metadata to facilitate document

discovery rather than describing consensual knowledge between clinical affinity

domains. This can lead to difficulties in locating a document in different affinity

domains. Dogac et al. [143], proposes the use of ontologies to solve this issue.

Additionally, those profiles can also describe workflows for day-to-day clinical activi-

ties. IHE encourages the integration of established interoperability standards such

as HL7 and DICOM into their profiles, allowing seamless integration with existing

infrastructure. IHE Profiles extend to a range of domains other than pure clinical

activities. For instance, the Import Reconciliation Workflow (IRWF) manages image

imports and reconciliation of identifiers to match local values. Furthermore, some

profiles already address parts of the GDPR, i.e. mechanisms to record the patient

privacy consent using Basic Patient Privacy Consents (BPPC) and Advanced Patient

Privacy Consents (APPC), and methods of exchanging claims about an identity across

enterprise boundaries using Cross-Enterprise User Assertion (XUA). However, profiles

such as Audit Trail and Node Authentication (ATNA), only offer perimeter protection

and mutual node authentication, not empowering the patient with control over their

own data. As stated in the white paper22, GDPR can be an effective catalyst to extend

the reach of IHE Profiles. However, those will require further evaluation to see if they

fully comply with the GDPR requirements.

DICOM23 is a standard defined by the National Electrical Manufacturers Association

(NEMA)24 with a universal level of acceptance amongst imaging equipment vendors.

It is used to store and transmit medical images and includes simple workflow capabil-

ities, such as the Modality Worklist [144]. Apart from the pixel data, DICOM files

have a rich metadata structure with patient demographics and a detailed description

of how the image was produced. DICOM was essentially designed for communication

between image stations, archives and acquisition equipment, with simple query

capabilities and no concerns about privacy and security.

20http://www.ihe.net
21https://ihe.net/Profiles
22https://www.ihe-europe.net/sites/default/files/GDPR_WEB_00.pdf
23https://www.dicomstandard.org
24https://www.nema.org
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3.5.2 Adopting semantic web

Studies on the feasibility of the openEHR methodology have been widely carried out

[145, 146, 147] showing some positive results in using semantic models. However,

there are other general-purpose languages that may serve as alternatives, RDF has

been used to form medical ontologies [148, 149] and SPARQL25 has emerged as the

standard RDF query language. Ontologies are useful for computers to reason about

information, e.g. a computer can alert a physician about a possible drug interaction

for a given set of patient prescriptions, improving the quality of care. However,

building ontologies is a labour-intensive task with a high learning curve involving

domain experts, and query engines are expensive to develop when binding to new

database engines. In the meantime, existing data is being leveraged by applying

simple heuristics and machine learning. Some argue that semantic web [150] can

improve the search capabilities, however, the Google search engine does not need

semantics to return meaningful results. Moreover, new techniques are being studied

in order to tackle the presence of errors in ontologies [151]. All of these undermine

the massive adoption of semantic web. Further studies should be conducted in order

to determine if the semantic web will be useful to our approach or if a simple data

model definition language, similar to GraphQL26, and a simple query language such

as Lucene27 will suffice.

3.6 Related projects

In general, the fundamentals of this work are very close to a set of representa-

tive projects, falling into our sharing models: Science Gateways (representing the

Anonymous Dataset sharing model) and Electronic Health Records (representing

the Direct Consent sharing model). Our proposal is a balanced integration of these

concepts, where Identity and Sovereignty solutions are essential to accomplish this

integration. Unification is important because the data sources of the two sharing

models are basically the same, but striving for different use-cases and security re-

quirements. In order to perceive how the final solution should be accomplished,

detailed studies of these platforms are needed. In general, technology silos exist

that solve for each of these particular points, but there is no current solution that

gathers all the GDPR and technical requirements in one solid, distributed architecture,

25https://www.w3.org/TR/sparql11-query
26https://graphql.org
27https://lucene.apache.org
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with all the associated advantages. In the following sections, we will describe some

relevant projects demonstrating each of these aspects. The goal is to show a slightly

different approach or feature (in each project description) that may be important to

this work.

3.6.1 Electronic health records

EHR were never designed to handle the complexities and business lock-in of the

many institutional medical records. Patient data becomes scattered across different

organizations, losing connection and easy access to past records. There are many

efforts to solve the “Data Portability” challenges and lock-in business models using

different approaches, e.g: the openEHR and ISO EN 13606 archetypes [152] with

a heavy focus on the persistence of data, HL7-FHIR [153] more on data exchange

formats and APIs and HL7 Clinical Document Architecture (CDA) which is primarily

focused on documents and document exchange [154]. However, in general, there is

a lack of a unified and distributed layer required for some key security aspects of the

GDPR: managing the “right to consent”, “right to access”, “right to be forgotten” and

“data minimization”.

OpenEMR28 is a free and open-source EHR software. The set of features includes:

management of patient demographics and medical records, appointment scheduling

using a calendar, clinical decisions and prescriptions, billing and reports. It is certified

by the ONC29 and is HIPAA30 compliant, implying a “privacy by design” architecture.

The “Data Portability” is sustained by the internal structured records and from the

HL7 (for exchanging patient data) and EDI standards (mainly used for billing and

invoicing). It also provides a native portal for external access that supports both

ACLs and RBAC [155], allowing patients to view their medical history and partially

solving the “Right to Access”. Encryption can be used for external documents, but

there is no support for digital signatures. The DICOM standard is also not supported

natively, nevertheless, it is possible to achieve DICOM interoperability using Mirth

Connect31.

28https://www.open-emr.org
29https://www.healthit.gov/topic/about-onc
30https://www.hhs.gov/hipaa/for-professionals/security/laws-regulations/index.html
31http://www.visolve.com/uploads/resources/vicareplus/OpenEMR_DICOM_Interoperabilit

y_using_Mirth.pdf
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EtherCIS32 is also free and open-source, but is more of a data repository than a

full-fledged EHR software. The PostgreSQL database is extensively used to support

the openEHR AOM 1.433, where the AQL is used for querying those models. However,

the AQL syntax is a synthesis of the SQL language, adding a rigid dependency on

relational databases. The support for GraphQL queries is still in an experimental

phase, yet, merging the openEHR persistent models with the flexibility of GraphQL

[156], seems to be a good alternative to the query system and the “Data Portability”

aspect. Authentication services are provided by the Apache Shiro34 framework, but

the “Security Features” chapter on the project documentation is mostly unfinished,

as stated in their documents: “At the time of this writing, EtherCIS security and

confidentiality has been left open since is strongly web site dependent. Nevertheless,

authentication and authorization are implemented to support various schemes”.

Chino.io35 is a very recent project primarily concerning in storing and protecting

data records in the cloud. It has an explicit focus on the GDPR and HIPAA concerns,

designed with “Privacy by Design” in mind and certified for medical sensitive data.

Some worth mentioning features from the white paper [157] are: natively imple-

mented Consent Tracking by keeping records of collected consents in a legally valid

manner and informing users about the processing of their data; data encryption both

in transfer and at rest (at record level) with encryption keys stored in separated envi-

ronments; immutable audit logs useful for “Breach Notification” and legal disputes;

index engine with the ability to search and retrieve records in milliseconds. Chino.io

complies with most of our objectives, but there is still room for improvements: it is a

full solution, but lacks integration with existing data sources and medical standards;

as mentioned in the white paper “accessing the data requires to have in hand master

keys, which are set in a special VMs and that only the CTO and CEO have access”,

meaning that, encryption keys are not under the data subject control and it is techni-

cally possible to access the data without consent; there are no mentions on how to

apply the “data minimization” concepts.

Medrec36 is an experimental decentralized record management system, currently

under development at MIT Media Lab37. Medrec uses DLT for authentication, per-

mission management, confidentiality, accountability and data sharing [158]. Patient

data is not stored directly in the ledger, rather a signature of the data and metadata

32http://ethercis.org
33http://www.openehr.org/releases/AM/latest/docs/AOM1.4/AOM1.4.html
34http://shiro.apache.org
35https://www.chino.io
36https://medrec.media.mit.edu
37https://www.media.mit.edu
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is encoded, allowing access control to the medical records; the signature assures

that an unaltered copy of the record is obtained. Medrec is built on the principle

of interoperability, using the Ethereum blockchain38 and Smart Contracts [159] as

an integration layer for existing data providers, with the flexibility to support open

standards for health data exchange. Off-chain requests are handled by the Database

Gatekeeper, which implements an access interface to the patient local database. How-

ever, there are limitations on the realm of privacy, pseudonymous identities are easily

traceable in the public ledger, allowing for data forensics. Important features such

as “data minimization”, “non-repudiation” and “key-management”, are not properly

addressed in the architecture.

3.6.2 Science gateways

Science Gateways are a community-developed set of tools to access shared data,

software, computing services, instruments, educational materials and other resources

for the needs of a specific scientific community. These platforms are available in

a broad range of scientific knowledge, from food security [160] to astrophysics

[161]. These gateways deliver the datasets and requirements to create reproducible

science [162], by offering sharing possibilities within a community. But also face

serious challenges, in relation to: privacy, security, data isolation and the existence of

multiple data formats. Our goal is not to replace the existing Science Gateways, but,

to integrate them into a secure and unified system by leveraging standards and APIs,

and by applying the necessary layers of regulation to the already existing security

recommendations [163]. In this way, researchers can focus on their scientific goals

and less on assembling the appropriate infrastructure. Although a Science Gateway

software normally has job submissions and workflow tools, without discarding future

developments in these fields, we are essentially interested in the data sharing, privacy

and security methodologies applied to medical data. Following is a representative list

of Science Gateway tools.

XNAT39 [164] is a dedicated open source project for research in medical imaging. The

core features include: project management, image importing, archiving, organising,

searching, processing and sharing. These features can be extended into other systems

similar to XNAT-TraiT [165]. XNAT has been present in datasets provided by the Open

Access Series of Imaging Studies (OASIS) [166, 167] and other databases [168].

Access control is managed by project roles, and by default, it defines the following:

38https://www.ethereum.org
39https://www.xnat.org
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Owners (having all the permissions on the project), Members (cannot modify the

project users and data types) and Collaborators (cannot insert or modify data, but

can download and use the project data). However due to the age of the software, it

has not been designed with the GDPR in mind, subjects are anonymized and linked

throughout the database using a Generic ID, serving only the anonymous dataset

sharing model. Using “Pseudonymity” and direct consent will require many changes

to the underlying software to be GDPR compliant.

MONTRA is a catalogue system that is part of the EMIF project40 and can be consid-

ered a modern vision of the XNAT concepts. Besides, it is integrated with TASK [169],

an in-house workflow engine. The catalogue intends to comprise different vertical

projects and databases through the creation of communities, such as EMIF-Electronic

Health Record Data (EMIF-EHR) and EMIF-Alzheimer’s Disease (EMIF-AD), fulfill-

ing distinct research requirements. The major goal is to integrate heterogeneous

biomedical databases into a unified platform and User Interface (UI), with the main

ability to build such web platforms almost on the fly. Access control is achieved with

a regular RBAC. Although the project has a UI plugin-based architecture, capable

of linking with other data sources, the database core is limited to questionnaires.

MONTRA project also cites projects such as “Bridge-To-Data”41 and “Healthcare Cost

and Utilization Project”42, as the best-known initiatives for similar purposes [170].

Galaxy Project [171] consists of the Galaxy Software Framework, where the goal

is to develop and maintain a system that enables researchers without informatics

expertise to perform computational analyses through the Web. Public Galaxy Ser-

vice provides CPU and disk space for datasets and job submissions from a set of

public servers43 from contributing institutions. IRMACS44 deployed, in 2012, the

first instance of the software that, enabled researchers to perform complex genomic

analyses and visualizations. It was a relevant achievement due to the aggregated

nature of multiple decentralized services, demonstrating the viability of such archi-

tecture for Cloud and Grid computing [172]. However, the service is no longer in

operation.

40http://www.emif.eu
41https://www.bridgetodata.org
42https://www.ahrq.gov/research/data/hcup/index.html
43https://galaxyproject.org/public-galaxy-servers
44http://www.irmacs.sfu.ca/infrastructure/gateways
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3.6.3 Identity and sovereignty

In this topic, most of the projects are very recent contributions to the field of Identity

and Sovereignty Management. Most of these projects are part of the Decentralized

Identity Foundation45, a consortium of companies building the ecosystem for decen-

tralized identity management. However, the information is normally provided in

white papers that do not always have the relevant information for a correct third

party evaluation, and as so, it is difficult to accept them as valid contributions to the

scientific knowledge. Nevertheless, those projects added relevant value and different

perspectives to the state-of-the-art.

Sovrin46 implements “Privacy by Design” on a public permissioned ledger. No private

data is stored on the ledger, even in encrypted form. All sensitive information is

protected in a parallel network of distributed private agents separated from the

public ledger. However, its white paper [48] does not state that their solution will

provide “Integration” with existing databases or that the Anonymous Dataset sharing

model is possible. It uses the new W3C standard DID47 in order to implement the

“Sovereignty”, “Data Minimization” and “Pseudonymity” requirements. DIDs are

the first globally unique, verifiable identifiers that require no registration authority.

However, DIDs “Key-Management” and “Non-Repudiation” features seems only vague

concepts. It specifies operations to revoke and recover keys from a quorum of

trusted parties but does not provide any specific solution to do it. The Sovrin project

only shows intentions to apply Shamir’s secret sharing [35] as a possible method.

The reported “Non-Repudiation” feature is not strongly specified over the “Right to

Consent” framework, implying that it is not possible to identify if the data subject

does not want to give access to a set of data or if there is no information available at

all for that set.

Civic48 aims to tackle the problem of consumer identity theft and online identity

fraud by using MFA. It offers more than a technical solution with monitoring, alerts

and identity theft insurance services. It is an excellent example on how the “Breach

Notification” requirement should be implemented. In the project white paper [59], it

is stated that the ecosystem incentivizes the participation of trustworthy Validators;

these are financial institutions, government and other utility companies. Validators

will be able to verify the identity of individuals and organizations. “Data Minimization”

45http://identity.foundation
46https://sovrin.org
47https://w3c-ccg.github.io/did-spec
48https://www.civic.com
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is implemented using Merkle Tree techniques [173] composed by the hashes of the

Validators’ attestations. Parts of the tree and the corresponding content can be

selectively revealed with integrity assurance. The presence of the hashes proves the

existence of unrevealed information, providing “Non-Repudiation” features. However,

this methodology requires that all the attestations’ content be off-ledger, in order

to protect the hashes against attacks. The identity and attestations are encrypted

and stored in the Civic App. Data is revoked on the blockchain by the authenticating

authority, although it is not completely explained how this authority works. In

practice the Merkle Tree solution cannot automatically disclose revocations or any

subsequent alterations, it needs the user’s consent every time changes are inserted

into the ledger. This makes the “Non-Repudiation” feature somehow limited because

parts of an important block of information can be hidden from external readers.

uPort49 is built on top of Ethereum 50 (a public permissionless ledger) where the

identifier is the address of a smart contract. “Key-Management” is addressed by

the Controller and Proxy contracts. The Proxy preserves a fixed identifier while

the Controller contains a recovery address that can change the Proxy ownership.

The recovery address can actually be a Quorum contract, providing in this way a

distributed model to recover keys; and is flexible enough to implement other key

recovering methods. It is not clear how “Data Minimization” and “Pseudonymity” can

be done, or if it is possible at all. The “Integration” with external databases and the

dataset sharing model may be easily supported with Ethereum smart contracts, but

this is not specified directly by the project. uPort is a simple identity framework, no

support for claims, attestations, “Non-Repudiation”, or “Right to Consent” features

were found. Although the Ethereum network is working on the Ethereum Claims

Registry (ECR) 51, the issue was still open at the time of this writing. Also, the

dedicated Ethereum smart contracts are not compliant with the “Data Portability”

requirement. We cannot accept these contracts as “Sovereign” because they are not

self-contained data blocks, and cannot be used without the Ethereum network.

49https://www.uport.me
50https://www.ethereum.org
51https://github.com/ethereum/EIPs/issues/780

3.6 Related projects 47





4Hypothesis

The motivation and goals pursued by this research and its starting hypothesis
are defined in this chapter.

4.1 Motivation

Any given information system in the context of healthcare faces two major conflicts

related to the patient’s data privacy right:

• The importance of the availability of massive datasets when research is leaning

towards machine learning techniques [10], as well as identifying connections

between those datasets.

• Restricting access to a patient EHR will likely reduce the quality of the delivered

care. A study conducted by Tierney et al [174] shows that 63% of the clinicians

point out that issue.

The main motivation for this thesis is to study and propose a technological solution

to put current datasets under the patient’s control, aggregate them in a unique

identifier and make them available for primary and secondary usages (research and

diagnosis). From what was already stated we identified several important aspects

that drove decisions for this thesis:

• Protecting healthcare data is mandatory under the GDPR context. Any proposed

solution must be restrained in the context of such legality.

• Aggregation of EHR data for each patient is important for diagnosis.

• It is important to connect conglomerates of anonymous and pseudonymous

data in one identifier that represents the data-subject.
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• Tracing back all aggregated data to the correct pseudonym is important for

future research.

• Break-the-glass access policies for emergencies are extremely important in a

medical context.

• Availability and data durability are also extremely important in a medical

context.

4.2 Research goals

The main research goal of this thesis is to provide a foundation to connect different

data curators in a interoperable and secure way; unify all the existing scattered

datasets under the same UPI; to safely store and share medical records between

those data curators. The main purpose is to provide a unified model for primary and

secondary uses of healthcare data. The model accomplishes two distinct use-cases

for the same data: the need for physicians, nurses, or other authorised personnel to

directly access medical records; and the usefulness of massive anonymised datasets

for research and training, being for machine learning algorithms or step-by-step

learning protocols [175].

This thesis will research through existing anonymisation, pseudonymisation and

encryption techniques, SS-IDs [176], Distributed File System (DFS) and DLT [177]

ideas and concepts. We will explore new methods of encryption and key-management

to achieve implicit consent (break-the-glass) and identity unification. Explore dis-

tributed systems and threshold cryptography to accomplish data availability and

durability. This thesis will be focused on medical imaging use-cases, but the pre-

sented techniques should be extendable to general EHR.

4.3 Hypothesis

This Doctoral Thesis researches the following hypothesis:

Distributed Ledger Technologies and Self-Sovereign Identities are natural symbioses to

solve GDPR challenges in the context of healthcare. Namely, providing means for direct
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access to the patients’ records, for diagnosis and therapeutic processes, and bulk access

to anonymous datasets or aggregated data for research purposes.
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5Proposed System

This section provides an overview of the proposed architecture, compliant with
GDPR rules, in the demanding context of medical imaging records. It provides an
integrated solution for several problems like anonymity/pseudonymity, encryption,
key management, break-the-glass and shareable records.

Ideally, the architecture and threat modelling takes place in the inception and design

phase of a project. The goal is to identify the actors, uses-cases and possible attack

vectors. What is expected to be secure and what secure limitations exist. This chapter

defines the system and threat model that is applicable to all other chapters of this

thesis.

5.1 Architecture overview

A reasonable description of an overall architecture is depicted in Figure 5.1. In

a), a unique piece of public information (the identifier or id) is used to derive

a pseudonym π. The pseudonym is used as the identifier for DICOM files and

stored via a standardized PACS interface b). DICOM files are sliced into meta-data

and data blocks and stored in DLT c.1) and DFS c.2), respectively, encrypted and

anonymised. The same records are accessible via PACS with implicit d.1) and explicit

d.2) consent.

Figure 5.1.: Overall architecture the proposed thesis. The storage process a), b), c)
is nonetheless standardized as a DICOM service. The goal is to retrieve
anonymised records d) from a federation of PACS nodes, supporting both
implicit d.1) and explicit d.2) consent.
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The identity structure (a primitive for other components) and access control mech-

anisms are part of Chapter 6. Generation of pseudonyms π, Explicit Pseudonym

Identifier Derivation (eP-ID) and Implicit Pseudonym Identifier Derivation (iP-

ID) consent protocols are part of Chapter 7. Storage of encrypted records is part of

Chapter 8. Finally, the anonymous token protocol, required to connect a pseudonym

to a real identity (patient), is defined in Chapter 9.

Chapter 9 has an extension to this system and threat model. Although it has a com-

patible model, it uses more complex cryptographic tools (pairing-based cryptography)

that require further context. Introducing this model here would confuse the reader

for the other chapters.

5.2 System components

All components, structures and protocols for this thesis are depicted in Figure 5.2.
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Figure 5.2.: This figure identifies all components and protocols that are proposed in this
thesis.
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The Operator or physician is the interested party in reading the patient’s EHR.

The operator has a smart card with the respective key pair o × G = Po, used for

signatures.

The Terminal is the endpoint that receives patient’s records that are then displayed

to the operator. A key pair t × G = Pt is defined for this point, used for signatures.

Location are isolated storage points for anonymised EHR. Locations are data servers

for terminals. Each location has a fixed address Laddr (i.e. an HTTP URL) and their

own pair of keys l × G = L, where L �→ Laddr is registered in the quorum. L should

be also certified by the quorum or manually installed in each terminal.

The Patient or data-subject is the legal owner of EHR. A key pair s × G = Ps is

defined for the subject. The private key is stored in the subject’s mobile device and is

used to initiate the explicit consent protocol (eP-ID).

Glass Breakers are groups of physicians that provide authorization to read patients’

records without explicit consent. A key pair a × G = Pa is defined for each glass-

breaker. The private key can be stored in a mobile device or smart card (the device)

and is used to initiate the implicit consent protocol (iP-ID).

The Authorization Point is the software or device that collects consent from au-

thorised parties (glass breakers), the subject’s public information id and starts the

implicit consent protocol.

A Source is a system that is authorized to write on patient’s EHR, generally in

encrypted form. The source key can be the same as the subject Ps, or other authorized

key.

The Quorum provides distributed threshold keys and protocols for deriving pseudonyms

and encryption keys. These form a federation of η ≥ τ + 1 parties in a pre-configured

(τ, η)-threshold, with corresponding key pairs ni × G = Ni, where i ∈ [1, η] ∩ Z and

pre-configured parameters:

• A defined federation of η parties in total, resilient to τ Byzantine failures.

• A set of secret shares {(yi, ei) ∈ Fp} derived from a dealerless share distribution

protocol [178, 179, 180].

5.2 System components 55



• A pair of master private keys (y, e) derived from Equation (2.9), where Li(yi) =
y and Li(ei) = e.

• Corresponding public keys from y × G = Y and e × G = Pe. These are actually

derived from Li(yi × G) = Y and Li(ei × G) = Pe, and stored as public

parameters for the quorum.

5.3 Threat model

We assume the random oracle model, the hardness of the DLP and CDH1 for elliptic

curves. All elliptic curve points and scallars of the form s × P = Ps are constrained

within Ps �= G and Ps �= O assuring that s �= 1 and s �= 0.

Key properties. It is assumed that the terminal public key Pt is known and trusted

by the authorization point. This is a reasonable assumption since both systems are

normally in the same affinity domain. Pa and Ps public keys are also trusted and

managed by the quorum via a distributed storage.

Protection of the secret keys s and a are under the responsibility of the patient and

healthcare organisation, respectively (not part of the protocol responsibilities). A

compromised s key corresponds to a single patient pseudonym compromise, however,

the a key corresponds to a compromise of the explicit consent protocol.

Distributed model. It is assumed that the adversary is able to compromise a maxi-

mum of τ shares and can run a rogue client (without a valid Pa or Ps key), running

any kind of procedures and tampering with the protocol inputs. Attacks on τ + 1
secret shares are considered catastrophic failures. It is assumed that honest parties

verify inputs, such that if the elliptic points are in the correct curve and if scalars are

in the correct range, avoiding an entire class of issues [181].

We assume a quorum with a distributed public database that can attest for these

keys as belonging to the quorum, and a public channel or storage providing a way

to publish information between parties. Such requirement could be provided by a

DLT. We presume that the underlying distributed storage technology is safe under

1http://www.ecrypt.eu.org/ecrypt2/documents/D.MAYA.6.pdf
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the same (η, τ)-threshold security. This is a normal assumption for any Byzantine

distributed ledger for a η > 3τ + 1 configuration.

We assume that locations are honest-but-curious and will not maliciously delete

patients’ records.
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6Identity Management

This chapter presents the data structure of a master digital identity and respective
anonymous profiles. The relation between the master digital identity and any
of the profiles is protected with an identity key pair. Such relation can only be
disclosed with proper consent from the profile owner (the identity). The master
digital identity serves as a foundation for other data structures and methods
through this thesis.

Implementing pseudonymity, key-management, data minimisation, authentication

and authorization as isolated features is trivial. However, integrating all of them in

one consistent architecture has several challenges to tackle. This chapter presents

the foundation and data structures to represent SS-IDs and to handle those features

in a consolidated architecture.

The master digital identity is identified by a UDI related to a cryptographic key pair.

The UDI is just the subject’s top identifier of a tree data structure. Pseudonymity and

data minimisation is established using anonymous profiles, showing different views

of the same identity. Profiles are sliced views of personal information connected to

the UDI. The correlation between the UDI and any of the profiles is protected with

anchors (elliptic curve points) and multiparty computations. Such correlation can

only be disclosed with proper consent from the owner of the identity.

This master identity and profile structure fits directly into the proposed architecture

(Chapter 5), where the structure of the master identity can be managed by the

federated Quorum, while profiles can be managed by Locations.

6.1 Master digital identity

The master digital identity needs an associated asymmetric key pair s × G = Ps to

authenticate with third-parties and sign data. Only one key pair is active at any given

time; however, these keys can be lost or compromised. In order to maintain the

chain of custody when such keys are lost any subsequently renewed keys should be
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traceable and verifiable to the same identifier. The identity owner should also do

this without depending on any centralised external service. The data-subject should

be sovereign when managing his identity. These requirements are reflected in the

identity structure depicted in Figure 6.1.

Genesis Card

Header + Info

Card

C R

Cancel Renew

Header + Info

Figure 6.1.: An identity structure identified by the UDI evolving from the Ps key to Ps+1.
The process is done via cancellation of the old key and renovation to a new
one. Ps gets invalid as soon as the cancel block is registered. The last card in
the chain defines the active card and the current asymmetric key pair in use. A
set of T-Link groups (G) containing a hash of a public-key Pg are used in the
evolution process.

The most important feature of the identity’s structure is to provide key-management

by tracking the evolution of the active public-key Ps, maintaining a unique identifier

throughout this process. The fundamental identity blocks (card, cancel, renew)

contains data for traceability and verifiability. Several cards are linked together via

the evolution process, each one corresponding to a new pair of keys s × G = Ps. The

identity is identified by the UDI, corresponding to the hash of the first generated

public-key Hp(Ps) (in the genesis card). All cards contain the content signature and

also any public information that the identity owner wants to make public. The header

defines the chosen cryptographic functions, elliptic curves, signatures, hashes and

key derivation functions; or any other necessary public parameters. The genesis card

has a unique name field that serves as an alias, for human-readable identification.

The master identity does not provide native anonymity features. Although the UDI

says nothing about the identity, the amount of anonymity depends on the registered

information.

6.1.1 Trusted link groups

Trusted-Link groups (T-Link groups), identified as G blocks in Figure 6.1 are pre-

defined when the card is initially created. A pair of keys g × G = Pg is selected for

the commitment scheme [182], where Hp(Pg) hides the public key. Pg is the key that

validates σg signatures from evolution blocks, such as cancel and renew. Different
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groups and configurations can be combined in multiple scenarios. For instance, a

group can be used to evolve the identity key and give full control to a legal entity

in a litigious process. Configurations can define if the group is fixed and cannot be

removed from the identity; if it is only used for the cancellation procedure, renovation

or both; if it is authoritative over others, locking the possibility of changing the T-Link

groups only to this set. In a sense, it is even possible to disable the evolution process

if all the T-Link groups are removed, making this a more general approach for an

identity management system. Transferring ownership is also possible and useful

in some contexts, by evolving the identity to a card where the T-Link groups are

not controlled by the same data-subject anymore. Many of these options can be

considered in future specifications, and not all are elaborated on here.

The g private key is normally used to recover the identity’s ownership. For instance,

in case s is lost or compromised. For this purpose, it is logical that the group key g is

not stored in the same place as the identity key s. There are multiple options to derive

g. From a strong password and a key derivation function Hp(password||UDI) = g;

or even from a multi-party computation Hp(Li(yi × K)) = g, where the elliptic curve

point K may serve as the password. The main goal is that the derivation of g is not

specifically bound to a protocol.

6.1.2 Card evolution

Details of the card evolution structure are depicted in Figure 6.2. The evolution

forms an immutable chain link of hash codes and signatures, effectively transforming

the block sequence into a verifiable chain. Both cancel and renew actions have to

be signed with the corresponding private-key g of the T-Link group that is evolving

the identity.

CANCEL RENEW

Card

Card

Figure 6.2.: A detailed view of the evolution structure, the respective evolve blocks and
cards linked in a sequence of digital signatures. Additionally, the renew block
needs the Hp(Ps+1) reference to next valid card. Any card with a different Ps+1
key is invalid.
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The cancellation requires a reference to the signature of the last active card, defined

as Hp(σs〈Bi〉). When a correctly signed and verified cancellation is registered, the

cancel status is established, and the identity evolves to the inactive state.

The renovation contains the hash of the new public key for the identity, fixing Ps+1

as the only acceptable key for the next card block, avoiding any attacker to reuse

the renew block on a different card. The renew block can be inserted into the new

card instead of being a separated block. However, the standalone renew block can be

used to commit the Ps+1 key for the next block without such block being present in

the database (defined as the next candidate block). This can be useful in situations

where the renew and candidate blocks are generated in different machines. In this

way, compromised machines would not be able to compromise the new identity key

and group key at the same time. The renew block can also exist without a previous

cancel action. When a correctly signed and verified renovation is registered, the

active status is established, and the identity evolves to the next public key Ps+1.

An alternative evolution path is to consider Ps = Pg and self-sign the evolution blocks.

In that regard, the card itself is considered an implicit T-Link group. However, the

self-signed evolution cannot change T-Link groups for the next card, preventing an

identity takeover from a compromised s key. This simplification is useful to upgrade

cryptographic functions without requiring the use of T-Links. The group can also

emit a close block to permanently close the identity. No more linked cards would be

accepted after this procedure. This is the last resource for a compromised identity.

6.1.3 Registry

Identity owners can emit registries with information that can be useful for different

use-cases, such as claims, attestations or other general information. All records follow

a tabular format in the info section, where interpretation of the contained fields is

specified for each domain and type. Domains can be reserved for specific schemes

and specifications. Records also have a valid content signature, using the current

identity key. Note that, the index of the key can be used to identify the exact key

used since the public key Ps is already stored in the identity card.

Figure 6.3 shows both types of records that can be inserted in the database (SET

and DEL). The SET and DEL flags follows a substitution and deletion rule. This rule

offers a standardised method to precisely define the actual state of the database
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UDI UDI - D/N/T

Info

SET

Info

DEL

Info

SET

Genesis Record 1 Record 2

Figure 6.3.: An example of an identity registry. Contains new entries and substitutions
(SET), and deletions (DEL). The D/N/T setting and association to the UDI are
registered in the genesis block. Record blocks form a linked list by referencing
the signature of the previous one. The info structure contains the actual data of
the block.

fields, overriding previous field states. This is not only important to build a resume

of the states but also makes it easier to implement state-tree-pruning1 methods

in future developments, by providing drop-out points in the chain. The genesis

record has a reference to the UDI ownership and a reference to a schema defined

by the Domain and Type, respectively. The domain is a string format in the form

of a namespace, i.e. “sector.organization.pt”, while the type indicates the specified

schema structure of the registry in that domain. A registry instance is identified by

the Name. Any combination of (UDI, Domain, Name) is unique and must be assured

by ledger constraints.

6.1.4 Security analysis

We assume the immutability of the ledger, as also the security of the private keys. We

assume that the genesis card registration is done under secure conditions. The goal

of an adversary is to break the chain of ownership of identity cards or registries.

Theorem 1 The identity structure preserves traceable ownership in any direction within

key evolutions.

Proof : Due to the commitment scheme, Hp(Pg) on T-Link groups, only a restricted

set of public keys are allowed to evolve the identity. The chain of hash codes and

signatures (on cancel and renew blocks) forms an immutable and tamper-proof linked

list that traces backward ownership. The forward commitment scheme Hp(Ps+1) on

1https://blog.ethereum.org/2015/06/26/state-tree-pruning
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the renew block produces a double link, forcing the next key and preventing the

formation of any chain forks.

Theorem 2 A registry forms a tamper-proof linked list that is associated with only one

identity and ownership.

Proof : The chain of hash codes (H(..)) and signatures form the tamper-proof linked

list. The genesis record ties the registry to the UDI. Signatures σs+k〈Bi+l〉 use the

current card key, and from Theorem 1, those keys have a unique ownership.

Public Key Exposure. There is a rising concern about EC cryptography related to

quantum computing and compromised signature algorithms. Let us suppose a used

EC suffered a flaw that allowed somebody to derive a private key from a public

key in a short period. This is not entirely unfeasible, and current cryptographic

primitives may need to be replaced in the quantum computer generation [183]. The

situation is less critical for hash functions and symmetric cyphers [184]. Bitcoin

applies SHA256 and RIPEMD-160 hashes on the public key to generate the wallet

address as a fail-safe backup. The public key is only revealed when some coins are

spent. In the emergency of a broken EC, users can move their coins to a fresh address

and use the backup protection. This is why the recommendation is to “never reuse

the same address”. The same concept is applied here to the T-Link groups; a hash is

applied over the public key of the group. Pg is only revealed when the cancellation

process is executed. The new group must have a different key pair. We apply this

concept in all structures whenever possible. However, this protection cannot be

replicated for the identity keys Ps because they are necessary to validate the card

signature at any moment, and consequently, to validate the card chain. The identity

card chain is public and may be replicated to different systems. The chain should

be represented in a portable format and verifiable without requiring any additional

contact with the UDI owner. For instance, previous knowledge of the active Ps is

required if a private notification is to be sent to the UDI; otherwise, a key-exchange

negotiation would be previously necessary. Nonetheless, securing the group key

provides a mechanism to evolve the identity to a safer cryptographic primitive in

case the EC has been compromised. Furthermore, current research on hash-based

signatures [185] can provide alternative options to post-quantum cryptography.

Delegation. The delegation of full control (read/write) is sometimes needed. For

instance, for a father to control the digital identity of a minor child. A delegated
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account is managed in the same way as any other, but it should be noticeable by

external identities. These accounts have additional requirements: the real owner

should be able to take full control of the identity at any moment and, all account

activities should be notified to the owner (if possible). The procedure to take full

control can be provided by government entities. One can configure an authoritative

master T-Link group (at the registration step) controlled by the government, and

capable of removing the parental control of the identity.

6.1.5 Results

The integrity of the structures was tested and is available at github2. These results

are in the form of unit tests to check the most important structure constraints. To

run those tests execute “cargo test”. Identity, cards and evolutions are checked in

the “identity” tests. Streams and chains are checked in the “stream” tests. This

demonstration does not prove that the proposed cryptographic scheme is safe. The

intention of these checks is to prove that the proposed structures and constraints are

possible in a real scenario.

6.2 Anonymous profiles

Why are identity profiles important? Let us assume that the same identity is used

for a private health profile and a public curriculum vitae profile. The UDI will link

both profiles; however, if those were under a single monolithic block of information,

it would not be possible to have different privacy settings for each profile. Even if

the health registries were anonymous, when authorising a third-party to access those

registries the process will inevitably disclose all the data. Not doing so can imply a

failure in data integrity, since interrelated data may have references to each other

that may not be identifiable by computers. Data isolation can be provided with a

multi-tenant architecture; however, many of these data silos are under the control of

the database owner. Our intention is to achieve such similar data isolation but also

maintain data ownership under the control of the data-subject. Here, we distinguish

two extremes of data privacy. One can be useful as public information, while the

other has sensible healthcare information that cannot be publicly available. For any

of those profiles to handle the authorisation procedure without disclosing too much

information, they must be managed as if they were independent identities. These

2https://github.com/shumy-tools/raiap-test
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independent blocks can only be linked to the original identity through authorised

disclosure. This principle provides just the minimum amount of data (data minimisa-

tion) for the usage context, and it also provides a method to reduce the impacts of

inferring sensitive information [186, 187] between profiles. This means, that even if

a profile is compromised with an inference attack, other profiles are isolated from

this security breach. Moreover, inferring multi-profile linkage based on their content

should be difficult since their information generally applies to a completely different

domain.

Figure 6.4.: The figure shows the integration of the identity and associated profiles a) (in-
ledger) with existing infrastructure (off-ledger). The in-ledger structure has two
levels of isolation: the disclosure b) reveals the pseudonymous profile related to
the data-subject UDI and, consent d) provides access to the profile files stored
in external organisations c).

As depicted in Figure 6.4, profiles a) aggregate pseudonymised data structures

linked to the same UDI. The disclosure b) of a profile as a whole will make all

of the respective registries visible and ensure data integrity. Consequently, this

visibility associated with the ledger immutability will also provide the technical

requirements for non-repudiation. When a profile is disclosed to interested parties,

these can identify external systems and file addresses c) where the data resides. This

makes the ledger an integration/authorisation layer for foreign data curators, such

as cloud providers. A final consent from the data-subject d) may be required to

access the external content. The master identity is normally located at the federated

Quorum, while profiles can be set and spread into multiple Locations, as defined in

Figure 5.2.
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6.2.1 Anchors

A profile requires the presence of an anchor in the public registries of the master

identity. The purpose of the anchor is to have minimal information for a one-to-one

non-repudiable link to an existing anonymous profile without actually revealing it.

The overall schematic is represented in Figure 6.5.

UDI Public Info

... ...

Profiles

... ...

Figure 6.5.: The UDI and associated profile anchors (R, R1 and R2). For each anchor R
there is an associated anonymous profile Ry that can only be disclosed with the
authorization of the identity owner.

The identity owner selects a random key pair r × G = R, with r ∈ F
∗
p, when

registering an anchor in the public registries of the master identity. A profile can

have multiple anchors Ri for the purpose of renewing the ri key. A set of anchors

〈R0, .., Ri〉 connects to a set of profile identifiers 〈Ry/0, .., Ry/i〉. For simplification we

will use a profile with a single anchor (a single R �→ Ry mapping), where r × Y = Ry

is connected to multiple blocks of information Bi. Each block Bi must be signed

with the r private key using Y as the base point, resulting in σY
r 〈Bi〉. The signature

can be verified using Y (the base point) and Ry (the public key) as defined in

Section 2.4.1.

Profile disclosure. Note that, the R �→ Ry correlation can be disclosed with one of

the two equivalent paths; Ry = r × Y = Li(yi × R). The r secret is mainly used to

sign profile records; however, the multi-party computation Li(yi × R) (as defined

in Equation (2.9)) is useful to disclose the R �→ Ry connection without involving a

direct action from the data-subject.
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6.2.2 Security Analysis

The profiles’ architecture is an overview of what is further presented in subsequent

chapters of this thesis. Details of the method and security analysis will be given in

Chapter 7. However, even without a detailed explanation of the method we can still

conclude the following:

Theorem 3 The anchor assures a unique path from the identity to the respective

anonymous profile.

Proof : The Li(yi × R) = Ry defines a path from the identity to the profile that cannot

be used by other identities due to the strong link between the UDI and the anchor

R. If we assume that r and yi secrets are safely guarded; any system that collects a

set of τ + 1 shares (yi × R) can derive the correct profile Ry. Also, due to the DLP

and from the equivalence of Li(yi × R) = y × R, will be very hard for any node in

the Quorum (without communicating with each other) to produce a share that could

result in an existing Ry. However, this method still allows for the rushing adversary

attack described in Section 2.4.5.

Theorem 4 The profile anonymity is preserved. There is no direct evidence from public

information that connects the identity to the profile.

Proof : The Li(yi × R) = y × R computation is considered irreversible due to the DLP.

r or a set of τ +1 shares yi are required to obtain the R �→ Ry correlation. We discard

any correlations that can be obtained from side channels attacks, such as timing

requests that reach Quorum nodes and the respective responses from Locations.

6.3 Authorisation

The goal of this section is to provide a grant mechanism for third-parties to access

the identity records, in a manner that is safe and compliant with GDPR principles.

Furthermore, our proposal will explore the described demanding scenario of medical

imaging archives.
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Figure 6.6.: The terminal/operator is the processor for the personal data, where the location
is the controller. The data-subject is able to provide explicit consent for any
data concerning him in the controller by using his mobile phone.

Depicted in Figure 6.6 is the overall schematics for our use-case. The purpose of such

a scenario is to provide a method of transferring medical data from the controller

(location) to an authorised operator and terminal a), providing that there is explicit

consent from the data-subject b). This preliminary work is focused on the protocol

between the operator/terminal and the location a). The advantages of the proposed

method are:

• Both the terminal and operator can be physically identified, increasing the

security impression that the data is being delivered to the correct endpoint.

Such information is provided in the consent protocol and can be visually

confirmed by the subject on his device.

• The operator can reuse existing hardware protection for the authorisation

keys and certification procedures, such as the one that already exists for the

Citizen’s Card.

• The data controller (location) is able to deliver the data in a regulated manner,

knowing where the data is and who is using it, as the requester of the data had

already proven his identity in the authentication process. Such information

is reflected in audits, logs and data tracers that are available to the subject

(required under GDPR legal constraints), provided through a user interface c).

• The consent protocol flow is inverted from what is normally used in other

protocols (i.e. OAuth2). The consent protocol starts from the subject’s mobile

device, and the data that reaches the terminal does not require to be identifi-

able. Since the terminal does not select the subject and does not collect the

subject’s information from the received data, the protocol is compliant with

pseudonymisation schemes.
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• The consent protocol flowing through b) communication channel is performed

in two rounds. The consent is finalised in the second round after receiving

the information about the terminal and who is currently using the terminal.

However, the data is pre-loaded (with an unknown encryption key) as soon

as the subject initiates the first round.

6.3.1 Method

As depicted in Figure 6.6, let’s assume the existence of a terminal, a location and

an operator with a smart card. The respective key pairs are (t × G = Pt, l × G = L,

o × G = Po). We also assume that Pt and Po are pre-registered and certified in the

location, and the existence of an access control model to manage authorisations for

those keys. The sequence diagram containing the data exchange between entities in

the process described above is depicted in Figure 6.7. The protocol follows:

Start Session. The terminal establishes a session to the location each time the

operator’s smart card is activated. The terminal generates a random value et, a

timestamp time for this session. Derives the ephemeral public key et × G = Pet and

signature σt〈Pet, time〉. With the operator’s authorisation the smart card signs the

terminal signature σ† = σo〈Pt, σt〉, sending it to the location and binding Pet to the

operator and terminal. These operations are represented in steps 1.1 to 1.3.

Bind Session. The location receives σ†, validating both signatures and recovering

Pet and time (step 1.4). The location checks if time is in an acceptable range and if

the operator and terminal keys (Po and Pt) are authorised to establish the channel.

The location generates a random value en, the ephemeral public key en × G = Pen

and responds with σn〈Pen〉. The same symmetric key for the session can be derived

from the terminal and from the location via Hp(et × Pen) = Hp(en × Pet) = k (step

1.4). The connection a) for the session is kept alive and is now ready to receive

blocks of encrypted data.

Read Consent. The consent protocol starts with the subject reading the terminal key

Pt with his mobile device from an out-of-band [188] channel (i.e. from a QR-Code,

represented in step 2). Existing authentication mechanisms can be used to start the

protocol b), for instance, using the assigned subject’s key Ps in a Challenge Handshake

Authentication Protocol (CHAP). Assuming the subject is correctly authenticated, the

location randomly selects a symmetric key d for this specific consent session, this
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Figure 6.7.: Sequence diagram of the interactions between actors. There are four entities
depicted: Physician, the Terminal where the Physician logs in with the smart
card, the Backend node containing the desired information and the Patient.

key is kept secret in the location. Additional information about the terminal and

the operator that is currently using the terminal is sent to the subject to finalise the

consent (step 4).

Data Transmission. The moment that the subject starts the consent protocol in

step 2, data can immediately be transmitted to the terminal via the session channel

in the encrypted form Ed[data] (step 3). The d key is only sent to the terminal

(encrypted via Ek[d]) when the consent is finalised (step 5 and 6). In this manner,

the required data may already be present on the terminal as soon the consent is

finalised, minimising the perceived latency from the operator. The transmitted data
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does not identify the patient at any moment as the data is pseudonymised before the

encryption process in the node.

Close Session. If the smart card is removed from the reader, all session keys (et, k

and all d keys for each consent) should be immediately deleted from the terminal, as

also all the corresponding session keys in the location (represented in sub-steps 7.1,

7.2, 7.3 and 7.4). Although encrypted data may be persisted in the terminal’s disk,

such data blocks are unusable without the respective keys.

6.3.2 Security analysis

Forward Secrecy is maintained due to the use of ephemeral keys (Pet and Pen) for

the key exchange and Diffie-Hellman construction Hp(et × Pen) = H(en × Pet) = k.

Both keys are authenticated from each source with a digital signature (σt and σn).

Man-in-the-Middle attacks are prevented, assuming Pt and Pn are known from each

endpoint. Replay attacks are useless. Besides having the timestamp limiting the

re-usability of sessions, k can only be derived from Pet and Pen key owners. These

techniques are well known from Transport Layer Security (TLS) protocols.

Key Bond (Operator/Terminal). The Pet ephemeral key is bonded to the operator

and terminal via authenticated signatures. The method assures that Pet is assigned

to the terminal in the presence and with the authorisation of the respective operator

Po. The operator cannot assign the authorisation to a different terminal without

the respective σt signature. The terminal, even if compromised, cannot receive data

without the operator’s authorisation. However, such authorisation is not linked to

any specific subject. The key binding merely corroborates that the operator is using

the terminal and that both are certified by the location. The operator/terminal

information that is sent to the mobile device, complemented with visual cues (i.e.

physician’s name in a badge and terminal id), increases the subject’s confidence that

data is being delivered to the correct endpoint.

Pseudonymisation. There is nothing in the protocol that identifies the subject. The

consent protocol starts at the mobile device without sending any information that is

able to identify the subject. If the location data is pseudonymised, the terminal has no

way of receiving the subject’s identity. Furthermore, with the use of mixed networks

(i.e. TOR [134]), statistical analysis of network traffic should be hard to implement.

However, Global Positioning System (GPS) information from mobile devices should
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be considered to protect pseudonyms, since terminals are geographically located and

can be associated with the subject’s consent.

6.3.3 Results and discussion

We used the Citizen’s Card for the underlying smart card procedures. The Citizen’s

Card has a public Application Programing Interface (API)3 allowing the cryptographic

operations like authentication and signature of data. Our resulting system makes

use of this API to authenticate the actor accessing the terminal, leaving no doubts

about the identity of the data requesting actor. Furthermore, the signature certificate

allows to encrypt and verify the issuer of the messages between the terminal and the

network nodes. Together with the session keys, this method prevents the tampering

and leaking of the data being transferred.

These methods were implemented and simulated in a controlled virtual environ-

ment4 using the developed library5. Referencing the Figure 6.7 representing the

communication between parties in the system, the flows between the physician’s ter-

minal and back-end nodes were successfully tested and validated. However, further

improvements are needed relating to the development of mechanisms that give the

patient the authority of granting or denying access to personal data.

Discussion. The physician terminal unlocks after the unequivocal authentication

using the Citizen’s Card and, therefore, all the following operations are registered.

This method allows the patient to verify the actor accessing his data and check

the requesting terminal. Once the patient allows access, information about the

physician, terminal and resources accessed is provided. Moreover, the patient is

assured that his entity is not disclosed during the session due to the personal details

pseudonymisation. The proposed architecture is being deployed in the demanding

medical imaging scenario. The integration is being conducted in an open-source

PACS, the Dicoogle Open Source project [189, 190].

The method only describes the path for explicit consent. No paths for emergency

situations (such as accessing data from unconscious patients) are available. However,

both paths (explicit and implicit consents) are handled in the next chapter.

3https://github.com/amagovpt/autenticacao.gov
4https://github.com/rlebre/SafeClinic
5https://github.com/shumy-tools/aot
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7Pseudonymity

This chapter describes a distributed P-ID mapping function used to enhance
protocols such as PIX with pseudonymity and break-the-glass functionalities.
The P-ID is then extended with implicit and explicit consent routes in a more
practical approach.

Pseudonymity is a major requirement in recent data protection regulations, and

of special importance when sharing healthcare data outside of the boundaries of

the affinity domain. However, healthcare systems require important break-the-glass

procedures, such as accessing records of patients in unconscious states. Pseudonymi-

sation is achieved by separating the subject identification from the anamnesis data,

with the possibility of recovering the identity by reconnecting both of these data

blocks. The essential part that connects both blocks is the pseudonym, which we will

refer to from now on as π.

This section presents an original breakthrough that maps a unique fragment of public

information id to a pseudonym π (mapping id �→ π), established on a (η, τ)-threshold

secret sharing scheme and public key cryptography that is compliant with break-

the-glass procedures, and named as the P-ID function. The P-ID is a deterministic

threshold map function. The id value is public, unique and immutable for the lifetime

of the data-subject. It should not contain any sensitive personal data or rely on any

cryptographic method that could be broken over time.

The goal is to retrieve the same set of pseudonymised records from a location, using

the id without revealing the original id �→ π mapping to any of the federated nodes.

Note that, the use of the id is important because this is the only piece of public

information that can be used at any moment without restrictions. For instance, if the

patient has an accident and is unconscious, an RFID chip or QR code tattoo can be

used to get the id. Our method has two modes of providing consent (both as part of

the GDPR legislation): implicit for emergency events and explicit, directly given by

the patient.
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The novelty of the method lies in an unusual application of the Lagrange interpolation,

using elliptic curve points as inputs (equation 2.9). It is imperative that such a map

cannot be performed without τ + 1 parties, and without an unauthorised client. The

distributed nature of the protocol makes it resistant to some cybersecurity attacks

such as: insider attacks [191], ransomware, virus and worms, and denial-of-service.

Other important properties are:

• Break-the-glass compliance. Pseudonyms can be deterministically derived

from fragments of public information related to the data-subject (citizen-id,

name, etc). No secrets are required to derive a pseudonym.

• Offline attacks. No τ number of parties are able to derive a data-subject

pseudonym π, even when having access to the personal information that is

used to derive such pseudonym. Only a set of predefined τ + 1 parties should

be able to derive π.

• Statistical attacks. Parties cannot identify any public information about the

data-subject (discover id �→ π) even when clients perform a set of sequential

reads and writes to the federated parties.

7.1 Master key setup

The existence of a master threshold secret key y, shared by the Quorum, is essential

for all of the proposed methods in this thesis. Despite the existence of methods

to setup a set of shares via a dealerless protocol, we describe one that is simple

to understand and implement, although most probably not the best in terms of

performance and efficiency.

Our master key setup method is an extension of the JR-VSS protocol, which provides

a way to exchange the required shares in a public verifiable manner. Any party is

able to verify that other parties have the correct information to derive the secret y,

without requiring to access the private secrets of other parties. The protocol follows

the steps:

Matrix Setup. Each party i ∈ [1, η] derives Hp(ms||ni×Pj) �→ ipj as a secret between

parties i and j, resulting in a Diffie-Hellman secret matrix. ms is the master key

session number, resulting in a different p for each session. The public matrix is
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derived from ipj × G �→ iPj and is published to all parties. All parties should verify

that the public matrix is symmetric, if ∀i,j(iPj = jPi).

Step 1. Every party i derives a random polynomial of degree τ with the local secret
iy and the corresponding Feldman’s coefficients iAk, where iA0 �= G and iA0 �= O,

being O the point at infinity. These coefficients are published, committing all parties

to a pre-defined polynomial. The step is completed when a pre-defined number of

parties commit to the polynomial.

Step 2. Every party i then constructs a set of shared secrets iyj from the i party

polynomial to be shared with j. The shares are encrypted and published in the form
ipj + iyj .

Step 3. Every party now has the required public information to verify if all shares

are correct. iYj = (ipj + iyj) × G − iPj is derived in order to perform the verification

V(iyj) (from equation 2.10) without needing to known iyj , since iYj = iyj × G. If

all shares from a party i conform to V, the set iSy is accepted. Each party is able to

recover the corresponding shared secret from ipj + iyj , since ipj = jpi. All parties

sum their shares from multiple sources to get
∑

i
iyj = yj , where Lj(yj) = y and

∑
i

iA0 = Y .

No one actually knows y, because there is no dealer. Our scheme requires memory

resources in the order of O(η2) due to matrix setups and shares. Using the proposed

method is not mandatory for our main contribution. One can select in a range

of available alternatives from other works [178, 179, 180, 192]. However, this

is a simplistic protocol for a dealerless distributed key generation and therefore

straightforward to implement and prove its security, an acceptable trade-off for small

networks.

7.1.1 Master key setup security proof

The setup is resistant to rushing adversaries due to the pre-commitment of Feldman’s

coefficients (step 1) and proof in section 2.4.5. Rogue parties can still lie about the

public matrix iPj . A non-symmetric matrix automatically shows the presence of a

rogue party. However, a pair of rogue parties can generate equivalent rogue keys
iP

′
j = jP

′
i , and can escape undetected at the matrix setup phase. Nonetheless, the
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corresponding iY
′

j still needs to pass the verification V. The fact that we need all iY
′

j

values to be valid assures τ + 1 shares to reconstruct the yj secret anyway.

Key exposure. Even if an adversary derives p + y = k from the encrypted matrix, k

yields perfect secrecy [193] under finite field arithmetic if both values are indistin-

guishable from random. Defining y2 as the key evolution of y1, then y2 = z1 · y1 is

the transformation for the evolution process.

Frequency analysis and pattern matching does not work on results such as (p + y1) −
(p + y2) = (y1 − y2) because it is still indistinguishable from random. k is of no use

when trying to obtain a pseudonym from k × Pid = p × Pid + π since p × Pid can

only be known if π is already known. The discovery of p × Pid is not useful when

deriving other pseudonyms since the generator point Pid is different. Moreover, p

values should be different for each master key session ms to avoid solving the system

of linear equations, where (p, y1, y2) are the unknowns:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

z1 · (p + y1) = x1

z2 · (p + y2) = x2

y2 = z1 · y1

(7.1)

7.1.2 Results and discussion

The tool used to perform measurements is available in the fedpi github1 branch. The

master key setup simulations (in Table 7.1) measure different steps such as: time

and memory consumption for the setup of secret matrices, commitment of Feldman’s

coefficients and encryption of shares.

The master key setup is a process with high computational cost. However, such a

procedure should be uncommon in the lifecycle of the quorum and is asynchronous

to other services.

1https://github.com/shumy-tools/pseudo_break_glass/tree/fedpi
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Table 7.1.: The average time (in milliseconds) and memory consumption (in Kb) for the
master key setup for different threshold values τ , where η = 3τ + 1. Rows 1, 2, 3
and 4 show: (m. setup) - the time to setup the secret and public matrices, (c. &
e.) - the time to compute local secrets, the Feldman’s coefficients and to encrypt
the shares, (verif.) - the time to publicly verify the shares, (total) - total time of
the master key setup procedure. Row 5 displays the memory consumption of the
public matrix (in Kb).

τ 2 4 8 16 32 48 64

m. setup 29 21 101 344 1,156 2,627 4,251
c. & e. 1 4 14 62 298 688 1,156
verif. 8 55 300 2,272 20,607 65,585 127,431
total 38 80 415 2,678 22,061 68,900 132,838
mem. 1.5 5.3 20 75 294 657 1,164

7.2 P-ID method

Assuming that an authorised client starts a session to derive π, the procedure follows

the steps:

Step 1. A point in an elliptic curve is derived from an hash-to-curve2 function HtC(.),
using the public information id, where HtC(id) = Pid. From the properties of

elliptic curves we know that for any point in the curve, there is a scalar αid such

that αid × G = Pid. Yet, αid cannot be know under the DLP hardness assumption. A

random r ∈ Fp value is selected such that r × Pid = Rid is derived. Rid is then sent

at least to τ + 1 parties in the quorum. r is kept as a secret for the request-response

session.

Step 2. Each party i uses its secret share yi and derives yi × Rid = πr/i. The public

point of the share is then πr/i. The set of πr/i public shares from all parties is defined

as πr.

Step 3. The client collects all the necessary shares and calculates the Lagrange

interpolation for the public shares defined as Li(πr/i) = πr the same as Li(yi ·r ·αid ×
G). From Equation (2.9) this is also equivalent to Li(yi)·r·αid×G = y·r·αid×G = πr.

The client removes r from the result by performing the inverse operation r−1×πr = π,

resulting in a deterministic map id �→ π that only +1 parties can compute.

2https://eprint.iacr.org/2009/226.pdf
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The short resume of the threshold map function follows:

r × HtC(id) = Rid, Li(yi × Rid) = πr, r−1 × πr = π

Any extra information Ik can be attached to the pseudonym (including aliases), as

long it conforms with anamnesis data. Any given map π �→ Ik should not give hints

about personal information.

7.2.1 Security analysis

The ultimate goal of an adversary is to discover any id �→ π mapping, by exploring

weaknesses in the protocol or attacking the master key directly. Both passive and

active attacks are open to the adversary. This security analysis is performed under

the following P-ID properties:

Break-the-glass compliance. The P-ID function is an open scheme, meaning that,

the client doesn’t require persistent secrets to derive π. The r secret is derived

randomly for each new session. Since there are no client secrets, anyone can execute

the protocol just by having access to the id information. However, the open scheme

format requires additional countermeasures to defend against oracle attacks. The

P-ID function cannot be openly accessible, since it can be used to perform queries

and guess any id �→ π.

Offline attacks. From the P-ID function, a single party cannot get the map id �→ π,

even when having a database of all possible values of id or Pid. Note that y ·αid ×G =
π, where y and αid cannot be known without resolving the DLP. Moreover, y can

only be plugged into the result with a τ + 1 multiparty computation. Even knowing

(G, αid × G, y × G), the direct application of the CDH hardness assumption states

that it is not possible to get y · αid × G.

Statistical attacks. The P-ID function has a strong resistance to statistical attacks

in the event of at most τ compromised parties. For instance, it is easy to map

id �→ Pid by computing HtC(id) = Pid and searching the result in the database. If

Pid was directly provided to a party (in Step 1) instead of Rid, it would be possible

to extend the map id �→ Pid �→ π by correlating the first request with subsequent

requests that used π. Yet, by sending r × Pid = Rid, the only possible correlation
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Rid �→ π has no useful information, and Rid cannot be reverted to Pid due to the DLP

hardness assumption. Rid is indistinguishable from random if r and Pid are uniformly

distributed. This is a reasonable assumption if we also assume that HtC(id) gives

an uniform distribution, and in general hash-to-curve function are designed for such

cases.

7.2.2 Results and discussion

The tool used to perform measurements is available in the master github3 branch.

We measured the scalability of the P-ID function by taking run times for a different

number of parties and threshold values. The results in Table 7.2 show a linear

progression of the running times.

Table 7.2.: The average of a run (in milliseconds) for different numbers of parties and
threshold values.

η 10 20 40 80 160 320

tau = η/2 1.072 2.010 4.141 7.533 15.857 38.858
tau = η/3 0.929 1.732 3.701 7.139 13.735 32.224
tau = η/4 0.865 1.612 3.112 6.748 12.739 28.729

The P-ID function addresses limitations of PIX profile, when pseudonymisation is

an important feature under break-the-glass constraints. Our method decouples the

query engine, authentication and authorization, which may be a source of security

issues when not strictly necessary.

7.3 Explicit and implicit consent

The P-ID is the foundation for the implicit consent route. However, a practical

application requires two modes of operation (both as part of the GDPR legislation),

or consent routes. As defines in the architecture, Figure 5.1: implicit consent d.1)

for emergency events and explicit d.2), directly given by the patient. This section

applies some minor changes to the P-ID method in order to fulfil both modes. The

flow of execution is similar in both modes, starting at the authorization point and

ending at the authorised terminal Pt. Pt is both a terminal identifier that can be used

for routing protocols and for public key encryption schemes such as the Elliptic Curve

Integrated Encryption Scheme (ECIES) [194]. Note that verifying an authorization

can be done by an external system or locally at each party.

3https://github.com/shumy-tools/pseudo_break_glass
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7.3.1 Implicit consent (iP-ID)

The iP-ID mode provides a protocol for implicit consent. A break-the-glass authoriza-

tion is required before the pseudonym is disclosed. The protocol is defined under the

scenario depicted in Figure 7.1.

4) Pt <Ik, Ek>

1) id Pid

1

2

..

t

n

..

3)
 y

X
 W

-
Y

r

iP-ID

2) <Pa, W, Yr, Pt>
a/Pa

t/Pt

Figure 7.1.: The implicit consent mode (iP-ID) execution flow with the possibility of using
multi-factor authorizations.

Step 1. The protocol starts with a physician collecting the public information id from

the patient. id can be directly provided from an authorization point or from a terminal

that can feed the authorization point. It is then used in a hash-to-curve function to

get HtC(id) = Pid, where there is an unknown αid such that αid × G = Pid. The

identifier of this request session is ui = Hp(Pa||σa).

Step 2. The authorization point selects a random value r, where r × G = R, W =
(Pid + R) and r × Y = Yr. The proof of authorization σa〈W, Yr, Pt〉 for a specific

terminal Pt is sent to at least τ + 1 parties. The main difference from the original

P-ID function is the sum of the random nonce R with Pid instead of r × Pid, where

W replaces the goal of πr.

Step 3. Each party verifies if the signature is valid and if Pa is an authorised break-

the-glass client. Each party i uses its secret share yi and derives yi × W = Wi. Each

Wi is authenticated and distributed through σi〈Wi, ui〉, signed with the party’s key

ni.
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Step 4. The terminal collects at least τ shares fo the corresponfing session ui. ui

can be used to check the origin of the authorization request. The terminal is now

able to recover π from the resulting multiparty computation Li(Wi − Yr) = π.

From the Lagrange homomorphic properties and Equation (2.9) this is equivalent to

Li(yi) · (αid + r) × G − r × Y , resulting in y · αid × G = π.

Step 5. Using π, the corresponding dataset can now be retrieved by the authorised

terminal. The terminal public key Pt can be used in an ECIES protocol to encrypt the

transmission stream. The final result is retrieved as an ephemeral mapping mi = Ik

for the current client session. The terminal must receive at least τ + 1 correct and

authenticated results for a consistent read.

Pi

<W, Yr>
<W

, Y
r> <W
, Y

r>

<Wi, mi>

Ikmi

Figure 7.2.: Resume of the multiparty computation. Only the selected party Pi provides the
dataset result for the terminal.

Any extra information Ik (clear text fields) or Ek (encrypted fields) can be attached

to the pseudonym, as long it conforms with anamnesis data. Any given map π �→ Ik

should not give hints about personal information. The resume for the flow of

messages in the multiparty computation is depicted in Figure 7.2. The example

is for a τ + 1 = 3 configuration, where the client and terminal are the same (for

simplification). Note that, only the selected party Pi retrieves the dataset, others

can retrieve a hash fingerprint of the result for integrity checking. We leave the

protocol open for other optimizations, such as selecting additional redundant parties,

or having an active terminal selecting and resuming the dataset result from a different

party when a timeout occurs.
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7.3.2 Explicit consent (eP-ID)

The explicit mode assumes a pre-registered mapping Ps �→ π between the data-

subject’s authorization key and the pseudonym. The authorization key should not

disclose anything about the owner’s identity. The mapping does not necessarily need

to be set in the same system where pseudonyms are accessible, and may even be part

of an external access control service. We assume this simplification for the moment,

although the method on how to set this mapping properly is proposed in Chapter 9.

The eP-ID flow in Figure 7.3 describes a possible method using a cell phone as an

authorization point. The necessary modifications for each step follows:

t/Pt

1

2

..

t

n

..
1) Pt

2) <Ps, Pt>

3) Pt <Ik, Ek>

eP-ID

s/Ps

Ps

Figure 7.3.: The explicit consent mode (eP-ID) execution flow with a pre-registered map of
Ps �→ π. No multiparty computation is performed in this mode.

Step 1. The data-subject uses a cell phone to collect the terminal identifier Pt via QR

code or other accessible method.

Step 2. The authorization point just needs to send the authorization proof σs〈Pt〉
with the terminal identifier. Ps is implicit for the σs message.

Step 3. Each party verifies if the signature is valid and searches for the Ps �→ π

mapping. The dataset and fingerprints are returned to the terminal in the same way

as in iP-ID. In this case, the session is derived from mi = Hp(π||σs).
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7.3.3 Impacts on the DICOM standard

From a PACS perspective, only the patient identification is affected by the P-ID

method. Some additional protocols are required for the authorization procedure;

however, those can work in parallel with the DICOM standard. Note that, in steps

iP-ID 4) and eP-ID 3), we can ignore retrieving data via a secure protocol if a private

network is being used. Data retrieving can still be done via the DICOM standard, as

long as the patient identification is not revealed. The work to process and authorise

the π does not require any changes in the DICOM standard, only internal changes in

the PACS server.

7.3.4 Verifiable iP-ID

A verifiable iP-ID function should be able to confirm if the derived pseudonym from

the multiparty computation is correct. We assume the identification of dishonest

parties as a limitation of this thesis. However, there are some approaches that can be

explored.

Checking the polynomial degree. Solutions such as the one proposed by Harn et

al. [195], with Ghodosi’s refinements [196], can be used to detect the polynomial

degree from equation Equation (2.9), even if the shares are elliptic curve points.

However, if j represents the number of shares used to reconstruct the polynomial, it

requires j ≥ 2τ + 1 to detect τ colluding parties and an impractical number of runs

O(j!) to identify those parties. Nonetheless, detection has acceptable requirements

and more so if our work is to be integrated with Byzantine consensus protocols [197]

(since the requirements are the same).

Checking equality of a discrete log. Note that, we can prove the equality of a

discrete log between yi × G and yi × HtC(id) from “Proof Systems for General

Statements about Discrete Logarithms” [198] using Schnorr’s signatures. The normal

Schnorr’s signature is replaced with a double interlaced signature. The protocol could

be extended with the following procedure to check individual shares:

SignInterlaced. Each node selects a random nonce mi ∈ F
∗
p and derives mi × G = Mi

and mi × R = Mw/i. Calculates ci = Hp(Yi||Wi||Mi||Mw/i||ui) and signs via pi =
mi − ci · yi. This is now the output for the signature σi〈Wi, ui〉 as described in Step 3

for the iP-ID.
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CheckShare. Each node is able to verify the share by calculating pi × G + ci × Yi = Mi

and pi × W + ci × Wi = Mw/i. And then checking that ci
?= Hp(Yi||Wi||Mi||Mw/i||ui).

This scheme is able to confirm that the discrete log yi is the same for Yi and Wi. It

assures that the operation yi × W was performed by the respective party. If it fails,

then the party is not following the protocol.

This method is not part of the original proposal in the submitted article. For this

reason, is not officially part of this thesis, but is nonetheless important to mention.

Since individual shares can be checked as correct, the method can be used to detect

rushing adversary attacks, as described in Section 2.4.5. Although, further research

is required for the proof of security; checking the equality of a discrete log is a

well-known method, and should be straightforward to provide such proof based on

already existing work.

7.3.5 iP-ID security proof

The security proof is performed by playing a game where the adversary wins if the

id �→ π mapping is found.

Passive attacks. A single party cannot get the id �→ π mapping , even when having

a database of all possible values of id and Pid. Note that y · αid × G = π, where y

and αid cannot be known without resolving the DLP. y can only be plugged into the

result with a τ + 1 multiparty computation. Also, even knowing (G, αid × G, y × G),
a direct application of the CDH hardness assumption states that it is not possible to

get y · αid × G.

When passively listening for the π result from the multiparty computation, the

adversary needs to known the Pid value embedded in W to construct the mapping.

However, W is indistinguishable from random if R is uniformly distributed. Pid =
W − r × G cannot be obtained without resolving the DLP for r. Knowing the pair

〈W, Yr〉, then Pid = W − y−1 × Yr, another DLP for y−1. And even knowing the

evolution key z = e · y−1 we can only get W − e × R = Pid + (1 − e) × R.

Active attacks. A rogue client cannot force honest parties to participate in a multi-

party session without an authenticated request σa〈W, Yr, Pt〉. Furthermore, no party

can receive more than τ compromised Wi values due to the previous requirement.

Also, Wi values cannot be provided by non-participants due to the authenticated

86 Chapter 7. Pseudonymity



message σi〈Wi, ui〉, or from different sessions due to the strong link between the

authenticated client request σa and the multiparty session ui. From the security

assumptions, a τ + 1 subset is not enough to derive the pseudonym π and get the

id �→ π mapping.

Verifiable iP-ID. The Feldman’s verification cannot be directly applied here since

the generator point Pid is unknown at the setup phase. The verification would need

to be changed such that

yi × Pid
?=

t∑
k=0

xk
i · ak × Pid (7.2)

exposing all ak coefficients as also the secret y.

From Harn et al. [195] we can prove that τ invalid shares can be detected from

2τ + 1. The y(x) polynomial with τ compromised shares is defined by equation 7.3,

where l
[n]
i represents the basis coefficients in the [1, η] range. The result should be

a polynomial of degree τ with terms of higher degree canceling in each part of the

equation.
t∑

i=1
yi · l

[n]
i +

n∑
i=t+1

yi · l
[n]
i = y(x) (7.3)

For instance, by defining τ = 2 and η = 5 the short version for the compromised

shares is a polynomial of degree τ − 1:

y1 · (a1 · x4 + a2 · x3 + ..) + y2 · (b1 · x4 + b2 · x3 + ..) (7.4)

where the terms x4 and x3 must be cancelled to result in a correct polynomial degree.

The cancellation process must solve a system of linear equations with the same

number of variables (y1, y2) where only one solution exists (the correct one). Any

attempt to introduce a different solution results in a polynomial of degree > η − 1.

The proof can be easily generalized for (τ, η).
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7.3.6 Other security considerations

This section has important security considerations when implementing and integrat-

ing our work with production systems.

Attacks on authorised clients. Such attacks are still possible with less than τ + 1
parties if such a client colludes with one party to get the id �→ π mapping. However,

such an attack is redundant if the client authorization key is already compromised.

Since it is not possible to effectively defend against compromised clients without

blocking existing functionality, the best countermeasure is to have a distributed audit

and notification system. It would be difficult for unauthorised access to evade the

distributed nature of the notification system. Such functionality would also be useful

for GDPR notifications, but that is out of the scope of our paper.

Statistical attacks. Any public information used to construct aliases for pseudonyms

should be as unique as possible for the results to be uniformly distributed. Any extra

information attached to the pseudonyms should also be resistant to frequency analysis.

It is not advisable to construct searchable encryption schemes from encrypted fields.

This is a different class of attacks that we do not intend to directly tackle in this

work.

Demographic queries. Any query mechanism should be decoupled from the federa-

tion of parties which maintains the pseudonyms. An alternative is to have an external

system (query engine) mapping queries to public identifiers or aliases, in encrypted

or clear text, depending on the requirements.

Registration procedures. These are not part of this thesis; however, they are im-

portant when registering the Ps �→ π mapping for the first time, or attaching new

information fields π �→ Ik. We assume that these mappings are correctly provided by

external certified systems. External databases should not have any information that

directly links to the Ps or π fields. An essential feature of the registration procedure

is to verify if Pid is unique in the database. Further considerations should be taken

when designing such solutions in order to maintain the security requirements.
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7.3.7 Results and discussion

The tool used to perform measurements is available in the fedpi github4 branch. The

scalability simulations for iP-ID multiparty computations are reproduced in Table 7.3.

Runtimes are evaluated for 100 runs with different number of parties η and threshold

values τ , where η = 3τ + 1.

Table 7.3.: The average time (in milliseconds) of a multiparty computation for different
threshold values τ , where η = 3τ + 1. Measurements are defined for: (recover) -
the time to recover π, (detect) - the time to detect wrong shares and (total) - the
total time of both procedures.

τ 2 4 8 16 32 48 64

recover 1 1 3 6 11 19 26
detect 1 4 18 73 256 664 1,195
total 2 5 21 79 267 683 1,221

The iP-ID multiparty simulation verifies input parameters (such as elliptic curve

points) and message authenticity. Invalid shares are detected from a randomly

selected set of 2τ + 1 shares. The critical component is the iP-ID multiparty com-

putation (from Table 7.3), with the secret share verification (detection of wrong

shares) consuming most of the time. However, from a practical perspective, this

verification can be replaced with a lighter step, such as checking if a pseudonym

exists in the database and only invoking full verification when required. The number

of possible pseudonyms is around 2252 for the basepoint in the ristretto group. With

the provided implementation and by the birthday bound [199], the chance of a

collision is approximated by:

p(x) = 1 − e

−k2

2 · 2252 (7.5)

Negligible when the number of registered pseudonyms k is below 2100.

Optimal threshold setup. Table 7.4 is a simulation of the expected throughput for

different τ values. The results show a throughput of 4558 multiparty computations

per second (when ignoring wrong shares) at (τ = 16, η = 49), a reasonable (η, τ)
size for a EU federation. Shares are collected from multiple parties; however, the

process is done in one asynchronous round with the pseudonym derivation being

performed just in one party. The real iP-ID throughput should account for network

4https://github.com/shumy-tools/pseudo_break_glass/tree/fedpi
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latency, multi-threaded context and all nodes actively processing requests (if clients

hit different nodes per request); which, from a practical point of view, should be

η ≥ 3τ + 1 for Byzantine networks.

Table 7.4.: The expected throughput for the iP-ID function in multiparty computations per
second (mcps), without (mcps. no) and with (mcps. yes) wrong share detection.
Assuming a network latency of 80ms between nodes and 8 dedicated threads
per node. The formula for the interpolation is 8 · (3τ + 1)/(d + 80ms), where d
is the time that the iP-ID function takes to recover π, as defined in table 7.3.

τ 2 4 8 16 32 48 64

mcps. no 691 1,284 2,410 4,558 8,527 11,717 14,566
mcps. yes 691 1,238 2,041 2,562 2,310 1,559 1,211

The respective interpolation is visualized in Figure 7.4. The goal here is not to be

exact in the threshold calculation, but to predict what is the optimal setup for τ . Real

values will be different depending on the deployed setup and; even if the number of

dedicated threads is changed, this is a linear change that will not affect the curve of

the graph. We can identify that the optimal setup for the threshold value, with wrong

shares detection, is in the range τ ∈ [8, 32]. However, the expected throughput grows

without a boundary (in our domain) if we discard wrong shares detection. The η

value is not considered since the multiparty calculation is not affected by the total

number of parties.

Figure 7.4.: Interpolation for the results of Table 7.4 with the identification of the optimal
setup for the threshold.

Data reads. Our method adds a delay in the retrieve process because the calculation

of a threshold secret is required. However, the data retrieve throughput is not

affected. Once the pseudonym is calculated the data can flow normally from one
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of the sources without any imposed restrictions. Knowing this, and from Table 7.3

results, we can expect an average delay (on normal conditions) for the π calculation

of (d + 80ms) = (6 + 80) = 86ms for τ = 16. We believe that the overhead is

acceptable for the gained security features.

Data writes. The work presented here is mainly focused on retrieving data. This is

because the heavy part of our method is always done in a workstation, when data

is being retrieved. However, data sources are an important part of real data flows,

and these may even have restricted environments (such as embedded sensors). The

only restrictions we put on existing data sources is that those must write data in an

anonymous way (assigned to a π identifier) and probably via a secure channel. Such

restrictions should not impose more overhead on the resources that are already being

used. If a data source is trusted, in the end, is just the same as linking the source

data to a pseudo identifier.

7.4 Experimental setup

All experiments for this chapter were carried out in a single machine running Linux

(Ubuntu 18.04.1 LTS) with an Intel i7-7700HQ CPU @ 2.80GHz with 4 physical cores

and 16GB of physical memory. All tools were implemented implemented in Rust5

with the help of curve25519-dalek6 crate. The ristretto group7 abstraction is used.

5https://www.rust-lang.org
6https://github.com/dalek-cryptography/curve25519-dalek
7https://ristretto.group/ristretto.html

7.4 Experimental setup 91





8Data Encryption

This chapter proposes a secure architecture for medical imaging storage and
management in open and distributed environments. The P-ID construction is
reused here to enhance key-management with break-the-glass functionalities.

GDPR constraints (such as encryption and anonymisation) push data storage ar-

chitectures to a new level. To satisfy those constraints, our proposal describes a

method that encrypts data but still authorises free circulation of that data between

controllers, even between controllers that are restricted to the data. In this way, the

architecture delivers backup services and promotes collaboration between controllers.

Our proposal is focused on the management of cryptographic keys without providing

a full-fledged integration with external systems. Nonetheless, it is important to de-

scribe how image acquisition and retrieval integrates with our proposed architecture.

By leveraging current distributed technologies, such as Tendermint1 and distributed

file systems, such as InterPlanetary File System (IPFS)2, our proposal can provide a

secure and highly available federation of data curators that can be implemented for

any PACS system.

8.1 Architecture

The overall architecture depicted in Figure 8.1 defines the entire flow of data. The first

step is to identity the patient at the acquisition terminal a). The terminal represents

a GDPR data controller. The pseudo-identifier π is provided and authenticated via

a smart-card, cell phone or other pre-established method. The terminal uses this

identification for the DICOM Modality Worklist, containing the list of requested

examinations in clinical practice. The acquisition is performed and sent to a PACS

archive proxy b) (i.e. Dicoogle3), mapping DICOM storage commands (C-STORE)

to encrypted records and files c). Encrypted records Rn have useful information to

1https://tendermint.com
2https://ipfs.io
3http://www.dicoogle.com
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recover encryptions keys and references to DICOM files; these are sent to a distributed

ledger. DICOM information is encrypted and sent into files Fn to a distributed file

system. The granularity of DICOM blocks depends on the retrieve requirements. It is

possible to pack entire studies in a zip format or send files one by one. Workstations

perform read operation d) by retrieving and recovering Fn files, using encryption

keys from Rn.

MRI

a)

C-STORE

Terminal

b) c)

1 2 .. n

Distributed Ledger

Write

R
ea

d Workstation

Webd)

Figure 8.1.: Overall architecture of the proposed method, defining the data flow from
acquisition a) to retrieve d). In between, DICOM files are encrypted and
stored in two separated blocks, Rn and Fn with cryptographic and pixel-data
information, respectively.

Since the ledger and the file system are distributed, any data curator that is subscribed

to the network would be able to access any DICOM files in an encrypted format.

However, the cleartext is only accessible to some authorised parties. Encryption keys

can only be recovered with the collaboration of a minimum number of ledger nodes,

defined as the threshold τ . The actors who are authorised to access those keys (access

control information) are also included in Rn records, inserted by the data controller

and managed by ledger nodes. The way how Rn records and Fn files are used is the

focus of this chapter.

8.1.1 Distributed ledger

There are different types of DLT. For our use case, we advise the use of solutions

where privacy and governance is easily achievable, and where currency mining is

not a requirement. Governance is utterly important to maintain compliance with

legislation and further developments. Mining procedures are not important for

federated networks and are a waste of resources for such a scenario. Through DLT

we can expose and distribute a single source of truth without having to trust an

isolated node on the network. Tendermint is suitable for a private ledger, easy to

use and customise via Application BlockChain Interface (ABCI). Rn records can
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be synchronized automatically between nodes with support for ACID transactions

(depending on the selected database backend).

8.1.2 Distributed file system

The file system architecture is depicted in Figure 8.2 where IPFS integration is

proposed. Distributed file systems such as IPFS are able to pin a file (permanently

persisted) on the original controller’s storage. Pinning actions are managed manually.

C-STORE commands from acquisition stations are converted to IPFS pinning actions

via a PACS proxy. IPFS also maintains a cache of recently accessed files, managed by

a garbage collector.

Federation

Terminal

MRI

Write / Pin

Read
Cache

PACS Proxy
C-STORE

Figure 8.2.: The overall architecture representing a federation of data curators where data
sources and terminal workstations (viewers/workstations) are connected via
IPFS network.

An authorised terminal can read files from any point in the network. Depending

on where the results are stored, those reads can be retrieved from the cache or

directly from the source (pinned files). In order to have better data redundancy

and performance, several nodes can collaborate by offering to pin each other’s files,

exposing multiple source alternatives. Furthermore, files are authenticated with the

digital signature of the source key Ps, ensuring the origin and integrity of data. Ps

can be the subject’s key or any other key authorized to write data in the EHR.
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8.2 Storage methodology

The proposed method defines a cryptographic structure to manage encryption keys

and file references. As depicted in Figure 8.3, a data-subject identified by π can have

multiple datasets Sj with associated access control lists ACLj . Those datasets are in

general associated with a type of data, but such metadata tags are left open for future

specifications. Assuming an implicit dataset index j, encryption keys are managed by

chains of records Rn, where n ≥ 0 is the index of the infinite set, defined by:

Rn = σs〈prev, Kn, Eλn [λn−1, dn, hFn ]〉

where prev = π||S for the first record R0, and prev = hprev for all other records

{Rn : n > 0}. Those records are digitally signed by the source using the s private key.

The chain is constructed with hprev references, where the hash Hp(Rn−1) = hprev.

Kn ∈ G is a point derived from a randomly selected kn ∈ F
∗
p, where kn × G = Kn.

The encryption key of the key chain Hp(αn||π||S) = λn can be derived from αn with

two different procedures: directly by knowing kn from kn × Pe = αn or indirectly

via Li(ei × Kn) = αn. Other fields are: λn−1 is the previous key, dn is a randomly

selected data encryption key and Hp(Fn) = hFn is the file reference. (λn−1, dn, hFn)

are encrypted with the key chain λn. The Fn structure is defined as:

Fn = Edn [σs〈dn〉, datan]

where dn is authenticated with the data source private key s. The actual data datan

for the respective record number n is encrypted using the dn key.

8.2.1 Key integrity check

In a scenario where τ nodes can be compromised, the Li(ei × Kn) = αn result may

be incorrect. The Feldman’s VSS scheme is commonly used to check if ei shares

are correct; however, the procedure cannot be used to check αn/i points. For our

construction, Feldman’s coefficients would be of the form ak × Kn, where ak are

secrets and cannot be used to compute such a result. Moreover, the corresponding

polynomial αn(x) cannot be submitted by the data source, since it can easily compute

the secret αn(0) = αn. Even when using checksum techniques for αn(x) coefficients

(i.e. Merkle tree), the procedure still poses challenges for proactive security and
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Figure 8.3.: Overall data structure for records and files (Rn, Fn) associated with an identity
or pseudonym π.

committee management. If the coefficients change all checksums would be invalid.

Updating the checksum is an expensive multiparty computation, since kn is not

known.

A different solution from Harn et al. [195] with Ghodosi’s refinements [196], can be

used; however, it requires at least 2τ + 1 shares to detect τ colluding nodes and an

impractical number of runs to identify those nodes. If the goal is to detect a wrong

result, an hash Hp(λn) may suffice. Bilinear pairings [37] can also be used efficiently,

for instance, testing for e(G, αn/i) = e(Kn, Pe/i), but this introduces another possible

point of failure in the cryptographic suite. What should be the best approach, is left

open for future work.

8.2.2 Read/Write procedures

When a data-subject enters a radiology centre for image acquisition, his pseudo-

identification π and authorization σa〈..〉 can be delivered to the acquisition station

via an application on a mobile device, or even with a digital signature from the

citizen card [25]. Both will require a public key mapping π �→ Pa for verification.

For instance, Password Authenticated Key Exchange (PAKE) [200] methods can be

used for the authentication procedure. The authenticated proof can be submitted

and linked with 〈Rn, Fn〉. For read procedures, PAKE methods can also be used to

authenticate the terminal/workstation. The terminal can be authorised from the
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access control model or via explicitly consent from the data-subject. Such explicit

consent may also be delivered via a mobile device.

Write. Assuming π is known, the write procedure requires 2 rounds. The first round

is requested from at least τ + 1 nodes to obtain the last key from the dataset chain,

Li(ei × Kn−1) = αn−1 and Hp(αn−1||π||S) = λn−1. The integrity of λn−1 is verified.

The second round submits 〈Rn, Fn〉 records with encrypted fields (λn−1, dn, hFn). The

encryption key for the new record is easily derived from kn ×Pe = αn. Note that, only

authorised clients are able to execute the multiparty computation Li(ei × Kn−1).

Read. An authorised terminal collects at least τ + 1 shares to recover Li(ei × Kn) =
αn and Hp(αn||π||S) = λn, the most recent key for the chain. The integrity of λn is

verified. The access is given to all Rn records in the dataset. Previous {λn−i : i > 0}
keys are recovered from the chain. All corresponding Hp(Fn) = hFn files are retrieved

from the file storage and recovered using dn keys.

8.3 Security Analysis

We assume an “honest-but-curious” semi-trusted threat. More specifically, each

controller acts in an “honest” fashion, will not maliciously delete patients’ records and

correctly follows the designated protocols and computations. We assume, however,

that controllers may insert corrupt records Rn sporadically and unintentionally.

The goal of the attacker A is to recover the plaintext owned by a controller that is not

being compromised. This means, if A has administration access to a controller C1, it

should not be able to access the plain text of C2 without proper consent. However, we

consider the plaintext data from C1 compromised. Note also, consent management is

not part of this work and we do not provide security analysis for this.

8.3.1 Security proof

This section should prove that emulation of data fences between controllers are

protected against a maximum of τ attackers. The proof will be reduced to the DLP,

Shamir’s Secret Sharing perfect secrecy (SSS-PS) and preimage/second-preimage

resistance of the hash function (PSH).
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Lemma 1 The master key e is always protected against a maximum of τ number of

attackers.

Proof : Our method saves ei shares in local storage for every node, making the master

secret e protected against a maximum of τ compromised shares. ei scalar values are

never exposed directly in the protocol. Each share ei is always exposed from ei × Kn,

resulting in an elliptic curve point, protected via the DLP. We call these encrypted

shares. Any A needs to compromise τ + 1 to recover e.

Lemma 2 αn keys can only be recovered from τ + 1 encrypted shares.

Proof : There are two paths to derive αn. One via kn × Pe and other via Li(ei ×
Kn). Both require solving the DLP. kn only gives access to data from the locally

compromised controller. Furthermore, kn keys are discarded in the writing process,

exposing local plaintext data to a limited timeline. The only other way to access αn

is with the L operator, protected via SSS-PS that requires τ + 1 encrypted shares.

Lemma 3 A unique λn key is derived from the secret αn and public π, S values.

Proof : The derivation process via H(αn||π||S) = λn outputs an elliptic curve point

that can be easily converted to a high entropy bit field. From PSH, the H function

derives a unique λn that requires the secret αn.

Theorem 5 A can only be recover the Fn plaintext data datan of a non compromised

controller using τ + 1 encrypted shares.

Proof : Assuming a strong symmetric encryption function E, datan can only be

recovered by knowing dn. dn keys are locally stored for each controller. A controller

C1 cannot access dn keys of C2. The only way for C1 to access those keys is from

Eλn [λn−1, dn, hFn ]. From Lemmas 1, 2 and 3 we known that the unique λn value can

only be recovered from τ + 1 encrypted shares.

From Theorem 5 we conclude that a compromised controller C1 cannot access the

plaintext data from C2 without executing L with τ + 1 shares.
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8.3.2 Informal security analysis

From 〈Rn, Fn〉 structures we can identify several security features:

Forward secrecy. When someone has a set of keys {λ0, .., λn} does not automat-

ically give access to future keys, even when knowing {Rn+i : i > 0}, resulting in

forwarding key protection. Any data controller can maintain their access rights,

knowing that λn is initially derived from a secret that the controller has produced,

such that kn × Pe = αn

Insider attack. Insider attackers can only access local dn keys and the controller’s

private share ei. Local dn keys give access to the controller’s Fn files. Assuming a

maximum of τ compromised shares, A can only compromise the controller’s files.

Rogue key attack. The rogue key attack [41] for a rushing adversary is effective in

controlling the output of the master secret e. This is mostly a danger in the setup

phase; however, we leave the setup of ei and e for existing literature. Nodes can also

control the output of Li(ei × Kn−1) = αn−1 or Li(ei × Kn) = αn, but these cannot

influence the existing master key e. However, corrupting the αn output can corrupt

the chain integrity.

Chain integrity. In case αn are corrupted, any data encryption key dn and file

reference hFn can be recovered by knowing the respective λn. Any previous keys

in {λn−i : i > 0} can be recovered from an healthy key chain, starting at λn. If the

integrity of the key chain fails, λn values can be recovered from a τ + 1 minimal set

of ei × Kn shares, achieving key-management with a single distributed master key

e.

Data isolation. A controller is able to isolate and use owned data with local encryp-

tion keys dn. Having dn keys, there is no need to invoke the threshold protocol L. The

result of Li(ei × Kn−1) = αn−1 is only required to write the next record Rn if Rn−1 is

not owned by the same controller. Rn−1 itself is not required. Access control policies

can be used to limit the access of Rn records that are not owned by a controller.

Reference integrity. The same Fn item cannot be referenced in multiple Rn records

of different sources due to the inclusion of the σs〈dn〉 signature. Since dn is locally

randomly derived on each controller, C1 cannot know the dn key that C2 used in the
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writing process. However, it can recover these keys from the threshold protocol. If

C1 tries to link a R′
n to the same Fn it will fail in the verification due to different

signatures σ′
s and σs from R′

n and Fn respectively.

Data confidentiality. Confidentiality is achieved with common symmetric encryption

schemes such as Advanced Encryption Standard (AES). The symmetric keys are λi,

protected via the threshold protocol, and dn locally owned for each controller.

Proactive security. Having a single master key e it is easier to apply proactive

security policies. ei shares can be updated without changing e via a 0-sharing

scheme.

8.4 Results and discussion

The tool used to perform measurements is available in the master github4 branch.

Hardware instruction sets are used for Advanced Encryption Standard - Block Cipher

Mode (AES-CBC) from the rust-crypto5 crate. Existing DICOM storage models [201,

202] were used to simulate storage/retrieve overhead. Based on these numbers we

performed measurements on 100MB, 1000MB and 3000MB file sizes and compared

the results with “openssl”. Note that, the content of such files has not impact on

encryption/decryption methods, and so, there is no need to use a prepared DICOM

dataset.

8.4.1 File encryption/decryption performance

The encryption and decryption of Fn structures can be tested via “./f-pacs Fn -s

<size in MB>”. The test includes σs〈dn〉 signature construction and verification. The

average output is similar in all file sizes, around 430MB/s, both for encryption and

decryption. Since the results are consistent for different file sizes, we can conclude

that the signature process has an irrelevant impact on input/output performance.

The results for “openssl speed -elapsed -evp aes-128-cbc” and for the “aes-128-gcm”

flag on packet sizes of 8KB were 1.34 GB/s and 5.44GB/s, correspondingly, showing

4https://github.com/shumy-tools/f-pacs
5https://crates.io/crates/rust-crypto
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some performance gap from our results. Nonetheless, it is shown that the signature

process has no major impact, leaving space for bulk AES improvements.

8.4.2 Meta-data encryption/decryption performance

Results for the creation and recovering of Rn records can be tested via “./f-pacs Rn -s

<chain size> -t <threshold>”, and are presented in Table 8.1. The values are the

average of 10 measurements with a standard deviation below 1. α derivation times

are presented in Table 8.2, showing acceptable values throughout the threshold range.

Note that, these calculations are performed on the client with minimal performance

impact on the server side (only the additional retrieval of small α values).

Table 8.1.: The throughput results (in record per second, Rn/s) for different sizes of Rn

chains and τ values. The create procedure is using τ = 16.

size 1k 10k 100k 1,000k

create 3,158 3,285 3,077 3,082

recover-16 200k 490k 595k 604k
recover-32 100k 416k 606k 637k
recover-64 47k 270k 476k 598k

recover-128 19k 153k 471k 587k

Different threshold values were used, however, τ has no significant impact on the

throughput of the “create” procedure. Note also, the “recover” throughput is mostly

stable at high chain sizes, as long as the integrity of the chain is maintained. Moreover,

the nature of the data requires more reads than writes, which is where the throughput

is higher.

Table 8.2.: α derivation times (in milliseconds) for different threshold values.

τ 16 32 64 128 256 512

α times 5 13 23 56 147 439

8.4.3 Discussion

Although there are additional overheads for encryption/decryption of files and

records, such information can be retrieved in parallel from multiple sites. The impact

of recovering Rn records is insignificant compared to the effort of recovering an

entire DICOM file, meaning, the throughput of large datasets is essentially bounded

to the performance of the selected encryption method. For small files and datasets,
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the overhead of the α calculation is non negligible for threshold ranges above 256.

However, the threshold represents the level of redundancy and security, not the total

number of nodes, that in actual Byzantine networks are around 3τ + 1 total nodes.

In general τ > 128 should be considered oversized. Furthermore, image pre-loading

[203] is a standard procedure in modern DICOM visualizers. In such a scenario

the perceived impact by the end-user is accounted for in the first image, where the

α calculation is the only important measure to take into account. Assuming that

τ = 64 is more than enough for threshold security improvements, and knowing

that the required shares are retrieved in parallel, our proposed method should only

add a 23ms overhead to existing retrieving times. Finally, we should mention that

federation networks are mainly composed of trusted entities, which requires a low

number of τ nodes for acceptable security. Also, our results on AES-CBC are not

very promising compared to years of “openssl” optimisations; however, as we stated,

the encryption algorithm is not coupled to our method and can be replaced or

improved.

Figure 8.4.: The throughput results (in record per second, Rn/s) for different sizes of Rn

chains and τ values. Values from Table 8.1.

From Figure 8.4, we can expect a stable Rn recovering method, even when using

τ = 128. Rn chains as long as one million records can be recovered around 600k Rn

per second. The figure shows that the calculation of the first λ value for the chain

has an impact on small chains, but it is dissipated for longer chains.
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8.5 Experimental setup

All experiments for this chapter were carried out in a single machine running Linux

(Ubuntu 18.04.1 LTS) with an Intel i7-7700HQ CPU @ 2.80GHz with 4 physical cores

and 16GB of physical memory. All tools were implemented implemented in Rust6

with the help of curve25519-dalek7 crate. The ristretto group8 abstraction is used.

6https://www.rust-lang.org
7https://github.com/dalek-cryptography/curve25519-dalek
8https://ristretto.group/ristretto.html
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9Anonymous Access Token

This chapter describes the generation and verification of a holder-of-key access
token in a (τ, η)-threshold setup, with extended break-the-glass and pseudonymi-
sation features. The token is associated with a random k that can be used for
authorization mechanisms.

From Chapter 6 we have a digital identity with a respective Ps identifying the subject

and multiple data profiles I. Such identity needs to connect to the pseudonym π

in each location L and corresponding associated data π �→ data. However, there

is no method for an authorized subject to update/insert data records into π. The

subject’s identity key Ps should not be used directly, because the mapping Ps �→ π

can easily disclose the connection between the identity and the pseudonym. In

Section 7.3.2 such mapping is used for the eP-ID procedure, assuming that Ps does

not reveal the connection to the identity. Here, we define a method to set a key pair

k × M = Mk, where M is an alternative generator point for G, that can replace Ps

without disclosing the original identity.

Nonetheless, we need a way to grant authorization to set the key mapping Mk �→ π.

How should such authorization be granted while maintaining already defined security

features?

9.0.1 Architecture

The main challenge is to construct a trustful architecture capable of generating access

control tokens with break-the-glass and pseudonymisation features. An access token

could be created by one node in the quorum. However, such centralized authorization

may be circumvented by internal attackers. To minimise the lack of trust in a single

authorization controller we propose a distributed architecture (depicted in Figure 9.1)

which uses our threshold access token construction. The token is created using a

minimal set of nodes τ + 1 and has an associated private key k.
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Figure 9.1.: Overview of the proposed architecture, access token generation and usage. A
detailed explanation of the protocol flows is provided in section Section 9.2.

Considering that a subject’s profile I (subject id and data profile) is available at

all federated nodes as public data c). A profile I is a set of public parameters

registered in the committee and owned by a subject or resource owner. Profiles

(identified by an anchor point R) are useful to decouple the resource owner from the

respective anonymous resource, identified by π. The corresponding profile records

(i.e. electronic health records) are stored at the location Li and identified with the

pseudonym π. The mapping y × R = π is not directly known because y is a secret

shared by all nodes. Only by executing our proposed method such mapping can be

disclosed. A third-party client C is able to request an access token b), where τ + 1
nodes are required to construct the token. The token can then be used to read data

d) from a pseudonym π at a designated data location Li. Several authorizations and

authentication schemes may be deployed here a), using a cell phone for multi-factor

authorization or using similar techniques as in FIDO-U2F1; however, it is not in the

scope of this publication to describe those schemes and how to integrate them in our

proposal. A detailed explanation of the protocol is presented in section Section 9.2.

9.0.2 Contribution

The resulting token is bonded to a pseudonym π that identifies a data resource. The

resource is associated with a data profile I (that also has an owner) such that a one-

to-one I �→ π mapping exists, re-identifying the owner of π. Our proposal extends the

concept of anonymous credentials by hiding the requester and the resource owner.

The requester (or third-party client) is masked by the token key k, where the resource

owner is masked by the pseudonym π.

1Universal 2nd Factor authentication: https://www.yubico.com/solutions/fido-u2f
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The distributed nature of the protocol makes it resistant to localized cybersecurity

attacks such as insider attacks, ransomware, denial-of-service, virus and worms.

Other important properties are:

• Break-the-glass. Pseudonyms are deterministically derived from an anchor R,

related to a subject’s profile. There is no need to contact the subject to generate

the access token, as long prior authorizations are set.

• Offline attacks. No subset of τ number of nodes are able to derive a pseudonym

π, even when knowing I. Only a set of predefined τ + 1 nodes can derive π.

• Unlinkability. The access token does not have any embedded information that

can disclose the I �→ π mapping. When intercepted by an adversary, only π is

exposed by the token.

• Accountability. Refers to the ability to connect different streams of data with

the same pseudonym. Abusive behaviour from a pseudonym can be stopped

without revealing the true identity.

• Proactive security. The secret shares of a master key can be renewed with a

0-sharing scheme [204], maintaining the same secret. A server can start fresh

and change the shares if there is a suspicion of being compromised.

Other use-cases. An access token that binds a control key k with a pseudonym π

can have a multitude of use cases, including some that are not directly related to

authorization and access control. The token payload can have useful information,

implementing different use-cases. A few of these are listed here:

• Verifiable claims can be dynamically attached to the token, such as replying

to a question “is a pseudonym correlated with a financial profile?”. These

types of assertions are essential to add non-repudiation features to anonymous

data. Claims can be attested by federated nodes without revealing the resource

owner.

• Sometimes, users may want to be anonymous in certain online interactions

(i.e. online discussion groups). However, when such users are blocked, the

community must have a way to prevent users from using different pseudonyms.
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If the identity/profile I is unique and verifiable, our scheme can guarantee that

the pseudonym π is also unique and verifiable.

• The token can be used to invoke authorized commands and to bind certified

information to anonymous resources without revealing who is the source of

such commands. The resource owner can emit authorizations to many different

entities, without revealing the authorized entities or the resource owner.

• Identities can have many different data profiles scattered throughout financial

institutions, healthcare providers, social networks and governments. These

providers (or data locations) can maintain the role of data custodians (or

custodians of anonymous data) and yield liability for the services they provide.

At the same time, all these profiles can be anonymously connected to a real

and verifiable identity.

• Management of authorizations is shared between resource owners and fed-

erated nodes. Since the resource owner does not need to be online to give

consent, break-the-glass paths can be constructed within our architecture in

a (τ, η)-threshold security setup. Such alternative paths can be used in legal

warrants or urgent medical situations.

9.1 Setup and threat model (extension)

This section is an extension of the original architecture (defined in Chapter 5). For

the most part, the original architecture is still valid; however, additional parameters,

cryptographic tools and extensions to the threat model are required to make the

token work with the proposed properties. The extensions are:

Quorum. Besides yi we also have a set of shares ai derived from a dealerless

share distribution protocol. Applying equation 2.9, a set of public values {Y ∈
G1, A ∈ G1, A† ∈ G2} are pre-computed via Li(yi × G) = Y , Li(ai × G) = A and

Li(ai × G†) = A†. The correlation between (A, A†) is publicly verified as correct with

the constraint e(A, G†) ?= e(G, A†). Also A �= G and A �= O should check that a �= 1
and a �= 0, and Y �= G and Y �= O that y �= 1 and y �= 0. All ai shares are discarded

after the procedure. Ideally A† would be produced from an hash-to-curve function,

and A from φ : G2 �→ G1, but there is no such homomorphism in Symmetric XDH

settings.
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Profile. Each resource owner can register a profile I, where a set of shares ri are

randomly selected from a dealerless share distribution protocol. Two associated

points {R ∈ G1, Ar ∈ G1} are derived from Li(ri × G) = R and Li(ri × A) = Ar

and registered in I = 〈R, Ar, Laddr〉. These are the extensions anchors as defined in

Section 6.2.1. Each node in the committee is able to verify the parameters’ correlation

via e(Ar, G†) ?= e(R, A†). Also R �= G and R �= O should check that r �= 1 and r �= 0.

All ri shares are discarded after the procedure.

Threat Model. Bilinear pairing is defined in Symmetric XDH settings. We assume

that the master key y cannot be compromised via the setup procedure or reconstructed

with less than τ + 1 shares. We assume that ephemeral keys such as (a, r) and

respective (ai, ri) shares cannot be compromised in the setup procedure. We assume

that an adversary is able to compromise τ nodes, the location keys l, and use a rogue

client to attack the protocol and inject crafted input parameters. We do not account

for statistical correlations of requests between nodes and locations that could disclose

the I �→ π mapping.

9.2 Method

This section describes the details of the access token generation, verification and

usage. Details of the request/response flows are illustrated in Figure 9.2. We assume

the existence of secure channels for the information exchange. Although we use a

simple authentication mechanism for the subject, via a digital signature σs, this is

not a rigid requirement and may be replaced with other authentication standards.

Assuming the following definitions of ThrGenToken and VerifToken that will be used

in our construction:

ThrGenToken(yi, mi, k, R, Ar) �→ 〈Tk, Mk, M, π〉: Produces an access token where π

is exposed to the requesting client. The output is produced from:

1. Li(mi × G) = M where k × M = Mk

2. Li(yi × R) = π

3. Hp(M ||Mk||π) = c where c · k × A = Ak·c
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4. Li(yi × Ar + mi × Ak·c) = Tk

VerifToken(σk, Tk, Mk, M, π) �→ {0, 1}: Checks if the token is valid. The signature

σk = (cσ, rσ) is verified using M as the base point instead of G. Knowing that

Tk = a × (π + Mk·c) and B = Tk||π, both conditions should pass:

1. rσ × M + cσ × Mk = Mσ

2. Verify if cσ
?= Hp(M ||Mk||Mσ||B)

3. Hp(M ||Mk||π) = c

4. Verify if e(Tk, G†) ?= e(π, A†) · e(Mk, A†)c

When a subject S wants to access a subject’s profile I, it needs to request a disclosure

of the I �→ π mapping, to know what is the anonymous resource that belongs to that

profile. To access the resource π (stored in a location Laddr), the client also requires a

holder-of-key access token Tk ∈ G1, where k ∈ Fp is selected randomly by the client

and authorized by the committee. As depicted in Figure 9.2, the procedure to get

both of these requirements follows:

Start Session. The client C creates a session ψ to initialize the request from a strictly

increasing sequence seq and timestamp tms, where Hp(seq||tms) = ψ. The profile I

is selected and σs〈I, seq, tms〉 is sent to at least τ + 1 nodes 1). Each node verifies if

the client seq is above the last request and if the tms is in an acceptable range. The

protocol proceeds if the client is properly authenticated and authorized to access the

profile, 2) and 3). This requires a correct subject’s key Ps associated to the profile.

Each node produces a random secret share from Hp(ni||ψ||Ps||L||Ar) = mi. The

anchor R is selected from the requested profile. Each node replies with the shares

〈mi × G = Mi, yi × R = πi〉 that correspond to the session 4). The client collects the

results of exactly τ + 1 nodes and derives Li(mi × G) = M and Li(yi × R) = π.

Token Request. The client generates a random value k ∈ Fp, derives k × M = Mk

and Hp(M ||Mk||π) = c. Values 〈c · k × A = Ak·c, c · k × G = Kc〉 are sent to the same

selected τ + 1 nodes 5), referencing the same session ψ. The client authentication

for this second round may be achieved via a digital signature, or with the help of
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Figure 9.2.: Details of the protocol flows and interactions between clients, federation nodes,
locations and data-subjects for the access token generation and usage. Requests
to the federation are always to τ + 1 nodes.

a pre-established secure channel associated to the session ψ. Using the property of

equation Equation (2.1), each node is able to verify that e(Ak·c, G†) ?= e(Kc, A†),
assuring that A is the base point of Ak·c. Also Kc �= G and Kc �= O should check that

k · c �= 1 and k · c �= 0.
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Token Response. Each node captures the corresponding Ar from the selected

profile I and previously inputs and parameters from the session ψ, replying with a

token share Tk/i = (yi × Ar + mi × Ak·c). The location address Laddr and key L is

also returned from each node 6). Tk = a × (π + Mk·c) is reconstructed on the client

from Li(Tk/i) = Tk. The Request �→ Response flow is resumed in the ThrGenToken

function, resulting in the total output 〈Tk, Mk, M, π〉. The client now has the access

token information for the respective pseudonym π.

Access Request. From all of the collected information the client is able to request

access to π by sending σk〈Tk, π〉 = 〈σk, M, Mk, Tk, π〉 to the respective location 7).

The token is verified for correctness in the location by executing the VerifToken

function. The data attached to π is signed and returned if the token is valid 8), via

σl〈π, data〉.

9.3 Security proof

This section demonstrates the security of the proposed method. It is assumed that

honest nodes verify if elliptic curve points are in the correct group and if scalars are

in the correct range, avoiding an entire class of issues [181].

9.3.1 Token forgery

This section proves that the token is non-malleable and cannot be forged within the

defined threat model.

Lemma 4 Let i ∈ [1, τ + 1] ∩ Z and (y, m, a, ai) be unknown secrets, where (yi, mi, ai)

are the required shares to recover (y, m, a). Then, Ya and Ma can only be constructed

via Li(yi) × A = Ya and Li(mi) × A = Ma.

Proof : Trivially, since (y, m, a) and ai are unknown secrets, then, both y · a × G = Ya

and m · a × G = Ma calculations cannot be performed. We can only get (Ya, Ma)

using the shares (yi, mi) and the parameterized point A.

Lemma 5 τ compromised shares from the set {mi : i ∈ [1, τ + 1] ∩Z} where Li(mi) =
m, cannot force m to a known value.
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Proof : An adversary with τ compromised nodes can try a rogue key attack [41] for a

rushing adversary. These nodes are allowed to select their m
′
i shares after observing

the M1 value of the honest node (via a rogue client), trying to force a known m. The

following is the result of the rogue Lagrange interpolation:

l1(0) × M1 +
τ+1∑
i=2

li(0) · m
′
i × G = m × G (9.1)

Assuming that the adversary is unable to guess m1 from m1 × G = M1, the exact

combination of m
′
i values that produce m cannot be known due to the intractable

DLP for M1. If we define x = ∑τ+1
i=2 li(0) · m

′
i and M

′
1 = l1(0) × M1 then, the DLP is

reduced to (m − x) × G = M
′
1.

Lemma 6 Assuming a maximum of τ compromised shares and a rogue client, m is

distinct for each session ψ with a high probability.

Proof : An adversary can force m to be reused if it can compromise τ + 1 shares,

since it can directly chose all mi shares for Li(mi) = m. However, for a maximum of

τ compromised shares, there is always one mi that depends on a hash result from

(seq, tms, Ps). Since the strictly increasing seq is controlled by the honest node, and

due to the second-preimage resistance, it is hard for a rogue client to force the inputs

(tms, Ps) such that the hash function results in the required mi. If m has enough

bits, the probability of deriving the same m using the distinct and honest mi value

should be negligible. Note that, the tms is mainly present to minimise overflows of

the seq value in real implementations. Moreover, the range of the tms value should

be checked against the internal clock, and Ps should be a valid subject’s key for the

respective profile I.

Theorem 6 Both Ya and Ma are secret points, where Ma is distinct (with high proba-

bility) for each token Tk.

Proof : From Lemma 4 both results are intractable Diffie-Hellman computations that

can only be resolved via Lagrange interpolations. However, both interpolations that

can compute those points are never executed independently. Even if we assume that

(r, k) are compromised and remove those values from the token, Tk is preserved as a

linear combination of the form (Ya +x×Ma), without exposing Ya or Ma individually.
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Both secrets are always present in the token since a �= 0, y �= 0 and m �= 0 with high

probability, and also because (x = k · c) �= 0.

Ma cannot be recovered from subtracting two different tokens. Assuming distinct

values for m (with high probability) from Lemma 6, then Ma values are also distinct

for each token. This leads to the impossibility of a rogue client to get Ma from

two different requested tokens, by performing (T1k − T2k) = (x1 − x2) × Ma and

recovering Ma, assuming that x1 and x2 are known. This recovering mechanisms

cannot be used since Ma is always distinct, leading to (T1k − T2k) = x1 × M1a −
x2 × M2a or (T1k − T2k) = x × (M1a − M2a) if x1 = x2. Both M1a or M2a cannot be

recovered independently. Consequently, Ya cannot be recovered by this process if Ma

is unknown.

From Lemma 5, m cannot be tampered with. Yet, if a rogue client is able to chose

any values for (A
′
r, A

′′
k·c) such that the respective secrets (a′

, a
′′) are known, the

previously defined linear combination is reduced to a
′ × Y + a

′′ · x × M . Since Y

and M are known, by tampering with one value (a′
, a

′′) at a time the adversary

can recover Ya and Ma. For instance, by subtracting a
′′ · x × M from the equation,

one can recover Ya if a
′

is left unchanged, where a
′ = a. To prevent this attack,

the following verifications are required at each node: e(Ar, G†) ?= e(R, A†) and

e(Ak·c, G†) ?= e(Kc, A†). These assures that A
′
r and A

′′
k·c are always generated from

the base point A and that (a′
, a

′′) are unknown.

Lemma 7 A valid token Tk cannot be produced by randomly selecting M , Mk and π,

or by using these parameters from other valid tokens.

Proof : From the VerifToken function, the verification at 4) is equivalent to a−1 × Tk
?=

π + c × Mk. However, since a−1 is unknown, this verification can only be performed

using bilinear pairings. Moreover, if we check that Hp(M ||Mk||π) ?= c, this is the same

verification procedure that is used in the Schnorr’s signatures. The main difference

is that a−1 (that should correspond to the rσ value in σ, being that a−1 ≡ rσ) is

a fixed value, and Tk ≡ G is a dynamic base point. In this way, the signature

verification can be done with Pairing-Based Cryptography (PBC) without requiring

to know a. Nonetheless, the presence of a is verified with A†. The σk signature

verification binds M as the base point for Mk. Any linear changes in (M, Mk, π)
produces non-linear changes in c with the same security proofs as the ones used in

Schnorr’s signatures. Note that, values such as (M1a − M2a), are not valid since c
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has a different committed value. Furthermore, since Ya and Ma are unknown from

theorem 6, one cannot produce Tk from a combination of those secrets. For instance,

a valid Tk = r × Ya + c · k × Ma would be possible if r and k were known.

Lemma 8 A valid token Tk cannot be produced from another invalid token.

Proof : Note that c is used blindly and Tk is not included in it as a commitment value.

In this context an invalid T
′
k = π

′
a + c

′ × M
′
k·a can be produced by submitting a fake c

′

such that c = c
′ · c

′′
, where Hp(M ||Mk||π) = c contains the π target that we want to

attack. The invalid T
′
k could be transformed to a valid one via c

′′ × T
′
k, if c

′′ × π
′ = π.

However this would require to have a profile with a R
′

value such that c
′′ × R

′ = R.

Since r
′

is not controlled by the rouge client or a single node, this reduces to the DLP

for R
′
.

The second alternative is to attack M
′
k·a, such that when it is used in the token

computation results in c
′′ · m × A

′
k·c = πa − c

′′ × πa + c × Mk·a. From the token

transformation, c
′′ × πa is eliminated, resulting in a valid πa. However, to forge a

correct value for A
′
k·c = m−1 · (c′′−1 − 1) × πa + c

′′−1 · c × Ak, one needs to solve

the DLP for the unknown m value. Moreover, A
′
k·c requires a known scalar k · c that

depends on m in order to pass the e(Ak·c, G†) ?= e(Kc, A†) validation.

Theorem 7 A valid Tk cannot be forged within the defined threat model.

Proof : From Theorem 6, since (Ya, Ma) are secrets, only τ + 1 nodes can produce a

(Ya + x × Ma) combination with an interlaced x. From Lemma 7 and Lemma 8 we

conclude that Tk is non-malleable. A valid or invalid T
′
k cannot be transformed into a

valid Tk.

9.3.2 Pseudonymity disclosure

This section proves that the I �→ π mapping is not revealed from the token or any

other public parameters. Note that k can disclose the mapping, but this is not a

public parameter. We assume that the owner of an authorized k key already knows

the mapping.
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Lemma 9 The embedded information in session ψ (seq, tms, Ps) does not correlate

with the token public values (Tk, Mk, M, π, c, σk). Consequently, the session does not

reveal the I �→ π mapping.

Proof : Even in the presence of distinct values such as (seq, tms, Ps), the resulting

interpolations Li(mi) × G = M and Li(yi) × R = π does not contain any information

of those values. Mk is derived from M and Tk is derived from (Mk, π), with no

correlation with ψ. By definition c must not contain any information from the

session. Since the session is not used in the Access Request and the token has no direct

correlation with the session, the session does not reveal the I �→ π mapping.

Lemma 10 Values associated with the token (Tk, Mk, M, π, c) do not correlate with the

public parameters (R, Ar, Kc, Ak·c) that are associated with the profile I.

Proof : The results from c−1 × Kc = K and c−1 × Ak·c = Ak are also associated

with the token, but maintained in the private space of the client. Without prior

knowledge of (K, Ak) that are in the private space of the client, the payload c cannot

provide a correlation with (Kc, Ak·c), in the public space of federated nodes. The

main vulnerability is to get correlations via bilinear pairings. We will use subscripts

to include scalars in points such as m × A† = A†
m. Important pairing correlations are

in the list:

1. e(Tk, G†) = e(π, A†) · e(Mk, A†)c

2. e(Ar, G†) = e(R, A†) = e(A, R†)

3. e(Ak, G†) = e(K, A†) = e(A, K†)

4. e(Mk, G†) = e(K, M †) = e(M, K†)

5. e(Mk, A†) = e(K, A†
m) = e(M, A†

r)

6. e(π, G†) = e(R, Y †) = e(Y, R†)

7. e(π, A†) = e(Ar, Y †) = e(A, Y †
r )

8. e(π, A†) = e(Y, A†
r) = e(R, A†

y)
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We may recover useful information from 4), 5), 6), 7) and 8); however, we only

have access to (G†, A†) points in the G2 group. Also, there is no homomorphism

φ : G2 �→ G1 that can produce the required points. From this result we should notice

that Y † is also an important secret to retain anonymity. The interpolation that reveals

this secret Li(yi × G†) = Y † is never executed.

Theorem 8 The I �→ π mapping can only be disclosed by τ +1 multiparty computations

or by the owner of k, within the defined threat model.

Proof : From Lemma 9 and Lemma 10 we conclude that there are no direct correla-

tions disclosing the mapping. From the DLP hardness assumption and information-

theoretic security of Shamir’s Secret Sharing, τ shares are not enough to produce

the result from Li(yi × R) = π, where R �→ I �→ π. With r one could directly

map r × Y = π, but r is not known. With k one can connect c × K = Kc, where

K �→ Kc �→ R �→ I �→ π.

9.4 Results and discussion

Our measurements do not take into account the required latency to establish a

secure channel between the client and nodes. These values are not included because

different connectivity schemes may be deployed, i.e. maintaining a permanent

connection to prevent a re-connection penalty.

The simulation assumes the required parameters from a pre-existing setup. The

results are taken from a network simulation and API requests via function calls,

available in the tatadr.rs code file. start and request functions in the NetworkSetup

structure represents the Start Session and Token Request flows, where the verify

function in the Token structure performs the VerifToken.

The client spends an average of 1.15 milliseconds to initiate the session (before

sending any messages). Processing times for individual nodes for Start Session and

Token Request are stable at an average of 0.97 and 1.22 milliseconds, respectively,

with a standard deviation below 1. Token verification is stable at an average of 5.25

milliseconds, also with a standard deviation below 1. Only the aggregation of token

shares are dependent on the threshold configuration, reported in Table 9.1. Both

results follow τ in a linear pattern.
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Table 9.1.: The average time (in milliseconds) taken by the client to process and aggregate
τ + 1 shares, for Start Session and Token Response.

τ 4 8 16 32 64 128

start 6.272 10.107 20.295 34.089 65.221 128.949
response 3.477 5.402 10.563 17.490 32.932 64.987

9.4.1 Discussion

Using values from Table 9.1 we can extrapolate the expected latency for a token

generation when τ = 32. Assuming a client-node round-trip latency of 80ms, the

token can be produced in 2 rounds in about (1.15 + 80 + 0.97 + 34.1) + (80 + 1.22 +
17.5) = 215ms, an acceptable value for the level of security that the scheme provides.

Furthermore, the aggregation time taken by the client does not impact the scalability

of the number of nodes for the network.

Furthermore, there is an open issue in the π verification. A wrong yi share can result

in a valid Tk for a random forged π. However, applying Lemma 5 to yi shares, such

an attack cannot force the result to a known π. We assume it is hard to find an

existing and valid π for the token to be useful due to the DLP. However, this attack

can be used to perform a denial-of-service. From Harn et al. [195] work, we can

prove that π is correct or incorrect by using 2τ + 1 shares. With 2τ + 1 shares, the

recovered polynomial π(x) is correct if it has a degree of τ . Yet, this can be expensive

to compute and cannot detect the perpetrator of the wrong share. We leave this open

for further research.

9.5 Experimental setup

Experiments were carried out in a single machine running Linux (Ubuntu 18.04.1

LTS) with an Intel i7-7700HQ CPU @ 2.80GHz with 4 physical cores and 16GB of

physical memory. The tool2 to perform measurements is implemented in Rust3. Or

implementation uses a BLS12-3814 pairing-friendly elliptic curve from the BLS family

[205].

2TAT-ADR Tool: https://github.com/shumy-tools/tat-adr
3Rust-Lang: https://www.rust-lang.org
4bls12_381 from zkcrypto: https://crates.io/crates/bls12_381
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10Conclusion

Healthcare interoperability is not driven by a lack of standards [206]. Rather,

the main challenges are: adoption costs and complexity [207], gaps and overlaps

[208]. DLT has the potential to address some of these interoperability challenges by

providing: transparency, security, trust and, a reusable and cost-effective layer where

fundamental standards can exist. The Health Information and Management Systems

Society (HIMSS) defines interoperability at three levels: foundational, structural

and semantic1. It is an immeasurable work to tackle all these levels in a single thesis.

Our contributions are focused on the reformulation of foundational and structural

interoperability. The focus was on the following challenges:

• A standardized method of identifying patients. Although the IHE PIX profile

is defined primarily for this task, our target is not just to identify connected

records, but for patients to manage and be sovereign of their own identity.

The combination of SS-IDs and DLT has an enormous potential in improving

the current state of verifiable digital identities [209] and patient identifica-

tion. If we want to provide direct access to patients’ records, it is unrealistic

to expect that users will securely manage their profiles across hundreds of

different healthcare providers. This leads to poor password hygiene and slowly

turns those data curators into targets for hackers looking for large amounts of

personal data. This thesis addresses the challenges of identity management,

such as the cancellation and renovation of private keys when they are lost

or compromised. Achieving such a connection without using any sort of CA

requires new methods to validate the ownership of the new key. The challenges

are inflated when combined with pseudonymity and encryption features.

• Propose federated architectures to unify different data curators. Medical

records are inherently spread between different silos (hospitals, clinics, etc).

Connecting all these via a registry (central or distributed) is not the impeditive

part. Many attempts and solutions had already been made, largely by tackling

interoperability. Also, such architectures are designed for localized govern-

1http://www.himss.org/library/interoperability-standards/what-is-interoperability
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ments. DLT have enormous potential to scale such a registry to a worldwide

level. However, existing DLT networks are for the most part public, posing

security risks for the confidentiality of patients’ records. This thesis tackles the

difficulties of using public networks for medical records without compromising

patients’ sensible data.

• Improve GDPR compatibility via pseudonymisation and encryption. As

previously stated, GDPR creates incentives and relaxes several requirements

for controllers who pseudonymise and encrypt data. Although the applica-

tion of symmetric encryption is effortless for the most part, providing secure

key-management and key escrow is the main challenge in public networks.

Furthermore, the generation of pseudonyms using a secret suffers from similar

problems. This thesis proposes a distributed architecture that minimises the

disclosure of secrets by reusing public networks as much as possible. Only a

limited number of federated nodes are required to maintain a set of reusable

secrets, that are, for the most part, immutable and stable.

• Improve implicit and explicit routes for patient consent. Securing medical

records is kind of a “hurdle” due to the necessary exceptions to the rules.

Any access control mechanism in this field is not complete without providing

implicit consent routes (or mostly known as break-the-glass), necessary for

medical emergencies. However, such a mechanism is generally the weakest

link in the overall system security. This is exceptionally hard if we mix it

with other requirements, such as key management and pseudonymity. This

thesis is designed from the beginning to handle both consent routes without

compromising any of them, as well as maintaining other requirements.

GDPR is here to stay, and there are not many solutions for the problems presented

here. This is especially worrying in medical systems when protecting sensitive

information. Our proposal is able to work seamlessly with DLT, giving a single source

of truth with enhanced security and availability. We proposed an architecture for

unified pseudonymity, key-management and data minimisation, creating well-defined

frontiers between privacy realms. We support the emission of claims and attestations,

complying with the GDPR as much as possible. We addressed the limitations of current

pseudonymisation and key escrow methods with break-the-glass compatibility via a

(η, τ)-threshold architecture. This architecture offers protection against a collusion

attack (or failures) from τ parties out of η.
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Open challenges

There are still many challenges ahead when we consider real-world products and

deploys.

• Enforce interoperability standards across facilities. While organizations

agree on the importance of standardization, they often interpret and enforce

these standards differently. Sharing information across institutional boundaries

requires an understanding of the data structures in order not to limit their

usefulness. Although we can devise methods to evaluate and select interoper-

ability standards [210], DLT may be used as an automated and authoritative

mechanism, enforcing standardization and effectively providing regulation by

code [211].

• Coordinate policies across the industry. It is important to coordinate insti-

tutions to develop consistent policies in order to circumvent interoperability

obstructions. DLT can help to deploy, secure and enforce those policies via

Smart Contracts [159] or other scripting infrastructure. Additionally, new

emerging concepts like RegTech [212], representing the digitization of regula-

tory processes, may also add value to the technological solution. Digitization

and rule-based regulatory processes are capable of automating policies and

maintaining consistent decisions across domain boundaries.

• Ending data sharing impediments. In accordance with the report of the US

Congress from the Office of the National Coordinator for Health Information

Technology, information blocking [213] is still a prevalent problem in health

data exchange. However, by the “Right to Access” enforcement, this must

change. Also, the Centers for Medicare & Medicaid Services2 released guide-

lines3 to prevent information blocking or any actions that inhibit the exchange

of health information. When all the statements in the guidelines are met, a

“Prevention of Information Blocking Attestation” is released for the clinician or

group. DLT can further extend this to attest that data Processors are compliant

with guidelines to prevent information blockage.

2https://www.cms.gov
3https://www.cms.gov/Medicare/Quality-Initiatives-Patient-Assessment-Instruments/

Value-Based-Programs/MACRA-MIPS-and-APMs/ACI-Information-Blocking-fact-sheet.pdf
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• The “Right to be Forgotten” is in direct conflict with the ledger immutability.

Given the immutable and inalterable nature of the ledger, this conflict is a major

risk for adopting DLT. For the most part, this is achievable by not storing any

sensitive information on the ledger. Any sensitive information may be shared

by external channels, and the hash fingerprint can still be registered on the

ledger for integrity and non-repudiation purposes. However, assertions and

other sensible registers still live in the ledger. Some solutions opt for encrypting

the data [214] where destroying the key renders the data unreadable, assuming

this is no different from the scrambling process when data is deleted. However,

encryption schemes are doomed to fail through improved technology [183],

and encrypted registries with outdated schemes cannot be removed from the

ledger. This can be partially solved by maintaining an off-ledger connection

between these registries and the personal identification of the ownership. This

off-ledger binding can be deleted, and, if the remaining ledger information is no

longer traceable to the original owner, the registries are considered anonymous

and no longer fall into the GDPR. The “Right to be Forgotten” also means that

important access references are also forgotten, and data access can be lost

by invoking this right. This would also give the citizen the power to delete

certain assertion records (e.g. criminal and debt assertion records) that can

conflict with “to be responsible for our own acts”. This is not just a technical

problem, and, for a practical system to survive, this rule must be aligned with

the technical solutions.
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