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Abstract

Control engineering is a highly experimental field,
therefore, the more practice activities, the better
understanding of the basic concepts. On the other
hand, the class resources are never as plentiful
as desired, and the experiments require expensive
equipments and maintenance. This work proposes
a low cost experimental platform designed to be
used in control engineering subjects. Although the
tight budget has some drawbacks related to device
quality, particular solutions are proposed, leading
to a working platform with very good performance,
that has been used in different applications such as
lab practice classes and advanced control strategies
projects. The platform performance shows that the
use in both practice labs or controller design is
possible showing very good results.

Keywords: Control engineering, low cost plat-
forms, education, remote laboratory.

1 Introduction

Teaching control engineering is a challenging issue.
Besides the important theoretical background, the
field is highly experimental, therefore, a good
amount of practice is needed in order to achieve
an appropriate understanding.

The problem with experimental practice is that
the equipments and tools needed for laboratory
experiences are usually expensive, therefore, re-
sources must be well planned in order to comply
with a budget. Often this results in a reduced
number of experiments and a group planning.

Using today’s low cost electronics which are read-
ily available, this issue can be addressed in a differ-
ent way. Low cost lab equipment design can lead
to a greater experimentation opportunity, increas-
ing the student motivation and engagement.

Some authors have proposed similar ideas in pre-
vious works. For instance, in [1], a flow control
system kit is proposed with the intention of pro-
viding a portable system with a low price. Al-
though the cost is less than 1000 USD, which is

really lower than the commercial equivalent, this
platform is only affordable by an institution.

The cost of such equipment can be further reduced
or even totally waived using virtual simulations as
proposed in [2], but at the cost of losing the bene-
fits in a field practice lab, especially, the incentive
of working with a real system disappears.

More aligned with this proposal is the approach
of [3], which proposes a DC motor control sys-
tem with a price around 30 EUR (motor and con-
troller) or 80 EUR (including a Raspberry pi).
Note that these estimations are based on 2018
prices of specific vendors, and current cost may
differ.

In this work, we have developed a new low cost
control platform based on a similar idea, but with
a reduced set of components. The proposed sys-
tem is composed by:

• Single board computer (SBC).

• General purpose input output (GPIO) sys-
tem.

• H bridge driver.

• Plant.

• Sensor.

Due to the fact that SBC boards like Nvidia Jetson
or Raspberry Pi usually include a GPIO system,
we propose to use them for direct driver control,
reducing even more the platform cost but retain-
ing all the system features. For convenience, all
the components can be arranged using a printed
circuit board as shown in Fig. 1, or mounted on
a 3D printed support (not shown in the figure).

In our case, the hardware selected is:

1. Pololu DC motor model FIT0482.

2. Hall effect encoder with 28 pulse/rev.

3. TB6612FNG driver.

4. Convenience PCB.

XLIII Jornadas de Automática

295

Educación en Automática

https://doi.org/10.17979/spudc.9788497498418.0295



J kgm2

fv Nms
k Nm/A
R Ω
L H
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as the spikes will make the derivative component
unstable.

2.1 Signal quality enhancement

Two solutions are proposed to smooth the veloc-
ity measurements: 1) filter the output signal and
2) use a state observer to estimate the velocity
variable through the system state.

In the filter case, the system dynamics must be
conserved while removing the unwanted effects.
Figure 2 shows a time constant below 0.03 s (ex-
actly 0.027 s), which provides a system frequency
around 37 rad/s. Using a lowpass filter just above,
for instance 40 rad/s, will keep the system dynam-
ics while removing unwanted measurement values.
The filter results are shown in Fig. 2.
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Figure 2: Plant velocity output (rad/s) showing
disturbances. Original and enhanced signal ver-
sions.

The other option proposed to enhance the signal is
a state observer. This technique uses a state space
model with a feedback loop that corrects the state
estimation based on the plant measurements of in-
puts and outputs. Adjusting properly the observer
gains, the model state values can be very close to
the real plant. The observer application results
can be seen in Fig. 2. For further detail on the
state observers theory see, for instance, [5].

Comparing the results, it is obvious that the ob-
server has a better accuracy and provides smother
results for velocity estimation. Just in the case of
a motor shaft blocking (torque disturbances), the
output tracking is worse compared to the filter.
That is because the observer estimation depends
both on inputs and outputs of the system, and
the motor blocking disturbances are applied while
keeping the input constant (in this case a 3V in-
put). On the other hand, the filter has a worse
predictive behavior as it depends just on output

signal and does not have a system model, but can
track more closely the plant output in the case of
torque disturbances.

Once the signals are correct, both in velocity and
position, it is possible to close a loop in that vari-
ables, allowing us to propose a solution to the dead
zone issue.

2.2 Dead zone removal

Dead zone can be addressed using a closed loop
scheme diagram like the one shown in Fig. 3,
where C is a controller tuned for some desired
specifications, and Gv is our plant in velocity ac-
tuation mode, being voltage the input (u) and the
smooth velocity signal the output (y).

θ̇r

−

+

C Gv

ye u

Figure 3: Velocity closed loop for dead zone re-
moval.

In this way, using a proportional integral con-
troller (PI) in the block C can solve the dead zone
in the following way: whenever the velocity goes
to zero, the integrator ramps up the control sig-
nal until the system starts moving, allowing to
reach any speed at the motor shaft, no matter
how small.

Once the problems are addressed, the educational
applications proposed will be discussed.

3 Educational applications

In order to use the platform as an educational tool,
two interesting activities can be proposed: lab ex-
periments (local or remote), and controller design
projects.

The laboratory experiments can be designed us-
ing the platform as a plant to be controlled. For
instance, the student exercise could be finding the
PID controller that fulfills some specifications, or
perform a system identification, or any control
task involving inputs, outputs and controllers.

Usually, this kind of activity requires a specific
interface in order to act on the system behavior,
like controller parameter configuration, or set the
control reference. Given that the chosen platforms
work under the linux 3 environment, there are lots

3https://www.kernel.org/
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of tools that can be used. Probably, the best op-
tion in this case is to use a web interface, which
provides a rich environment for user interaction
and allows both local and remote connection pos-
sibilities. Figure 4 shows an example of the PID
tuning lab web interface used during the remote
lab experience.

Figure 4: Example of web interface designed to
practice position and angular velocity control us-
ing feedback and a PID controller.

Notice how the dialogues allow to configure the
parameters and target reference, and also run the
experiment.

In the case of a controller design project, the stu-
dent must have a platform for personal use (own
or borrowed). In this way, a direct access to the
plant inputs and outputs is available through the
libraries mentioned before, allowing us to define
any control scheme desired.

An obvious application for this setup is to pre-
pare the final project at engineering degrees. In
this case, the platform allows to define a control
strategy with the student, and develop specific al-
gorithms and experiments.

At the moment, we have concluded three final de-
gree projects using this platform, and two are in
the way. Some details of these project results are
discussed next.

4 Results

The following projects have been developed using
the low cost platform:

• Robust control strategies based on Internal
Model Control for servo motors and soft
robotics [6].

• Design and application of linear quadratic
controller in electromechanical systems [4].

• Development and implementation of control

algorithms based on Extremum Seeking Con-
trol for robotic systems [7].

Each project has implemented a different control
scheme to obtain a servomechanism with an accu-
rate and constant velocity or position output. The
three strategies proposed were internal model con-
trol (IMC), linear quadratic regulator (LQR) and
extremum seeking control (ESC). An overview of
the results obtained are discussed below.

4.1 IMC regulator

Internal model control scheme is based on two
models, the plant model and a filter defining the
desired system behavior. The idea behind this
controller is really simple. Using the inverse plant
model, it is theoretically possible to cancel the
plant dynamics and get a perfect reference sig-
nal tracking. The problem with this approach is
that, as plant models use to be causal, the inverse
usually don’t. This is where the filter becomes im-
portant. Choosing an adequate transfer function
(normally adding poles to compensate the inverse
model order) for that filter, the regulator can be
causal and the behavior can be specified by the
filter dynamics.

With that strategy any performance can be
achieved using an open loop control scheme, but
given that model accuracy is never perfect, there
will be differences between model and plant, lead-
ing to a different behavior. In order to achieve er-
ror canceling, a feedback branch is normally used,
which compensates the system input in the case
of a mismatch between plant and model behav-
iors. A block diagram of this scheme is presented
in Fig. 5.

Figure 5: IMC control block diagram.

In the figure, plant (G) and plant model (G̃) are
fed with the controller output signal (u), which is
obtained as the controller’s (Q) response to the
error input (e). The controller transfer function is
computed as shown in Eq. (3).

Q =
f

G
, (3)
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where f is the filter that specifies the system be-
havior, usually of the form 1/(λs + 1)n, being n
the non-causal order to cancel in the model inverse
function. See [8] for more details on this control
strategy.

During this project the IMC scheme was success-
fully applied to the proposed low cost plant, ob-
taining very good results. In this case the goal
was to develop a velocity servo. The performance
specification filter used in this case is the follow-
ing:

f =
0.05z

z2 1.6z + 0.65
. (4)

Using a discrete version of the plant model de-
scribed in (1), and the filter shown in (4), the con-
troller Q was obtained according to (3). The IMC
application to control the motor velocity is shown
in Figs. 6 and 7 for a 500 rad/s step input.

Figure 6: Performance specification in the IMC
controller case.

Figure 7: Real behavior of the IMC controller.

The performance in this case is really impressive.
Although the output signal is not smoothed at all,
the time response of the plant and specifications
are really similar, and the IMC feedback branch
effectively solves the issues described before.

For more information on this project see [6].

4.2 ESC control strategy

Extremum seeking control is a very wide field (see
[9]). In this case, the applied method is cur-
rently known as Gradient-Based Extremum Seek-
ing Control (GESC) as described in [10]. It is
based on continuous measurement of a cost func-
tion which maps an optimization parameter versus
the actuation variable. It uses the gradient of that
function to track the optimum point in real time.
However, in this case, filtered estimates of the gra-
dient are used. An important parameter in this
type of control is the slope factor, that controls
how fast the algorithm converges to the extreme.

Using an observer based on the plant model de-
scribed in (1), and a slope factor of 10−6, the re-
sults for a 500 rad/s input step is shown in Fig.
8.

Figure 8: Time response under a 500 rad/s input
step for the ESC controller.

Note that this algorithm is quite slow, which is due
to a very small slope factor. It is needed because of
the noisy signal available in velocity. This factor
can be raised when the cost function keeps stable
enough along the experiment.

For more information on this project see [7].

4.3 LQR control strategy

This optimization strategy is able to determine the
feedback gains in a state feedback control scheme.
The final performance specification of the system
depends on the choice of matrices Q and R. This
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allows to penalize the feedback if individual states
of the state vector by adjusting the Q matrix, or,
in a similar way, the inputs vector through R ma-
trix. For more information on this strategy see
[11].

Therefore, LQR allows us to adjust what is impor-
tant to the user. For instance, to save energy in
our system when an actuator is expensive, chang-
ing matrix R that corresponds to the given actu-
ator can reduce the actuation effort while keeping
the stationary behavior.

Using the plant model described in (1), and the
identity matrices for both specifications, Q and R,
the LQR application to control the motor position
provides the results shown in Figs. 9 and 10 for a
1000 rad input step.

Figure 9: Real behavior of the LQR controller
case.

Figure 10: Control signal of the LQR controller.

The performance in this case is really good, but, as
the controller was applied to the open loop plant,
there is a dead zone as discussed before that pre-
vents the system to achieve zero error. Note that,
after reaching an actuation throttle value of 10

(10% of the full actuation value), the motor stops
and the control cannot continue.

Nevertheless, this issue can be solved with a low
level loop as described before, and taking that sys-
tem as the plant to design the controller.

For more information on this project see [4].

5 Conclusions

This paper presents the development of a low-cost
platform for educational applications in control
engineering. A platform with these characteristics
has a large number of advantages, among others,
a greater availability of equipment to prepare lab-
oratory experiments and the possibility of person-
alized control projects for each student.

However, the reduced price implies a deterioration
of the system characteristics, making control more
difficult. This could be an asset in describing pos-
sible failures in real systems, although in order to
design a practice similar to those currently exist-
ing, two problems must first be solved: optimize
the output system signals and remove the motor’s
dead zone.

The proposed solutions involve filtering the sig-
nals or estimating them using state observers, or
creating a low-level control loop. The solution to
these problems extends the platform purpose, al-
lowing the design of many different practice ses-
sions, from basic to advanced levels of teaching.

However, the platform can also be applied (and
has been applied) in the development of control
projects where the student solves these problems
by proposing a control technique, which can be
existing or novel.

In this sense, three projects have been carried out
with different control strategies: IMC, ESC and
LQR. The results are very good in all cases, al-
though the ESC control is not as good as the oth-
ers.

These results validate the platform as a real alter-
native to the current control mock-ups, but have
several extra features, such a reduced cost and
size, or the possibility to run the practice in a re-
mote location.
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