
ÉNDOXA: Series Filosóficas, n.o 46, 2020, pp. 383-412. UNED, Madrid

THE INTERNET AT THE SERVICE OF SOCIETY: 
BUSINESS ETHICS, RATIONALITY, AND 

RESPONSIBILITY

INTERNET AL SERVICIO DE LA SOCIEDAD:
ÉTICA EMPRESARIAL, RACIONALIDAD Y 

RESPONSABILIDAD

Wenceslao J. GONZALEZ*

Center for Research in Philosophy of Science and Technology, 

University of A Coruña

Abstract: Serving the community is what the Internet — in the broad sense — 
does in many ways, within the knowledge society. The layers of its ontological structure 
— technology infrastructure, the Web, and the cloud computing, practical applications 
(apps), and the “mobile Internet” — are in principle at the service of society. This 
service is carried out by companies, which are ethically assessable insofar as they are 
“social subjects.” Their public service purpose at the three layers during the coronavirus 
lockdown is considered here.

Within a framework of business ethics, this article looks deeply at companies as 
“social subjects.” They contribute decisively to a multilayered reality that reaches half of 
the world’s population. The analysis of this network of networks is carried out through
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 rationality and responsibility. Thus, this paper analyzes its ethical responsibility based 
on the social ontology of business firms and the ethical problems according to the kind 
of rationality involved in the companies — micro, meso, or macro — in accordance 
with their goals. Then, from the perspective of service to society, this study reflects on 
business ethics of the Internet — in the broad sense — in two directions: 1) the need for 
evaluative rationality or rationality of ends, because instrumental rationality or rationa-
lity of means is insufficient for ethics, and 2) the importance of combining individual 
responsibility with social responsibility.

Keywords: Internet, Web, cloud computing, apps, “mobile Internet,” public ser-
vice, society, business ethics, rationality, and responsibility.

Resumen: Servir a la comunidad es lo que Internet — en sentido amplio — hace 
de muchas maneras, dentro de la Sociedad del Conocimiento. Las capas de su estructura 
ontológica — la infraestructura tecnológica, la Web y la nube, las aplicaciones prácticas 
(apps) e “Internet móvil” — están, en principio, al servicio de la sociedad. Este servicio 
lo llevan a cabo las empresas, que son evaluables éticamente en la medida en que son 
“sujetos sociales”. Aquí se considera su finalidad de servicio público en las tres capas 
durante el confinamiento por el coronavirus.

En el marco de la Ética empresarial, este artículo profundiza en las empresas como 
“sujetos sociales”. Contribuyen de manera decisiva a una realidad de varias capas, que 
alcanza a la mitad de la población mundial. El análisis de esta Red de redes se realiza a 
través de la racionalidad y la responsabilidad. Así, este trabajo analiza la responsabilidad 
ética en ella, basándose en la Ontología social de las empresas y en los problemas éticos 
según el tipo de racionalidad presente en las empresas — sean micro, meso o macro —, 
a tenor de sus metas. Después, desde la perspectiva del servicio a la sociedad, este estudio 
reflexiona sobre la Ética empresarial en Internet — en sentido amplio — en dos direc-
ciones: 1) la necesidad de una racionalidad evaluativa o racionalidad de fines, pues la 
racionalidad instrumental o racionalidad de los medios es insuficiente para la Ética, y 2) 
la importancia de combinar la responsabilidad individual con la responsabilidad social.

Palabras clave: Internet, Web, la nube, aplicaciones prácticas (apps), “Internet 
móvil,” servicio público, sociedad, Ética empresarial, racionalidad y responsabilidad.
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1. Theoretical Framework: Companies as “Social Subjects” and the 
Public Service Purpose

The Internet — in the broad sense — is today at the heart of the knowledge 
society, which is at the center of a new historical stage — hyperhistory (Floridi, 
2014, 1-24) — and serves that society in many ways.1 This network of networks 
is the main framework for businesses worldwide, which is a new phenomenon that 
requires analysis from business ethics, with weight on the reflection on rationa-
lity and responsibility. The analysis considers the three principal components or 
layers of this network of networks: 1) the technological infrastructure (or the 
Internet sensu stricto), 2) the present Web, and 3) the cloud computing, practical 
applications (apps) and the “mobile Internet.” 2 De facto, large corporations, 
medium companies and small business firms all have a role in each of the three 
major layers of this complex system. 

Each component listed is, in principle, at the service of society.3 According to 
their structure and dynamics, they can fulfil a social function through companies 
(micro, meso or macro). This can be a fact, but it can also be a value (specifically, 
a value that is not only social but also strictly ethical). (i) As a fact, the social 
function of the three main components of this complex system — the Internet, 
the Web and the cloud computing, apps, and the “mobile Internet” — can be 
understood from an instrumental or operational viewpoint. In principle, they 
carry out their tasks effectively, if not efficiently,4 as the Covid-19 crisis has pro-
ved. (ii) Considering the social function as a value, then this aspect assumes that 
it is something worthy of merit — social and even ethical — in the technological 
infrastructure, the Web or the apps, cloud computing and the “mobile Internet.” 

1  The Internet comes from an artificial design oriented towards information and communi-
cation, which when opened to the public progressively changes social activity and had rea-
ched half of the world’s population by 2019 (cf. Meeker, 2019).
2  Each of them has its peculiarities in terms of business management, cf. The Economist 
(2018b, p. 5). On the “mobile Internet” analyzed in the context of prediction, see Yap, 
Chong, and Liu (2020).
3  This is compatible with recognizing that improper or even harmful use may be made by 
some organizations or specific agents. Such misuse can be located in the design, in the aims, 
in the processes or with respect to the expected results.
4  As frequently happens with human designs, the tool can be used for purposes other than 
those expected, such as social networks and fake news (as has again been seen during the 
coronavirus epidemic).
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This value would be attributable to companies as social organizations and to the 
agents working in them. 

Within the social function as a fact and as a value of each component or 
layer, there is then a public service purpose. 1) This is a specific feature of inten-
tionality of the activity performed.5 Thus, there is a sought-after purpose that 
gives meaning to the activity carried out. 2) It involves a disposition towards 
what is presented as ought to be, so rational decision making looks more towards 
the optimum,6 rather than limiting itself to the routine or mere fulfilment of a 
task. 3) The public service purpose includes a sense of ethical responsibility within 
a social context, so the motivation to serve has to do with contributing to the 
good of a social entity or society as a whole.7

This feature of public service purpose of each layer applies to companies — 
whether small, medium or large — insofar as a company can be a “social sub-
ject.” This approach requires the acceptance of a social ontology, where business 
firms are considered “subjects” to what are applicable notions such as causes,8 
reasons and motives.9 Accordingly, the characterizations of the theory of social 
action can be used for companies (cf. Tuomela, 1991, 1996, 2007), but knowing 
— as Herbert Simon defended — that in these cases the whole — the organiza-
tion — is more than the sum of the parts (cf. Simon, 1991a).

As a characteristic of a subject, either individual or social, the public servi-
ce purpose can be something conscious and deliberate. Hence, it involves free 
human actions and, therefore, an activity that can be evaluated ethically. In this 
regard, we need then to consider four aspects: a) the ends sought, b) the means 
used, c) the results obtained, and d) the consequences that follow from these 

5  Intention and intentionality are two different concepts, both from the point of view of the 
social sciences and from the perspective of ethics. Because “intention” is an unobservable 
mental act, while “intentionality” is a feature of an activity. See von Wright (1983, p. 42). 
This has a very clear incidence for the philosophical-methodological characterization of pre-
diction in Economics, cf. Gonzalez (2015a, pp. 186-188).
6  Rescher distinguishes between the “optimum,” which is what a person can achieve, and the 
“maximum,” which is the limit of the human being. Cf. Rescher (1987).
7  Prima facie, this characteristic favor that, in given circumstances, the public service purpo-
se can be altruistic in ethical terms.
8  On the characteristics of the causes, see Gonzalez (2018a).
9  “Motive” here means that which determines the tendency or choice of a subject, while 
“intention” looks towards that to which the subject tends or chooses when he or she decides to 
act (cf. Anscombe, [1957] 1963, p. 18).
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actions. Thus, in the three main layers of the network of networks (the Internet, 
the Web, and the cloud computing, apps and the “mobile Internet”), the actions 
of companies can show the characteristics of the public service purpose, which 
might be a fact and also something assumed as a value. Among the requirements 
is, first, the need for rationality in selecting ends and means, where evaluative 
rationality is crucial in order to be of real service;10 and, secondly, there should be 
responsibility in actions, so that the purpose of service to society is truly sought, 
rather than the preference for maximum profit or an economic return regardless 
of other parameters.

Historically, when the Internet and the Web started, the public factor pre-
vailed in the service of society, although the recipient of the innovation was just 
one sector of society (military or scientific). Both Arpanet — the predecessor of 
the Internet — and the Web were born in public entities for communal purpo-
ses. Their originators had a public service purpose. They thought of service to 
society as the common thread of their contributions. Even today, both Vinton 
Cerf, a key figure in the Internet (cf. Cerf, 2014), and Tim Berners-Lee, the 
designer of the Web,11 maintain the will to preserve their contributions for the 
common good. 

Thereafter, with the progressive commercialization of the network and the 
Web,12 the “social subject” came to figure primarily in the field of the private 
sector. A huge diversification then took place, with many new initiatives, such as 
large corporations, mainly in the technological sector: Google, Apple, Amazon, 
Microsoft, etc. Commercialization has been increasingly visible in the third layer 
— the cloud computing, practical applications (apps) and the “mobile Internet” 
— where the social dimension has been accompanied by scientific creativity and 
technological innovation (cf. Gonzalez, 2020a).

Now, after several decades of intense development, we are in a position to 
elucidate philosophically how the Internet — in the broad sense — is at the 
service of the society. This involves several aspects. I) The fact and the value of 
the service to society provided by the Internet during coronavirus lockdown. 

10  Evaluative rationality deals with ends, cf. Rescher (1988, pp. 92-106).
11  See World Wide Web Foundation (2019).
12  On how the initial idea of an information and communication tool (first for military and 
then for universities) changed in a strongly commercial Internet (in the broad sense), see 
Greenstein (2015).
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II) The ethical problems of the three main layers of the Internet considered in 
two directions: a) ethical responsibility based on the social ontology of business 
firms, and b) ethical problems according to the kind of rationality involved. III) 
Business ethics in the Internet looking at rationality and responsibility. On the 
one hand, this philosophical analysis focuses on the decision-making in business 
ethics as related to the rationality of ends and to the rationality of means; and, 
on the other, it pays attention to the decision-making in business ethics as linked 
to individual and social responsibility.

2. The Internet at the Service of Society During Coronavirus 
Lockdown

As lockdown in several European countries due to the Covid-19 crisis has 
highlighted, the network of networks has had a clear social function at the service 
of society as a whole (local, regional, national and international).13 This fact has 
happened in each of its three ontological components (the Internet, the Web and 
the cloud computing and apps), which are the successive layers of its structure 
as a complex system.14 Initially, service to society appears on the technological 
platform — or the Internet as such — insofar as gives support to the other layers. 
Then the service in the Web — with its multitude of social networks — and in 
the cloud and manifold practical applications (apps) (cf. The Economist, 2018b, 
p. 5).

Furthermore, this service to society is also a value, which is appreciated at the 
micro, meso and macro levels of the configuration of this network of networks. 
This is recognized by the social agents in the various situations: (i) individuals 
and small groups; (ii) medium enterprises and regional organizations; and (iii) 
large corporations and national and international organizations.15 Many of the 
benefits of using the network of networks during the lockdown of the coronavi-
rus epidemic in each country have been short-term. But what has been learned 

13  The lockdown experiences of the various countries during Covid-19 have characteristics 
of a “social experiment:” they allow a comparison in terms of objectives, processes and results. 
The consequences are what is derived from what was done in each case.
14  “The Internet was designed in a layered fashion” (Clark, 2018, p. 37).
15  Multi-agent organizations are designed to deal with global problems. From an operational 
viewpoint, they function as an agent that articulates teleological, interactive, autonomous, 
adaptive... Cf. Floridi (2014, 180-181).
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in the isolation generated by regulations to deal with the international pande-
mic may have medium- to long-term effects (e.g., for online learning). These 
experiences will be especially important if another situation of such strong social 
vulnerability occurs again.

First, the technological platform serves as the basis for the complex informa-
tion and communication system. This technological support configures what, 
strictly speaking, is the layer of the Internet. This includes two types of services 
to society: I) an Internet Infrastructure Provider [IIP] (cf. Clark, 2018, p. 145), 
which is the background technological network that allows the worldwide con-
nection of users (individuals, groups, organizations, corporations, governments, 
transnational bodies, etc.), and II) the Internet Service Provider (ISP), which is 
the company that connects users to the general technological network. 

Both provide an unquestionable service to society, because they constitute 
the basis by which we can use the network of networks for any other social 
activity: economic, professional, cultural, educational, etc. These two main com-
ponents of the technological facet (IIP and ISP) have been key to being able 
to perform tasks during lockdown due to Covid-19. Certainly, the companies 
in both cases provided a service that avoided the complete isolation of many 
people and allowed interpersonal communication and teleworking. In this sense, 
these companies contributed de facto to social cohesion. In the second case, the 
Information and Communication Technologies (ICT) of the users promoted 
the sociality of individual confined agents and allow management (economic, 
social, cultural, etc.).16 

It is certainly a type a service that has an economic component, which is jus-
tifiable in terms of the search for a common good (that is, something of a general 
nature that benefits each of the users).17 These companies provide a service to 
social life, but their activity is not driven by genuine acts of altruism, either in 

16  Network traffic has been so intense in confined countries that the big Internet TV com-
panies (OTT, such as Netflix or HBO) have had to lower the quality of their broadcast, to 
leave bandwidth for other tasks. In the case of lockdown in Spain, the average is 79 hours per 
week attached to the screen, according to Nielsen ‘Digital Consumer 24 hours Indoor’ report 
in collaboration with Dynata, cf. Hi-Retail (2020).
17  It is understood that the “common good” adds social and anthropological nuances to the 
notion of “public interest.” Cf. Douglass (1980) and Simm (2011).
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the ethical sense of the word18 or in other possible usages.19 Thus, although the 
service can be used to carry acts of solidarity between individuals, groups or 
organizations, the origin of the service does not seem to be focused on solidarity 
from the outset.20 

Second, the Web played a key role in Covid-19 lockdown for many reasons 
(social, educational, economic, cultural, etc.) and has contributed to a sense of 
community while the public isolate. Historically, this layer was designed on 12 
March 1989 by Tim Berners-Lee with a mind of public service purpose, because 
he wanted to achieve a fluid communication among the large number of CERN 
researchers. But the name he gave his design — WorldWideWeb, which was 
initially one word — (cf. Hendler, forthcoming)21 highlighted that he wanted it 
to be at the service of the whole of society. Since then the Web has had a spectacular 
development, which has expanded in each of the new versions (2.0. 3.0, etc.) 
[Hendler and Golbeck, 2008] and, in addition, has given rise to the science of 
the Web (Hendler and Hall, 2016; and Hall, Hendler, and Staab, 2016).

Through the Web — during the public restrictions due to the diffusion of 
the Covid-19 — we have been able to reach almost all aspects of social life: a) 
economic information and management (many forms of e-commerce); b) edu-
cational activities (through the platforms like Moodle or Google hangouts); c) 
interpersonal relationships in many ways (mainly through the webmail, social 
networks, Skype for face to face telephone calls or Microsoft Teams for lecturing 
on line); d) entertainment and information (by means of audiovisual platforms 
like YouTube); e) an alternative to television and cinema (with television over 

18  Commonly, in the usage that prevails in ordinary language, “ ‘altruism’ expresses a moral 
pro-attitude in the speaker. Surprisingly, this aspect of the term has escaped a closer inspec-
tion in the existing philosophical literature” (Schefczyk and Peacock, 2010, 177). 
19  Philip Kitcher has distinguished several types of altruism, such as biological, within an 
evolutionary context; psychological, when it is concerned some kind of intentions; and beha-
vioral, which is a type of social behavior (cf. Kitcher, 2010). Previously, Herbert Simon had 
associated altruism with a type of economic behavior with an evolutionary component of 
adaptive rationality (cf. Simon, 2005).
20  In experimental economics, an attempt has been made to measure the level of solidarity 
of participants in games, usually designed for university students (cf. Selten and Ockenfels, 
1998). Solidarity is a more intense concept than reciprocity (do ut des) or collaborative 
action (group cooperation), since it involves donating something of one’s own (money, time, 
etc.) to others without expecting, in principle, feedback or measurable benefit (i.e., a specific 
profit). 
21  When the pages of this paper are cited, they correspond to Hendler’s original text.



 391

ÉNDOXA: Series Filosóficas, n.o 46, 2020, pp. 383-412. UNED, Madrid

top, OTT, in platforms like Netflix, HBO, Movistar+, etc.); f ) a source for 
international, national and local news (with the online newspapers); g) some 
practical activities of an ordinary type (such as ordering food from companies 
with home service), etc.

Third, the cloud computing, practical applications (apps) and the “mobile 
Internet” is a layer that performed a service to society, mainly by their association 
with a multitude of mobile phones (now 4G and soon 5G).22 In this regard, “the 
word cloud is a bit misleading — it tends to imply something amorphous and 
indefinite in form. Cloud computing, in its physical manifestation, is anything 
but indefinite in form — cloud computing platforms can be buildings the size 
of a football field, housing hundreds of thousands of processors, and drawing 
(and dissipating) megawatts of power” (Clark, 2018, 301-302). The cloud has 
one advantage for the service: in addition to relying on the Internet, it also uses 
other networks that have been developed with the same Internet technology. 
Thus, “cloud providers use these networks to reach their enterprise consumers, 
thereby shielding that traffic from various attacks and fluctuations in performan-
ce” (Clark, 2018, 307).

Meanwhile, the practical applications or apps “rely on the same web archi-
tectures” as web browsing (cf. Hendler and Hall, 2016, 704). Thus, they have 
had, to a large extent, a social function similar to the Web in terms of service to 
society, even though many of them have a clear local focus. Within the recent 
lockdown, some aspects stand out: (i) increased communication through messa-
ging tools such as WhatsApp (owned by Facebook); (ii) a growing use of mobile 
phones to make payments via electronic banks; (iii) apps offering medical and 
pharmacological information about Covid-19, where some are clearly altruistic 
in a social sense; and (iv) free access to apps with cultural content (such as tuto-
rials for learning issues) or oriented towards entertainment activities.

22  One of the relevant aspects from the social point of view is that “Huawei holds many 
crucial patents on superfast 5G mobile networks” (The Economist, 2019h, 57).
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3. Companies as “Social Subjects” in the Face of the Internet as a 
Multilayered Reality

For the analysis of the service to society of the network of networks, seen 
from an ethical point of view, we need to consider companies — large, medium 
or small — as “social subjects” in the face of the Internet — in the broad sense 
— as a multivariate reality. In this regard, for the characterization of companies 
as ethical subjects of free human actions, we need to ponder the reality on which 
they act — the various layers of the network of networks pointed out —23 and 
the limits attributable as subjects in terms of responsibility and rationality. These 
three principal layers — the Internet sensu stricto, the Web and the manifold 
applications, cloud computing and the “mobile Internet” — have been developed 
over the years and they have different goals. 

When the focus is on the Internet as a framework for business ethics and the 
issue of public service purpose, at least two aspects need to be considered: first, 
its ontological status as a multilayered reality and, second, the goals of the diverse 
layers. In this regard, the Internet is a complex system (cf. Schultze and Whitt, 
2016), both in structural and dynamic terms (cf. Gonzalez, 2018b). Thus, the 
decision-making concerning its structure and dynamics involves several kinds of 
rationality: cognitive, practical and evaluative.24 The degree of ethical responsibi-
lity depends to a large extent on the scale of concentration or decentralization in 
each layer, i.e., the kind of organization available and its limits.25 Hence, when 
the complex structure of the Internet receives an ethical analysis, rationality and 
responsibility have a role:

I) Each layer of the Internet as a complex system — the network, the Web 
and the manifold applications, cloud computing and “mobile Internet” — can be 
connected to the diverse levels of ethical elucidation. This can be made according 
to two main factors: a) the ends sought in each case, which vary in the degree of 
generality, and b) the means used to reach them. Furthermore, each layer, insofar 

23  Ontologically, the Internet was designed with layers (cf. Clark, 2018, 37). The three main 
layers or tiers mentioned in this paper can be conceived as successive in dynamic terms, but 
not necessarily as dependent in terms of their structure.
24  These are the main three kinds of rationality from a general perspective, cf. Rescher 
(1988, 2-3).
25  China’s Internet is already the most centralized by far. It has been considered “a perfect 
example of a Hamiltonian internet for maximum control” (The Economist, 2018c, 9).
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as it is a human design, includes aspects of cognitive, practical and evaluative 
rationality, which are relevant for aims, processes and results. The type of service 
provided and the possible public service purpose of the companies depends on 
the type of activity of each layer, since on the technological platform it is much 
more impersonal than in the social networks of the Web or in specific practical 
applications (apps).

II) Normally, for both design and development, each layer comes from a free 
human activity of a collaborative kind. But it can also be a competitive activity, 
within the company or with respect to another. There is ordinarily responsibility 
of the individuals, groups and organizations that have developed those designs, 
which can vary greatly in terms of the designers’ commitment to service. In 
addition, each layer has specific ethical problems to be discussed due to the kind 
of human activity involved, which can be scientific, technological and social (cf. 
Gonzalez, 2018c). Some of the ethical problems included in each level of the 
Internet are related to business ethics. This is especially relevant when it comes 
to the use of personal data, such as on social networks or in the cloud computing. 

Relevant here for the characterization of “social subjects” in terms of ethi-
cal evaluation is the external dynamics of the Internet. This dynamic, which is 
imbued with historicity,26 is related to its threefold setting: artificial, natural and 
social. In the case of the social milieu, the dynamics goes together with the three 
kinds of relations: (i) between the agents themselves developing the Internet as 
a whole, (ii) the agents with the organizations, such as companies, providing 
support for this network of networks, and (iii) the agents with the public in 
general, which is placed within a historical context. 

Ontologically, the artificial component has special weight, both in structural 
and dynamic terms. The first level or bottom layer is the network as such: the 
technological infrastructure itself, which is located at the initial level of ethical 
evaluation. This layer has “all the protocols that allow different sorts of networks 
and devices to exchange information, or ‘internetwork’ (hence internet). At that 
level, it is still largely decentralised: no single company controls these protocols 
(although the number of firms providing internet access has dropped sharply…)” 

26  Historicity is a feature of human design, which together with the artificial component has 
a social dimension and usually has a link with the natural environment. This historicity 
unfolds in an internal dynamic and an external dynamic. Cf. Gonzalez (2013b).
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(The Economist, 2018b, 5).27 Usually, Internet Infrastructure Provider organiza-
tions are large corporations, often from the field of telephone communications, 
whereas Internet Service Provider organizations may be branches of the former 
or smaller companies (local, regional or national).

Above the network is located the second layer: the Web. It has changed 
intensely since 30 April 1993, when “the European Organization for Nuclear 
Research (CERN) announced that the World Wide Web it had created would 
be free to everyone” (Floridi, 2014, 18). De facto, the second layer “has become 
much more concentrated. This is particularly true of the web and other inter-
net applications, which include many consumer services, from online search to 
social networking” (The Economist, 2018b, 5). The ethical problems are more 
noticeable in some social networks, such as Facebook, because of the controversy 
around privacy following the use of personal data by Cambridge Analytica.28 

On top of the network and the Web is the third layer, where all the extensions 
of the Internet have been spawned, including online commerce and banking. To 
some extent, there is a clear centralization due to the technological mediation to 
reach the expected aims. In this regard, a small number of companies have a large 
part of the sales, insofar as “most people use one of two smartphone operating 
systems: Apple’s iOS or Google’s Android. Cloud computing is a three-horse 
race among Amazon, Google and Microsoft” (The Economist, 2018b, 5). All the 
apps, the smartphone operating systems and cloud computing are located at this 
layer, where the Internet is now hugely commercial. Moreover, it is particularly 
useful for practical purposes and is also a source of ethical issues (such as those 
related to privacy and information security). 

27  “In the 1990s America’s telecoms industry was split between two rival factions. On the 
one side were the ‘bellheads’, name after the former telephone monopolist, Bell (…). They 
believed in proprietary technology, vertical monopoly and deference to regulators. Set against 
them were the ‘netheads’. They have grown up with the internet, which is based on ‘packet 
switching’: information is digitised, cut into small packets, each routed along the best availa-
ble connection to the destination, and then recombined. Netheads favoured opensource 
software, collaboration between firms and decentralised decision-making” (The Economist, 
2020, 47).
28  Facebook “had to admit that it had shared the personal data of 90m users with outside 
firms without permission. It late suffered a data breach affecting 50m users” (The Economist, 
2018d, p. 58). This scandal led to new discussions on the need for new privacy laws, cf. The 
Economist (2019a).
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3.1 Ethical Responsibility based on Social Ontology of Business Firms

Following the three layers of the Internet, there is an ethical responsibility 
based on the social ontology of companies related to them and their goals. From 
the viewpoint of the subject of ethical responsibility, these features involve two 
important aspects: I) there is a difference between “markets” and “organizations,” 
where “the larger part of modern economy’s business is done by organizations” 
(Simon, 1991a, 29); and II) the organizations can be considered ontologically 
as social subjects, a kind of agent that comes with intentionality in the activity 
displayed and, therefore, with responsibility insofar as the organization controls 
the decision-making.

Clearly, the first layer — the network itself — is largely technological.29 
In this infrastructure for the whole building, the providers are commonly big 
organizations, corporations such as AT&T or Verizon. These organizations that 
build the infrastructure able to carry Internet bandwidth are responsible for the 
sustainability of the network of networks as well as for the accessibility and secu-
rity of this technological support. Furthermore, there are the social entities that 
rule on the protocols (Transmission Control Protocol, TCP; Internet Protocol 
address, IP; the domain name system, DNS; etc.), such as the Internet Corpo-
ration for Assigned Names and Numbers (ICANN). They serve the Internet in 
the service of society.

Commonly, the responsibility of these organizations is focused on general 
aims of the network of networks, and their direct responsibility concerns the 
technological realm. In hindsight, “one of the reasons why the Internet has been 
successful is that it was designed with the goal of generality. In fact, there are 
two important aspects of generality represented in the Internet: generality with 
respect to the applications that run over it and generality with respect to the sorts 
of communications technologies out of which it can be built” (Clark, 2018, 42).

29  “The Internet is not a specific communications technology such as fiber optics or radio. It 
makes use of these and other technologies in order to get packets from place to place. A goal 
of the designers of the Internet was to allow as many communications technologies as possi-
ble to be used in the Internet and to incorporate new technologies as they were invented” 
(Clark, 2018, 6).
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Consequently, there is a very important difference between the network — 
the technological infrastructure of the Internet — and the design of the Web. 
The network carries protocols (TCP/IP) that are oriented towards communication 
between machines, whereas the Web was designed by Berners-Lee years later with 
the aim of communication between people. The World Wide Web Consortium 
(W3C), which he created in October 1994, standardized many protocols in 
that direction (cf. Greenstein, 2015, 102). This difference between the network 
and the Web is particularly relevant from an ethical point, especially in terms 
of responsibility, because over half of the world’s population was connected to 
the Web by 2019.

Besides the clear difference in the goals between the first and the second layer, 
where the Web with all its elements has a more visible connection to the social 
dimension of the Internet (cf. Berners-Lee et al., 2006, 770), the second layer has 
a stronger repercussion than the network in terms of responsibility concerning 
processes and results. The controversy between privacy and usability is now cons-
tant. This is the case of the use of the webmail (Gmail, Yahoo, Hotmail, Zimbra, 
Outlook, etc.), when the companies can have actual access to the contents or can 
make them accessible for some institutions (like the National Security Agency, 
NSA). Even more clear is the case of the social networks, where the personal 
information — text, photos and videos — is available and the security is not 
always guaranteed or well preserved.30 

Concerning processes and results, the main problems of responsibility in the 
second layer come with the social networks and official webpages of commercial 
companies that gather data from users or customers.31 In this regard, “data” seems 
a rather abstract concept, whereas “digital identity” sounds closer to the human 
agents and, therefore, ethically more serious. Thus, “it is only when ‘data’ is 
understood to mean ‘people’ that individuals will demand accountability from 
those who seek to know them” (The Economist, 2018e, 14). This has had con-
sequences at least for companies that have suffered some sort of data breach. Just 
in 2018, there is a long list of well-known companies, which includes “Google, 
Marriott, Delta, British Airways, Cathay Pacific, Best Buy, Sears, Saks 5th Ave-
nue, even Panera” (The Economist, 2018e, 13). 

30  In the case of Facebook, the company also runs WhatsApp, Instagram and Messenger. 
Regarding its new business model thinking of privacy, see The Economist (2019b).
31  From an economic viewpoint, data are primary goods that, when structured as informa-
tion first, and as knowledge later, are more useful.
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As for the third layer, a key aspect is the online commerce, which is com-
monly supported by an approach based on Artificial Intelligence,32 such as lear-
ning machines. In this regard, the ethical problems of the apps, the operative 
systems of the smart phones and cloud computing can be connected with the 
ethical issues on Artificial Intelligence. This is the case of Amazon, which gets a 
substantial part of its benefits from cloud computing. A central element of this 
firm is Amazon Web Services (AWS), because it “underpins Amazon’s $26bn 
cloud-computing business, which allows companies to host websites and apps 
without servers of their own. AWS’s chief use of machine learning is to forecast 
demand for computation” (The Economist, 2019e, 55).

Although Amazon cannot see the content hosted in its servers, it can moni-
tor the traffic of its customers, the time used in the connections and how solid 
these connections are. With these metadata Amazon can “feed machine-learning 
models which predict when and where AWS [Amazon Web Services] is going 
to see demand” (The Economist, 2019e, 55). These metadata have a different 
ethical status from the personal data used in the case of Cambridge Analytica, 
insofar as they are impersonal tendencies regarding possible preferences instead 
of actual personal information about private matters, which should have the 
explicit consent of the individuals affected in order to permit the access to them.

Among the expansions of the Internet — in the broad sense — through this 
third layer is banking, which is important for digital economics and particularly 
so for the social dimension of the network of networks. Thus, “in Asia payment 
apps are a way of life for over 1bn users. In the West mobile banking is reaching 
a critical mass — 49% of the Americans bank on their phones — and tech giants 
are muscling in. Apple unveiled a credit card with Goldman Sachs on March 
25th [2019]. Facebook is proposing a payments service to let users to buy tickets 
and settle bills” (The Economist, 2019g, 9). 

To properly serve society, the three layers require responsibility in the organi-
zations and in the individuals that design them, select their aims, choose their 
processes and foresee their results, which can lead to expected consequences. As 
social entities, business firms should consider prudence as an ethical guide for 
designs, aims, processes and results. Prudence to evaluate future events based 
on the available information is a kind of auto-regulation, instead of waiting 

32  On the difference between human intelligence and Artificial Intelligence, see Gonzalez 
(2017, 397-424; especially, 404-408).
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for inconvenient events in order to make reasonable decisions (as in the case of 
Facebook and Cambridge Analytica, a consulting firm) or to receive sanctions 
because of the institutional regulations (international, national or regional) in 
place either in terms of defense of competitiveness, protection of the digital 
copyright or in order to preserve privacy (such as the European Union and 
Google).33 Prudence in the decision making is based on values, which should be 
considered when the designs are made, the aims are selected, the processes are 
chosen, and the results are anticipated.

3.2 Ethical Problems according to the Kind of Rationality Involved

Given the multilayered reality of the Internet, there are ethical problems 
related to each layer and connected to rationality in addition to responsibility. 
Rationality has a role in the decision-making about the network as technological 
support, in the Web as central part of the virtual world or infosphere — with 
the enhancement of human possibilities — and in the cloud computing and 
many apps. In the decision-making of the individuals, groups and organizations, 
rationality is available in three main forms: a) cognitive rationality, which deals 
with knowledge; b) practical rationality, which considers human actions; and c) 
evaluative rationality, which discusses values (cf. Rescher, 1988, 2-3).

Thinking about the public service purpose of the network of networks, there 
are ethical problems related to each one of the three main forms of rationality. 
I) Regarding the sphere of cognitive rationality, we can see the problems of 
knowledge society and the companies that need to deal with digital identity and 
personal data. In this area of privacy, big data comes with big responsibility.34 
II) Concerning practical rationality, we can consider the right course of action 
when there is a problem such as a reputational crisis due to breach of confidence, 
as has happened with the use of Facebook’s data by Cambridge Analytica. III) 
As for evaluative rationality, we can think of the kind of values that we should 

33  “This week Google was fined $1.7bn for strangling competition in the advertising market. 
Europe could soon pass new digital copyright laws” (The Economist, 2019c, 11).
34  This is also the case for the Internet of the Things, cf. Harvard Business Review Staff 
(2014). “5G is more than just a faster way to stream Netflix on the go. It enables networks 
that can support the ‘Internet of Things’ (IOT)” (The Economist, 2020, 47).
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pursue in a business firm in the short, middle and long run in order to have high 
ethical standards. 

Besides the area of management, we can enlarge the scope to ponder other 
aspects. In the case of cognitive rationality, whose horizon is the search for true 
statements, we can accept that the use of knowledge through the Internet using 
ICT involves a distributed responsibility, which depends on the diverse levels 
of interaction in the processes of decision-making.35 In the knowledge society 
the agents that make decisions on the Internet need to consider the knowledge 
that comes from three sources: science, technology and society. Each involves 
an ethical side that can be relevant for the decision-making in a given context.

Also, practical rationality can be related to these sources of knowledge. Busi-
ness ethics can be connected to applied science, which looks for solutions to con-
crete problems based on prediction to reach prescription (cf. Gonzalez, 1998), 
and especially in the application of science, which uses applied knowledge in 
given contexts and according the circumstances of the situation available (cf. 
Niiniluoto, 1993; and Gonzalez, 2013a, 11-40; especially, 17-18). Business 
ethics can be related to technology, because the search for the right thing to do 
when there is a creative transformation of the reality (natural, social or artificial) 
is important. Thus, besides the endogenous values of technology, which are 
related to technological activity as human and free, there are exogenous values 
of technology that are important for society as a whole (cf. Gonzalez, 2015b).

Actually, the network as such depends to a large extent on big companies 
that can offer the technological support for this infrastructure of information 
and communication. The kinds of regulations available are commonly interna-
tional, even though there are some national or regional regulations. The ethical 
problems in the first layer are mostly those related to technological issues and 
ethical values related to engineering. But this clearly reaches the social dimen-
sion in the third layer, insofar as social events such as banking are made over 
the smart phone, where one of the issues is the need for a strong cybersecurity 
to avoid hacking. 

Evaluative rationality, which deals with the foundations, characteristics and 
possible priorities in the values, can be related to the scientific approach to the 

35  “The phenomenon of distributed morality, encompassing that of distributed responsibili-
ty, is becoming more and more frequent” (Floridi, 2014, 186).
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Internet, the technological side and the social dimension of the network of net-
works. Hence, when there is a serious problem in a business firm related to the 
Internet, such as a noticeable decrease in the level of trust in the company or 
a full-fledged crisis (as has happened a number of times over the years, at least 
since “the dot-com bubble” of 2000-2002), the issue of the ethical values of the 
business firm (like integrity or to be trustworthy) comes into play. 

One central problem is then the possible collective responsibility in ethical 
terms: is there a collective morality on responsibility when a company crashes? 
One reasonable solution is in tune with Nicholas Rescher’s idea of group inten-
tions based on the individuals of that organization. They might be responsible 
if two coordinated factors are met: (i) the existence of a distributed consensus 
among the members of the group and (ii) a centralized consent through the 
representational procedure of the organization for the decision-making (Rescher, 
2003, p. 136).

4. Business Ethics on the Internet

If “data is the new oil,” then the business ethics in the Internet has novelty 
in at least two ways. I) It is info-ethics, insofar as a substantial part of the busi-
ness related to the network, the Web or the manifold applications and cloud 
computing is connected with data, which leads to problems of responsibility 
about privacy, security, etc. II) There is an expansion of business ethics in this 
new economic realm, insofar as novel phenomena appear in this human sphere. 
This virtual world has different characteristics from the social environment (like 
bitcoin or new financial products). Frequently, these new phenomena are related 
to economic science (economic theory, applied economics and application of 
economics) and, thereafter, they depend on the regulations in place (internatio-
nal, national, regional). 

Novelty is a central feature of the new economy that comes with the use of 
the Internet and raises new questions about legitimacy, also from an ethical point 
of view (cf. Gonzalez, 2020b). This type of novel phenomena can be exemplified 
in the case of the social networks. Thus, “Facebook’s business relies on three ele-
ments: keeping users glued to the screens, collecting data about their behaviour 
and convincing advertisers to pay billions of dollars to reach them with targeted 
ads” (The Economist, 2018a, 9). This novelty in the virtual world or infosphere 
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can be analyzed in terms of rationality of ends and rationality of means as well 
as from the standpoint of individual responsibility and social responsibility. 

4.1 Rationality of Ends and Rationality of Means

In order to face the business ethics of the Internet based on rationality, it is 
necessary to consider the concept of “rationality” used. In this regard, Simon — 
an influential Nobel Prize winner in economics — is well-known for his “boun-
ded rationality,” which he developed as an alternative to classical and neoclassical 
conceptions of rationality. However, he was able to present three models of human 
thinking: first, the administrative decision maker; second, the universal deci-
sion maker, based on the approach to homo economicus; and third, the symbolic 
problem solver, the conception related to cognitive psychology and Artificial 
Intelligence (cf. Dasgupta, 2003; and Gonzalez, 2007a).

Initially, Simon focused his analysis on the rationality of the administrative 
decision maker. This was when he was a member of the prestigious Cowles Com-
mission.36 Then he moved towards the rationality of the universal decision maker 
(Simon, 1957, 198),37 which is related to the rationality of the homo economicus. 
Thereafter, he broadened his views on rationality with the symbolic problem sol-
ver, which is used in The Sciences of the Artificial (Simon, 1996), where cognitive 
psychology converges with Artificial Intelligence. This volume includes the idea 
of economics as a science of design, and is open to two models of thought: a) 
the universal decision maker and b) the symbolic problem solver. 

Administrative rationality appears in the social dimension of the Internet, 
insofar as there is a public intervention of governments in the network of net-
works, such as in the case of the discussion on Huawei and the US govern-
ment regarding the 5G mobile technology for smart phones (cf. The Economist, 
2019f ). Economic rationality has a clear role in the three layers of the Internet, 
and is more noticeable in the second and the third. This is the case of the social 
networks (Facebook, Snapchat, Instagram, LinkedIn, etc.) and the manifold 
applications, such as the apps of an increasing number of companies and cloud 

36  In the Cowles Commission for Research in Economics worked some of the most influential 
economists of the twentieth century, see Simon (1991b, 101-102).
37  On the history of the concept of “bounded rationality,” see Klaes and Sent (2005).
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computing. Symbolic rationality is connected to Artificial Intelligence. Thus, 
although Simon’s vision of AI is no longer the dominant view, 38 it seems clear 
that Artificial Intelligence has a very important role in many companies related 
to the Internet, such as Google — as a search engine or in its service “translate” 
— or in the new developments in the third layer related to big data. 

These three types of rationality involve a different kind of ethical responsi-
bility. But the question here is the characterization itself of “rationality” that 
Simon uses and which underlies the three approaches mentioned. His view on 
rationality as purely instrumental — completely focused on means — has a very 
clear philosophical limitation, which directly affects the conception of ethics 
of human actions, in general, and to the characterization of business ethics, in 
particular. Because he maintains that “we see that reason is wholly instrumental. 
It cannot tell us where to go; at best it can tell us how to get there. It is a gun 
for hire that can be employed in the service of whatever goals we have, good or 
bad” (Simon, 1983, 7-8). Insofar as he conceives reason in these instrumental 
terms — just focused on means — his conception of rationality in any of the 
three forms mentioned — administrative, economic and symbolic — involves 
restrictions for ethical evaluations. 

Moreover, Simon actually excludes any chance for an evaluative rationality 
or rationality regarding ends, because he defends that “rationality can only go to 
work after final goals are specified; it does not determine them” (Simon, 1995, 
60). Following this mere instrumental reason, he does not offer an examination 
of the validity or not of the goals sought. But this trait seems to be very relevant, 
especially when there are ethical problems concerning conflicting goals or when 
the economic agents need to think about the goals themselves. Obviously, the 
search for economic maximization through the pursuit of merely private interests 
and the search for cooperative, altruistic or solidary goals in a business firms can 
have a role in the evaluation of an action. 

What Simon has proposed is reason conceived as bounded by the situation 
and by human computational powers. His behavioral model, which is an alterna-
tive to subjective expected utility of the neoclassic economics, uses instrumental 
reason to make adaptive choices and sometimes survives in a complex world (cf. 
Simon, 1983, 34). His view can describe actual behavior in the business firms, 
whereas ethics ponders what ought to be. Thus, his conception includes several 

38  On Simon’s view of AI and the role of bounded rationality, cf. Gonzalez (2007b).
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ethical problems, insofar as this approach has resemblances with David Hume’s 
idea of reason exclusively linked to means (cf. Hume, [1739-1740] 1964, book 
II, part iii, sect. 3):

(i) When there is decision-making, the economic agent needs to consider 
that it is reasonable to evaluate the ends sought. An evaluative rationality can 
inform us that certain preferences are absurd (i.e., preferences against our nature 
or clearly diminishing our chances) and establishes priorities regarding the ends 
(cf. Rescher, 1988, 92-106). Thus, evaluative rationality can inform us about the 
adequacy of the ends sought regarding the accepted ethical values (such as the 
public service purpose for a better society), which can lead the economic agent 
towards what is preferable rather than towards what is merely preferred.

(ii) Human decision-making cannot be reduced to a rationality that depends 
exclusively on the “process” itself that generated it (cf. Simon, 1976, 131). The 
mere efficacy or efficiency in the means used by the economic agent does not 
guarantee that the action performed is rational in ethical terms. What is correct 
or not in a human action goes beyond a pure instrumental reason leading 
towards “given goals.” Thus, to get things done is not the same as to do the right 
things. This is the basis for regulations, which is an increasingly relevant factor 
for the Internet, especially in the layer of the Web, as well as in the layer of the 
apps, cloud computing and the “mobile Internet.” 

4.2 Individual Responsibility and Social Responsibility

Regulations are, in principle, an expression of social responsibility. They can 
have an endogenous origin, when the business firms make explicit the rules that 
should guide their activity, or an exogenous origin, when the rules come from 
another institution (international, national, regional, …), which can impose 
sanctions if the rules are not followed. Both cases include the existence of two 
kinds of limits of an ethical evaluation: a) the boundaries, which establish what 
is within the realm of the activities of the companies, and b) the confines, which 
reckons the frontiers regarding the future events. 

What seems to be in between the two initial options is when individuals 
who are leaders in their technological firms related to the Internet, like Mark 
Zuckerberg or Tim Cook, ask for regulations from international or national 
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institutions. Thus, the CEO of Facebook has “urged the world’s governments 
to regulate social networks. Specifically, he wants to protect the public from 
harmful content (such as videos of massacres), ensure the integrity of elections, 
guarantee that users can move their data between services, and underwrite user’s 
privacy” (The Economist, 2019d, 55). Meanwhile, the CEO of Apple considers 
that regulations are needed in order to avoid great damage to society (cf. Liao, 
2019). These views seem to be in tune with Europe’s General Data Protection 
Regulation, which has been in place in the European Union since May 25th 
2018 (GDPR, 2016).

Besides the individual responsibility of the leaders of their companies, there 
is the individual responsibility of the designers and of the users of the three layers 
of the Internet, insofar as there is a bi-directional or two-way relation and a 
strong interaction between the internal and the external sides of the network 
of networks; which is clear in the second and third layer. An interesting case is 
the Web, which has provided an infrastructure for many business firms since it 
became open to the public in general. Since 1993, the Web is, to some extent, 
in our hands as its users. 

Social responsibility can be conceived as “collective responsibility” as Rescher 
does.39 This requires group intentions in the case of coordinated productions, 
where responsibility must initiate with the intentions of the individuals. Thus, 
groups or an organization can attain the condition of being responsible “by 
derivation” from those that belong to that collective, via some consensus or 
through a delegated consent. Accordingly, a collective responsibility of a group 
or an organization “exists only with coordinated group products produced under 
conditions of a synthesis of individual intentions via consensus or delegation. 
Then and only then is it proper to project group responsibility onto its compo-
nent individuals — and only to the extent that their intentions were causally 
involved” (Rescher, 2003, 136).40 

Pondering the future of Web — the confines — in terms of both individual 
and social responsibility, there are a number of values to be preserved, such as 
privacy, security, accessibility or mobility. The side of its internal developments 

39  Social responsibility from the perspective of science and technology-related professions is 
discussed in Shrader-Frechette (2005, pp. 51-79).
40  On the relations between economics, ethics and policy, see also Hausman et al. (2016) 
and Khosrowi (2019).
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includes the semantic web, the presence of intermodal elements or the new ser-
vices designed for the Web; and the side of the external contributions involves 
interaction with the Web, new demands for the designers, new things thought 
of, browsers, wikis, blogs, data integrators, etc. Thus, individual responsibility 
and social responsibility are intertwined now and in the future. 

Looking at the future of the Web, Hendler highlights three central elements 
to understand it: (i) how privacy is understood, since personal data are increa-
singly present in various Web applications; (ii) the political component, which 
depends on the desire of governments to control relevant information on the 
Web and, where appropriate, deny access to the Web to others; and (iii) the 
decentralization or possible fragmentation of the Web, due to the large compa-
nies or the national interests of some governments (cf. Hendler, forthcoming, 
5-8). 

Based on these key elements, Hendler sees three possible scenarios for the 
future of the Web: 1) the negative or dystopian, if negative trends take the lead 
over the Web; 2) the positive or open, if free market criteria prevail, democra-
tic systems and transparency of information; and 3) the intermediate between 
both, which has features of both, and which seems the most likely (cf. Hendler, 
forthcoming, 8-12). All these have consequences for the companies related to 
the Web and for society as a whole.

5. Coda: Final considerations

Prima facie, ethical commitments go beyond the laws and this is particularly 
important in the case of the Internet at the service of society. In addition, a key 
issue is what kind of ethical commitments can be accepted for the business ethics. 
This certainly affects companies — whether micro, meso or macro — related to 
the layer of the Internet, the Web and the cloud, practical applications (apps) 
and the “mobile Internet.” This relevant issue depends on a number of factors, 
including the following:

(i) If the intentionality of human activity is accepted as a key notion for the 
public service purpose, which requires evaluate rationality and the acceptance 
of responsibility in a social environment; (ii) if we can reach some ethical values 
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that can be objective and, therefore, can have a general character;41 (iii) if a cen-
tral point of the ethical values is the openness to the persons (individuals and 
groups),42 rather than the emphasis on the consequences of the behavior observa-
ble; (iv) if responsibility is assumed in terms of prudence in the decision-making 
and common good, rather than in terms of legal constraints (that obviously 
should be respected); and (v) if practical rationality is connected to cognitive 
rationality and evaluative rationality, where human rationality in business can-
not be reduced to instrumental rationality (focused on the means) and needs 
to consider evaluative rationality, in order to select the ends according to values 
and establish priorities for the decision-making in human activity regarding 
business.43 
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