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Abstract

We consider the Oseen problem with nonhomogeneous Dirichlet boundary conditions on a part of the boundary and a
Neumann type boundary condition on the remaining part. Suitable least squares terms that arise from the constitutive law, the
momentum equation and the Dirichlet boundary condition are added to a dual-mixed formulation based on the pseudostress-
velocity variables. We prove that the new augmented variational formulation and the corresponding Galerkin scheme are
well-posed, and a Céa estimate holds for any finite element subspaces. We also provide the rate of convergence when each row
of the pseudostress is approximated by Raviart–Thomas elements and the velocity is approximated by continuous piecewise
polynomials. We develop an a posteriori error analysis based on a Helmholtz-type decomposition, and derive a posteriori error
indicators that consist of two residual terms per element except on those elements with a side on the Dirichlet boundary, where
they both have two additional terms. We prove that these a posteriori error indicators are reliable and locally efficient. Finally,
we provide several numerical experiments that support the theoretical results.
c⃝ 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In the recent paper [1], we proposed and analyzed augmented mixed finite element methods for the Oseen
problem in the pseudostress-velocity variables assuming homogeneous Dirichlet boundary conditions. That approach
allows us to use any pair of conforming approximation spaces for the unknowns. Additionally, we partially
followed [2] (see also [3]) and endowed that scheme with a simple a posteriori error indicator of residual type,
which consists of just two residual terms per element, and is reliable and locally efficient. The corresponding
adaptive mixed finite element method exhibits a good performance in numerical experiments.

Augmented formulations are often used to avoid the inf–sup condition in mixed finite element methods; cf., for
instance, [1,3–8] and the references therein. In this paper, we consider the Oseen problem with nonhomogeneous
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https://doi.org/10.1016/j.cma.2020.113007
0045-7825/ c⃝ 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

http://www.elsevier.com/locate/cma
https://doi.org/10.1016/j.cma.2020.113007
http://www.elsevier.com/locate/cma
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cma.2020.113007&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:tomas@ucsc.cl
mailto:casbar@usal.es
mailto:maria.gonzalez.taboada@udc.es
https://doi.org/10.1016/j.cma.2020.113007
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Dirichlet boundary conditions on a part of the boundary and a Neumann type boundary condition on the remaining
part (which reduces to the so-called do-nothing boundary condition in the homogeneous case). We followed [1,9]
and rewrite the problem in terms of the pseudostress and velocity variables. Then, we follow [1,6] and add suitable
least squares terms to a dual-mixed formulation of the problem. The new augmented variational formulation
and the corresponding Galerkin scheme are well-posed for appropriate values of the stabilization parameters,
and a Céa estimate holds for any finite element subspaces. We also provide the rate of convergence when
each row of the pseudostress is approximated by Raviart–Thomas elements and the velocity is approximated by
continuous piecewise polynomials. Moreover, we develop an a posteriori error analysis based on a quasi-Helmholtz
decomposition [10,11] in two dimensions and a Helmholtz decomposition in three dimensions [12], and derive in
each case an a posteriori error indicator that consists of two residual terms per element except on elements with
a side on the Dirichlet boundary, where it has two additional terms. These a posteriori error indicators are proved
to be reliable and locally efficient. Finally, we provide several numerical experiments that support the theoretical
results. More precisely, we first use the Kovasznay flow to confirm the theoretical convergence rates predicted by
the theory. Then, we test an adaptive algorithm based on the new a posteriori error indicator over a non-convex
domain and a domain with a crack. We end with the solution of a three-dimensional Oseen problem with mixed
boundary conditions.

The paper is organized as follows. In Section 2 we describe the model problem and its formulation in terms of
the pseudostress and velocity variables. In Section 3 we introduce and analyze an augmented dual-mixed variational
formulation of the problem. Then, in Section 4 we analyze the corresponding Galerkin scheme and establish optimal
error estimates for stabilized mixed finite element methods based on the approximation of the pseudostress by
Raviart–Thomas elements and that of the velocity by continuous piecewise polynomials. Section 5 is devoted to
the a posteriori error analysis of the augmented mixed finite element method. Finally, some numerical experiments
are reported in Section 6 and some conclusions are drawn in Section 7.

We end this section with some notations to be used throughout the paper. Let d = 2 or 3. Given any Hilbert
space H , we denote by H d the space of vectors of order d with entries in H , and by H d×d the space of square
tensors of order d with entries in H . Let I be the identity matrix in Rd×d . Given τ := (τi j ), ζ := (ζi j ) ∈ Rd×d ,
we write, as usual, τ t

:= (τ j i ), tr(τ ) :=
∑d

i=1 τi i , τ d
:= τ −

1
d tr(τ )I and τ : ζ :=

∑d
i, j=1 τi j ζi j . Throughout this

paper, we will use the standard notations for Sobolev spaces and norms. If Ω is a bounded connected set in Rd ,
with a Lipschitz-continuous boundary Γ , we denote H (div,Ω ) := {v ∈ [L2(Ω )]d

: div(v) ∈ L2(Ω )} endowed with
the norm ∥v∥H (div,Ω) := (∥v∥

2
[L2(Ω)]d + ∥div(v)∥2

L2(Ω)
)1/2, and H (div,Ω ) := {τ ∈ [L2(Ω )]d×d

: div(τ ) ∈ [L2(Ω )]d
},

endowed with the norm ∥τ∥H (div,Ω) := (∥τ∥
2
[L2(Ω)]d×d + ∥div(τ )∥2

[L2(Ω)]d )1/2.

2. A pseudostress-velocity formulation of the Oseen problem

Let Ω be a bounded connected open set in Rd (d = 2 or 3), with a Lipschitz-continuous boundary Γ . We
assume that Γ = Γ D ∪Γ N , where ΓD is a closed connected part of Γ and ΓN = Γ \ΓD . We assume that both ΓD
and ΓN have positive measure. Let us consider an incompressible fluid that occupies the region Ω . Let ν > 0 be
the kinematic viscosity of the fluid, that we assume constant. We denote by a ∈ [L∞(Ω )]d , a ̸= 0, the advective
velocity field, assumed to be solenoidal in Ω and such that a · n ≥ 0 on ΓN , where n denotes the unit outward
normal vector to ΓN . Let f ∈ [L2(Ω )]d be an external body force, uD ∈ [H 1/2(ΓD)]d be a prescribed velocity on
the Dirichlet boundary ΓD and g ∈ [H−1/2(ΓN )]d be the Neumann data. We consider the following Oseen problem:
find the velocity field u and the pressure p such that⎧⎪⎪⎪⎨⎪⎪⎪⎩

−ν∆u + a · ∇u + ∇ p = f in Ω ,
div(u) = 0 in Ω ,

u = uD on ΓD ,

−pn + ν
∂u
∂n

= g on ΓN .

(1)

Now, we follow [9] and define the pseudostress σ := ν∇u − p I. Then, problem (1) can be stated as follows:
find σ and u such that⎧⎪⎪⎪⎨⎪⎪⎪⎩

−div(σ ) + a · ∇u = f in Ω ,
1
ν

σ d
= ∇u in Ω ,

u = uD on ΓD ,

σn = g on ΓN .

(2)
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It is easy to verify that problem (2) is equivalent to problem (1) in the sense of the following Theorem.

Theorem 1. If (u, p) is a solution to problem (1), then (σ ,u), where σ = ν ∇u − p I, is a solution to problem (2).
Conversely, if (σ ,u) is a solution to problem (2), then (u, p), where p = −

1
d tr(σ ), is a solution to problem (1).

In particular, it is possible to recover the pressure p from the pseudostress through a simple post-processing.
Now, let σ g be such that σ gn = g on ΓN . Then, we can write σ = σ 0 + σ g, with σ 0n = 0 on ΓN . We remark

that problem (2) is equivalent to the following problem:⎧⎪⎪⎪⎨⎪⎪⎪⎩
−div(σ 0) + a · ∇u = f̃ in Ω ,

1
ν

σ d
0 = ∇u + ζ in Ω ,

u = uD on ΓD ,

σ 0n = 0 on ΓN ,

(3)

where f̃ := f + div(σ g) and ζ := −
1
ν
σ d

g. We remark that it can be shown that the solution of the original problem
does not depend on the choice of σ g.

Proceeding as usual, we arrive at the following dual-mixed variational formulation of problem (3): find σ 0 ∈

H0 := {τ ∈ H (div,Ω ) : τn = 0 on ΓN } and u ∈ [H 1(Ω )]d such that⎧⎪⎪⎨⎪⎪⎩
1
ν

∫
Ω

σ d
0 : τ d

+

∫
Ω

u · div(τ ) =

∫
Ω

ζ : τ +

∫
ΓD

uD · τn , ∀ τ ∈ H0 ,∫
Ω

div(σ 0) · v −

∫
Ω

(a · ∇u) · v = −

∫
Ω

f̃ · v , ∀ v ∈ [H 1(Ω )]d .

(4)

Let us define the bilinear forms a : H0×H0 → R, b : [H 1(Ω )]d
×H0 → R and c : [H 1(Ω )]d

×[H 1(Ω )]d
→ R

as follows:

a(σ , τ ) :=
1
ν

∫
Ω

σ d
: τ d , b(u, τ ) :=

∫
Ω

u · div(τ ) , c(u, v) :=

∫
Ω

(a · ∇u) · v,

for any σ , τ ∈ H0 and u, v ∈ [H 1(Ω )]d . We also define the linear functionals m : H0 → R by m(τ ) :=
∫
Ω ζ :

τ +
∫
ΓD

uD · τn, ∀ τ ∈ H0 and l : [L2(Ω )]d
→ R by l(v) := −

∫
Ω f̃ · v, ∀ v ∈ [L2(Ω )]d . Then, the dual-mixed

variational formulation (4) can be written in the form: find σ 0 ∈ H0 and u ∈ [H 1(Ω )]d such that{
a(σ 0, τ ) + b(u, τ ) = m(τ ) , ∀ τ ∈ H0 ,

b(v, σ 0) − c(u, v) = l(v) , ∀ v ∈ [H 1(Ω )]d ,
(5)

which reflects the generalized saddle-point structure of the problem.
Since the bilinear form c(·, ·) is not symmetric, according to [13], sufficient conditions to ensure that problem (5)

has a unique solution include that the bilinear form a(·, ·) be elliptic on H0 and the bilinear form b(·, ·) satisfy an
inf–sup condition in H0 ×[H 1(Ω )]d . However, it is well-known that a(·, ·) is elliptic in the divergence free subspace
of H0 (see, for instance, the proof of Theorem 2.3 in [9]) but not on H0. These facts motivated us to consider an
augmented formulation of problem (2).

3. Augmented dual-mixed variational formulation

In this section, we introduce and analyze an augmented variational formulation of problem (2). We combine
ideas from [1] and [6] and subtract the second equation in (5) from the first one and then, add the following
least-squares type terms, that arise from the momentum and constitutive equations in (3) and from the Dirichlet
boundary condition:

κ1

∫
Ω

(div(σ 0) − a · ∇u) · (div(τ ) + a · ∇v) = −κ1

∫
Ω

f̃ · (div(τ ) + a · ∇v) (6)

κ2

∫
Ω

(∇u −
1
ν

σ d
0) : (∇v +

1
ν

τ d) = −κ2

∫
Ω

ζ : (∇v +
1
ν
τ d) , (7)

and

κ3

∫
ΓD

u · v = κ3

∫
ΓD

uD · v , (8)
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where (σ 0,u) ∈ H0 ×[H 1(Ω )]d is the solution of (3) and (τ , v) ∈ H0 ×[H 1(Ω )]d is a test function. The stabilization
parameters, κ1, κ2 and κ3, are positive constants to be chosen so that the augmented bilinear form

A((σ ,u), (τ , v)) :=
1
ν

∫
Ω

σ d
: τ d

+

∫
Ω

u · div(τ ) −

∫
Ω

div(σ ) · v +

∫
Ω

(a · ∇u) · v

+ κ1

∫
Ω

(div(σ ) − a · ∇u) · (div(τ ) + a · ∇v) + κ2

∫
Ω

(∇u −
1
ν

σ d) : (∇v +
1
ν

τ d) + κ3

∫
ΓD

u · v

is elliptic in the whole space H0 × [H 1(Ω )]d .
Let us define the augmented linear functional F : H0 × [H 1(Ω )]d

→ R by

F(τ , v) :=

∫
Ω

ζ : τ +

∫
ΓD

uD · τn +

∫
Ω

f̃ · v − κ1

∫
Ω

f̃ · (div(τ ) + a · ∇v)

− κ2

∫
Ω

ζ : (∇v +
1
ν
τ d) + κ3

∫
ΓD

uD · v , ∀ (τ , v) ∈ H0 × [H 1(Ω )]d .

Then, the augmented variational formulation of problem (3) reads: find (σ 0,u) ∈ H0 × [H 1(Ω )]d such that

A((σ 0,u), (τ , v)) = F(τ , v) , ∀ (τ , v) ∈ H0 × [H 1(Ω )]d . (9)

It is important to remark that in case of homogeneous Dirichlet boundary conditions, that is, when ΓD = Γ ,
ΓN = ∅ and uD = 0 on ΓD , we obtain the same linear functional F as in [1]; however, the variational formulation
is not equivalent, since here we look for u ∈ [H 1(Ω )]d instead of [H 1

0 (Ω )]d . This is because in [1], we imposed
the Dirichlet boundary condition in a strong sense, whereas here we do it weakly.

The following two Lemmas will be used to prove the ellipticity of A(·, ·) in H0 × [H 1(Ω )]d .

Lemma 1. There exists a positive constant c1, which depends only on Ω , such that

c1 ∥τ∥
2
[L2(Ω)]d×d ≤

τ d
2

[L2(Ω)]d×d + ∥div(τ )∥2
[L2(Ω)]d , ∀ τ ∈ H0.

Proof. See Lemma 3.1 in [14] or Proposition 3.1, Chapter IV of [13]. □

Lemma 2. There exists a positive constant c2, which depends only on Ω , such that

∥∇v∥
2
[L2(Ω)]d×d + ∥v∥

2
[L2(ΓD )]d ≥ c2 ∥v∥

2
[H1(Ω)]d , ∀ v ∈ [H 1(Ω )]d .

Proof. It is similar to the proof of Lemma 3.3 in [5]. □

Next, we prove the ellipticity of A(·, ·) in H0 × [H 1(Ω )]d under some conditions on the stabilization parameters.

Lemma 3. Assume that

0 < κ1 <
κ2

d ∥a∥
2
[L∞(Ω)]d

, 0 < κ2 < ν , and κ3 >
1
2

∥a · n∥L∞(ΓD ).

Then, there exists Cell > 0 such that

A((τ , v), (τ , v)) ≥ Cell ∥(τ , v)∥2
H0×[H1(Ω)]d , ∀ (τ , v) ∈ H0 × [H 1(Ω )]d .

Proof. Let (τ , v) ∈ H0 × [H 1(Ω )]d . Then, using the definition of A(·, ·), we have

A((τ , v), (τ , v)) =
1
ν

(
1 −

1
ν
κ2
)τ d

2
[L2(Ω)]d×d +

∫
Ω

(a · ∇v) · v + κ1 ∥div(τ )∥2
[L2(Ω)]d

− κ1 ∥a · ∇v∥
2
[L2(Ω)]d + κ2 ∥∇v∥

2
[L2(Ω)]d×d + κ3 ∥v∥

2
[L2(ΓD )]d

We remark that, since a is solenoidal, using that a · n ≥ 0 on ΓN , we have∫
Ω

(a · ∇v) · v =
1
2

∫
Γ

|v|
2a · n ≥

1
2

∫
ΓD

|v|
2a · n ≥ −

1
2
∥a · n∥L∞(ΓD )∥v∥

2
[L2(ΓD )]d .
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On the other hand,

∥a · ∇v∥
2
[L2(Ω)]d ≤ d ∥a∥

2
[L∞(Ω)]d ∥∇v∥

2
[L2(Ω)]d×d .

Therefore,

A((τ , v), (τ , v)) ≥
1
ν

(
1 −

κ2

ν

)τ d
2

[L2(Ω)]d×d + κ1 ∥div(τ )∥2
[L2(Ω)]d

+
(
κ2 − d κ1 ∥a∥

2
[L∞(Ω)]d

)
∥∇v∥

2
[L2(Ω)]d×d + (κ3 −

1
2
∥a · n∥L∞(ΓD )) ∥v∥

2
[L2(ΓD )]d .

Then, by applying Lemmas 1 and 2, the ellipticity of A(·, ·) follows for the feasible values of κ1, κ2 and κ3, with

Cell = min(
1
ν

(
1 −

κ2

ν

)
c1,

κ1

2
c1,

κ1

2
,
(
κ2 − κ1 d ∥a∥

2
[L∞(Ω)]2

)
c2, (κ3 −

1
2
∥a · n∥L∞(ΓD )) c2). □

Remark. We recall that we assumed a ̸= 0. In case a = 0, we would be dealing with the Stokes problem. In this
case,

Cell = min(
1
ν

(
1 −

κ2

ν

)
c1,

κ1

2
c1,

κ1

2
, κ2 c2, κ3 c2),

so that the values of the stabilization parameters that guarantee the ellipticity of the augmented bilinear form A(·, ·)
are

κ1 > 0 , κ2 ∈ (0, ν) , κ3 > 0. □

Theorem 2. Assume the hypotheses of Lemma 3. Then, problem (9) has a unique solution (σ 0,u) ∈ H0×[H 1(Ω )]d

and there holds

∥(σ 0,u)∥H0×[H1(Ω)]d ≤ C−1
ell M (∥f∥[L2(Ω)]d + ∥uD∥[H1/2(ΓD )]d + ∥σ g∥H (div;Ω)),

where M := max(1 + κ1 (1 +
√

d ∥a∥[L∞(Ω)]d ), 1
ν
(1 + κ2(1 +

1
ν
)), 1 + κ3).

Proof. From Lemma 3, the augmented continuous bilinear form A(·, ·) is elliptic in H0 × [H 1(Ω )]d . On the other
hand, the augmented linear functional F is continuous in H0 × [H 1(Ω )]d , with

|F(τ , v)| ≤ M (∥f∥[L2(Ω)]d + ∥uD∥[H1/2(ΓD )]d + ∥σ g∥H (div;Ω)) ∥(τ , v)∥H0×[H1(Ω)]d .

Then, the result follows by applying the Lax–Milgram Lemma. □

4. Augmented mixed finite element method

In what follows, we assume that Ω is a polygonal or polyhedral domain. Let {Th}h>0 be a family of shape-regular
meshes of Ω̄ made up of triangles if d = 2 or tetrahedra if d = 3. We denote by hT the diameter of an element
T ∈ Th and define h := maxT ∈Th hT . Let H0,h and Vh be any finite element subspaces of H0 and [H 1(Ω )]d ,
respectively. Then, the Galerkin scheme associated to problem (9) reads: find (σ 0,h,uh) ∈ H0,h × Vh such that

A((σ 0,h,uh), (τ h, vh)) = F(τ h, vh) , ∀ (τ h, vh) ∈ H0,h × Vh . (10)

Under the hypotheses of Lemma 3, the bilinear form A(·, ·) is elliptic in H0 × [H 1(Ω )]d , and hence, A(·, ·) is
elliptic in any finite element subspace H0,h × Vh of H0 × [H 1(Ω )]d . Therefore, problem (10) has a unique solution
(σ 0,h,uh) ∈ H0,h × Vh . Moreover, there exists a constant CCea > 0, independent of h, such that

∥(σ 0 − σ 0,h,u − uh)∥H0×[H1(Ω)]d ≤ CCea inf
(τh ,vh )∈H0,h×Vh

∥(σ 0 − τ h,u − vh)∥H0×[H1(Ω)]d . (11)

In order to establish a rate of convergence result, we consider specific finite element subspaces H0,h and Vh .
Hereafter, given T ∈ Th and an integer l ≥ 0, we denote by Pl(T ) the space of polynomials of total degree at most
l on T and, given an integer k ≥ 0, we denote by RT k(T ) the local Raviart–Thomas–Nédélec space of order k +1
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(cf. [15]),

RT k(T ) := [Pk(T )]d
⊕ [x]Pk(T ) ⊂ [Pk+1(T )]d ,

where x is a generic vector of Rd .
Let k ≥ 0 and m ≥ 1. Then, we let H0,h be the Raviart–Thomas–Nédélec space

H0,h :=

{
τ h ∈ H0 : τ h

⏐⏐
T ∈ [RT k(T )t]d , ∀ T ∈ Th

}
,

and we define

Vh := [Lm]d
=

{
vh ∈ [C(Ω )]d

: vh
⏐⏐
T ∈ [Pm(T )]d , ∀ T ∈ Th

}
.

In what follows, we assume that g is componentwise a piecewise polynomial of degree at most k over the initial
mesh, so that we can choose σ g in the Raviart–Thomas space of order k. The corresponding rate of convergence
is given in the next Theorem.

Theorem 3. Assume σ 0 ∈ [H t (Ω )]d×d , div(σ 0) ∈ [H t (Ω )]d and u ∈ [H t+1(Ω )]d . Then, under the assumptions of
Lemma 3, there exists C = O(CCea) > 0, independent of h, such that

∥(σ 0 − σ 0,h,u − uh)∥H0×[H1(Ω)]d ≤ C hβ
(
∥σ 0∥[H t (Ω)]d×d + ∥div(σ 0)∥[H t (Ω)]d + ∥u∥[H t+1(Ω)]d

)
, (12)

where β := min{t,m, k + 1} .

Proof. It follows straightforwardly from inequality (11) and the approximation properties of the corresponding
finite element subspaces. □

We remark that, by taking ph = −
1
d tr(σ 0,h + σ g), under the hypothesis of the previous Theorem, we have that

∥p − ph∥L2(Ω) ≤ C hβ
(
∥σ 0∥[H t (Ω)]d×d + ∥div(σ 0)∥[H t (Ω)]d + ∥u∥[H t+1(Ω)]d

)
, (13)

where C = O(CCea).

5. Residual-based a posteriori error analysis

In this section we develop an a posteriori error analysis of residual type in two and in three dimensions. Let us
define the residual:

R(τ , v) := F(τ , v) − A((σ 0,h,uh), (τ , v)) , (14)

where (σ 0,h,uh) is the solution of the augmented discrete problem (10). Since (σ 0 −σ 0,h,u−uh) ∈ H0 × [H 1(Ω )]d ,
using the ellipticity of the bilinear form A(·, ·), we deduce that

Cell ∥(σ 0 − σ 0,h,u − uh)∥H0×[H1(Ω)]d ≤ sup
(τ ,v)∈H0×[H1(Ω)]d

(τ ,v)̸=(0,0)

R(τ , v)
∥(τ , v)∥H0×[H1(Ω)]d

.

Therefore, in order to derive a residual-based a posteriori indicator for the total error, it is enough to bound the
residual R in terms of computable local quantities.

Now, after some algebraic manipulations, we have that

R(τ , v) = R1(τ ) + R2(v) , ∀ τ ∈ H0 , ∀ v ∈ [H 1(Ω )]d , (15)

where

R1(τ ) :=

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : τ + ⟨τn,uD − uh⟩ΓD

− κ1

∫
Ω

(f̃ + div(σ 0,h) − a · ∇uh) · div(τ ) −
κ2

ν

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : τ d ,

(16)
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and

R2(v) :=

∫
Ω

(f̃ + div(σ 0,h) − a · ∇uh) · v − κ1

∫
Ω

(f̃ + div(σ 0,h) − a · ∇uh) · (a · ∇v)

− κ2

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : ∇v + κ3

∫
ΓD

(uD − uh) · v .

(17)

In the next subsections, we proceed to bound the residual components R1 and R2 in two and three dimensions, re-
spectively. Before, we introduce some notations and recall some results concerning the Clément and Raviart–Thomas
interpolation operators.

Given T ∈ Th , we let E(T ) be the set of its edges (d = 2) or faces (d = 3), and let Eh := ∪T ∈Th E(T ). Then,
we can write Eh = E I ∪ EΓD ∪ EΓN , where E I := {e ∈ Eh : e ⊆ Ω}, EΓD := {e ∈ Eh : e ⊆ ΓD} and
EΓN := {e ∈ Eh : e ⊆ ΓN }. Moreover, for each edge (resp., face) e ∈ Eh , we denote by he its diameter and fix a
unit normal vector ne := (n1, n2)t (resp., ne := (n1, n2, n3)t). If d = 2, we let te := (−n2, n1)t be the corresponding
fixed (unit) tangential vector along e. From now on, when no confusion arises, we simply write n and t instead of
ne and te, respectively.

We will use the Clément interpolation operator Ih : H 1(Ω ) → Lm (cf. [16]). The following Lemma establishes
the local approximation properties of Ih .

Lemma 4. There exist positive constants, c3 and c4, independent of h, such that for all v ∈ H 1(Ω ) there holds

∥v − Ih(v)∥H l (T ) ≤ c3 h1−l
T ∥v∥H1(ω(T )) , ∀ l ∈ {0, 1} , ∀ T ∈ Th,

and

∥v − Ih(v)∥L2(e) ≤ c4 h1/2
e ∥v∥H1(ω(e)) , ∀ e ∈ Eh,

where ω(T ) := ∪{T ′
∈ Th : T ′

∩ T ̸= ∅} and ω(e) := ∪{T ′
∈ Th : T ′

∩ e ̸= ∅} .

Proof. See Theorem 1 in [16]. □

We also consider the Raviart–Thomas interpolation operator, Π k
h : [H 1(Ω )]d×d

→ H0,h (cf. [13,15]), which,
given τ ∈ [H 1(Ω )]d×d , is characterized by the following identities:∫

e
Π k

h (τ )n · q =

∫
e
τn · q , ∀e ∈ Eh , ∀ q ∈ [Pk(e)]d , when k ≥ 0 , (18)

and ∫
T
Π k

h (τ ) : ρ =

∫
T

τ : ρ , ∀ T ∈ Th , ∀ ρ ∈ [Pk−1(T )]d×d , when k ≥ 1 . (19)

In the next Lemma, we recall the approximation properties of the operator Π k
h .

Lemma 5. There exists a positive constant c5, independent of h, such that for all T ∈ Th

∥τ − Π k
h (τ )∥[L2(T )]d×d ≤ c5 hm

T |τ |[Hm (T )]d×d , ∀ τ ∈ [H m(Ω )]d×d 1 ≤ m ≤ k + 1 . (20)

Moreover, there exist positive constants, c6 and c7, independent of h, such that for all τ ∈ [H m+1(Ω )]d×d with
div(τ ) ∈ [H m(Ω )]d ,

∥div(τ − Π k
h (τ ))∥[L2(T )]d ≤ c6 hm

T |div(τ )|[Hm (T )]d , 0 ≤ m ≤ k + 1 , (21)

and

∥τn − Π k
h (τ )n∥[L2(e)]d ≤ c7 h1/2

e ∥τ∥[H1(Te)]d×d , ∀ e ∈ Eh , ∀ τ ∈ [H 1(Ω )]d×d , (22)

where Te is the triangle in Th which contains e on its boundary.

Proof. See e.g. [13] or [15]. □
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Using (18) and (19), one can show that (cf. [13,15])

div(Π k
h (τ )) = Pk

h (div(τ )) , (23)

where Pk
h : [L2(Ω )]d

→ Vh is the L2
−orthogonal projector. It is well known (see, e.g. [17]) that for each

v ∈ [H m(Ω )]d , with 0 ≤ m ≤ k + 1, there holds

∥v − Pk
h (v)∥[L2(T )]d ≤ C hm

T |v|[Hm (T )]d , ∀ T ∈ Th . (24)

5.1. Two-dimensional a posteriori error analysis

In this subsection, we partially follow [11] and employ a quasi-Helmholtz decomposition of the H (div;Ω )-
variable (cf. [10]) to derive a residual-based a posteriori error indicator for the augmented mixed finite element
methods (10) in the two-dimensional case. We first prove the reliability of the a posteriori error indicator and then,
its local efficiency.

5.1.1. Reliability
We proceed to bound the residual components R1 and R2 when d = 2. Throughout this section, given a vector

valued field v := (v1, v2)t, we denote

curl(v) :=

(
∂v1
∂x2

−
∂v1
∂x1

∂v2
∂x2

−
∂v2
∂x1

)
.

Let τ ∈ H0 be arbitrary and consider its quasi-Helmholtz decomposition (cf. Lemma 5.1 in [10]):

τ = curl(χ ) + Φ , (25)

where χ ∈ [H 1(Ω )]2 and Φ ∈ [H 1(Ω )]2×2 are such that curl(χ )n = 0 on ΓN and Φn = 0 on ΓN . Moreover, there
exists C > 0, independent of h, such that

∥χ∥[H1(Ω)]2 + ∥Φ∥[H1(Ω)]2×2 ≤ C ∥τ∥H (div;Ω) . (26)

Clearly, div(Φ) = div(τ ) in Ω .
Then, we let χh := Ih(χ ), where Ih : [H 1(Ω )]2

→ Vh is defined componentwise by Ih , and define

τ h := curl(χh) + Π k
h (Φ) ∈ H0,h . (27)

We refer to (27) as a discrete quasi-Helmholtz decomposition of τ h .
Therefore, we can write

τ − τ h = curl(χ − χh) + Φ − Π k
h (Φ) , (28)

which, using (23) and that div(Φ) = div(τ ) in Ω , yields

div(τ − τ h) = div(Φ − Π k
h (Φ)) = (I − Pk

h )(div(Φ)) = (I − Pk
h )(div(τ )) . (29)

Hence, taking into account (28) and (29), we can write

R1(τ ) = R1(τ − τ h) = R̄1(τ ) + R̂1(Φ) + R̃1(χ ) , (30)

where

R̄1(τ ) := −κ1

∫
Ω

(f̃ + div(σ 0,h) − a · ∇uh) · (I − Pk
h )(div(τ )) , (31)

R̂1(Φ) := ⟨(Φ − Π k
h (Φ))n,uD − uh⟩ΓD −

κ2

ν

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : (Φ − Π k

h (Φ))d

+

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : (Φ − Π k

h (Φ)) ,

(32)
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and

R̃1(χ ) := ⟨(curl(χ − χh))n,uD − uh⟩ΓD −
κ2

ν

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : (curl(χ − χh))d

+

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : curl(χ − χh) .

(33)

Our aim now is to obtain upper bounds for each one of the terms R̄1(τ ), R̂1(Φ) and R̃1(χ ).

Lemma 6. For any τ ∈ H (div;Ω ), there holds

|R̄1(τ )| ≤ C
(∑

T ∈Th

κ2
1 ∥f̃ + div(σ 0,h) − a · ∇uh∥

2
[L2(T )]2

)1/2
∥div(τ )∥[L2(Ω)]2 ,

where C is the constant in (24).

Proof. The proof follows by applying the Cauchy–Schwarz inequality in each element T ∈ Th and inequality
(24). □

Lemma 7. There exists C > 0, independent of h, ν and a, such that

|R̂1(Φ)| ≤ C
( ∑

e∈EΓD

he ∥uD − uh∥
2
[L2(e)]2

+

∑
T ∈Th

h2
T

(
1 +

κ2

ν

)2
∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]2×2

)1/2
∥τ∥H (div;Ω) .

Proof. Since Φ ∈ [H 1(Ω )]2×2, using the Cauchy–Schwarz inequality and (22), we have

|⟨(Φ − Π k
h (Φ))n,uD − uh⟩ΓD | ≤

∑
e∈EΓD

⏐⏐⏐⏐∫
e
(uD − uh) · (Φ − Π k

h (Φ))n
⏐⏐⏐⏐

≤

∑
e∈EΓD

∥(Φ − Π k
h (Φ))n∥[L2(e)]2∥uD − uh∥[L2(e)]2 ≤ c7

∑
e∈EΓD

h1/2
e ∥Φ∥[H1(Te)]2×2∥uD − uh∥[L2(e)]2

≤ c7

⎛⎝ ∑
e∈EΓD

he∥uD − uh∥
2
[L2(e)]2

⎞⎠1/2⎛⎝ ∑
e∈EΓD

∥Φ∥
2
[H1(Te)]2×2

⎞⎠1/2

≤ c7

⎛⎝ ∑
e∈EΓD

he∥uD − uh∥
2
[L2(e)]2

⎞⎠1/2

∥Φ∥[H1(Ω)]2×2 .

Now, since ∥Φ∥[H1(Ω)]2×2 ≤ C ∥τ∥H (div;Ω) (see (26)), we deduce

|⟨(Φ − Π k
h (Φ))n,uD − uh⟩ΓD | ≤ C

⎛⎝ ∑
e∈EΓD

he ∥uD − uh∥
2
[L2(e)]2

⎞⎠1/2

∥τ∥H (div;Ω) .

Similarly, using (20) with m = 1, we obtain⏐⏐⏐⏐∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : (Φ − Π k

h (Φ))
⏐⏐⏐⏐ ≤ C

⎛⎝∑
T ∈Th

h2
T ∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]2×2

⎞⎠1/2

∥τ∥H (div;Ω).

Therefore, the proof is complete by using the triangle inequality and that ∥τ d
∥[L2(T )]2×2 ≤ ∥τ∥[L2(T )]2×2 . □
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Lemma 8. Assume uD ∈ [H 1(ΓD)]2. Then, there exists C > 0, independent of h, ν and a such that

|R̃1(χ )| ≤ C
( ∑

T ∈Th

(
1 +

κ2

ν

)2
∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]2×2

+

∑
e∈EΓD

he

duD

dt
−

duh

dt

2

[L2(e)]2

)1/2
∥τ∥H (div;Ω) .

Proof. We first remark that, for each T ∈ Th we have

∥curl(χ − χh)∥[L2(T )]2×2 = ∥∇(χ − χh)∥[L2(T )]2×2 ≤ ∥χ − χh∥[H1(T )]2 ,

which, using Lemma 4, implies

∥curl(χ − χh)∥[L2(T )]2×2 ≤ c3∥χ∥[H1(ω(T ))]2 .

Then, applying the Cauchy–Schwarz inequality, using that the number of triangles in ω(T ) is bounded and that
∥χ∥[H1(Ω)]2 ≤ C ∥τ∥H (div;Ω) (see (26)), we deduce⏐⏐⏐⏐∫

Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : curl(χ − χh)

⏐⏐⏐⏐ ≤ C

⎛⎝∑
T ∈Th

∥ζ + ∇uh −
1
ν

σ d
0,h∥

2
[L2(T )]2×2

⎞⎠1/2

∥τ∥H (div;Ω) .

On the other hand, using that curl(χ − χh)n = −
d
dt (χ − χh) on Γ , we arrive

⟨(curl(χ − χh))n,uD − uh⟩ΓD = ⟨χ − χh,
d
dt

(uD − uh)⟩Γ ,

so, thanks to Lemma 4, the proof follows similarly to the previous lemmas. □

On the other hand, we have the following bound for the residual R2.

Lemma 9. There exists a positive constant C, that depends on the constants c3 and c4 of Lemma 4, such that

|R2(v)| ≤ C
(
κ2

3

∑
e∈EΓD

he∥uD − uh∥
2
[L2(e)]2 +

∑
T ∈Th

κ2
2 ∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]2

+ (hT + κ1
√

2∥a∥[L∞(T )]2 )2
∥f̃ + div(σ 0,h) − a · ∇uh∥

2
[L2(T )]2

)1/2
.

(34)

Proof. Using the orthogonality property, we deduce that R2(v) = R2(v − Ih(v)). Then, inequality (34) is achieved
after applying the Cauchy–Schwarz inequality and Lemma 4. □

Now, motivated by the previous results, we define the global a posteriori error indicator η :=

(∑
T ∈Th

η2
T

)1/2
,

where the local error indicator ηT is given by

η2
T := α1,T ∥f̃ + div(σ 0,h) − a · ∇uh∥

2
[L2(T )]2 + α2,T ∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]2×2

+

∑
e∈EΓD ∩∂T

he

(
α3,T ∥uD − uh∥

2
[L2(e)]2 +

duD

dt
−

duh

dt

2

[L2(e)]2

)
.

(35)

with

α1,T := κ2
1 + (hT + κ1

√
2∥a∥[L∞(T )]2 )2 , α2,T := κ2

2 + (1 + h2
T )
(

1 +
κ2

ν

)2
, α3,T := 1 + κ2

3 .

We remark that, if we define σ h := σ 0,h + σ g, using the definitions of f̃ and ζ , the first two residual terms can
be rewritten as follows:

∥f̃ + div(σ 0,h) − a · ∇uh∥[L2(T )]2 = ∥f + div(σ h) − a · ∇uh∥[L2(T )]2
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and

∥ζ + ∇uh −
1
ν
σ d

0,h∥[L2(T )]2×2 = ∥∇uh −
1
ν
σ d

h∥[L2(T )]2×2 .

Let us notice that, since we assumed that g is componentwise a piecewise polynomial of degree at most k over the
initial mesh, then σ h is in the corresponding Raviart–Thomas space.

Finally, we use the previous lemmas to obtain the following Theorem, which establishes the reliability of the a
posteriori error indicator η.

Theorem 4. Assume uD ∈ [H 1(ΓD)]2. Then, there exists C > 0, independent of h, ν and a, such that

∥(σ 0 − σ 0,h,u − uh)∥H0×[H1(Ω)]2 ≤ C C−1
ell η . (36)

Proof. It follows from (14), (15), (25), (30), the triangle inequality, (26) and Lemmas 6, 7, 8 and 9. □

In the next subsection we establish the local efficiency of the a posteriori error indicator η.

5.1.2. Local efficiency
We first remark that, since f̃ = −div(σ 0) + a · ∇u in Ω and ζ =

1
ν
σ d

0 − ∇u in Ω , we have that

∥f̃ + div(σ 0,h) − a · ∇uh∥[L2(T )]2 ≤
√

2 ∥a∥[L∞(T )]2 ∥∇(u − uh)∥[L2(T )]2×2 + ∥div(σ 0 − σ 0,h)∥[L2(T )]2 , (37)

and

∥ζ + ∇uh −
1
ν
σ d

0,h∥[L2(T )]2×2 ≤ |u − uh |[H1(T )]2 +
1
ν

∥σ 0 − σ 0,h∥[L2(T )]2×2 . (38)

Now, in order to bound the boundary residual terms, we proceed similarly as in [11].

Lemma 10. There exists c8 > 0, independent of h, such that for each e ∈ EΓD , there holds

he∥uD − uh∥
2
[L2(e)]2 ≤ c8

(
∥u − uh∥

2
[L2(Te)]2 + h2

Te
|u − uh |

2
[H1(Te)]2

)
,

where Te is the triangle in Th having e as an edge.

Proof. There exists c > 0, depending only on the shape regularity of the triangulations, such that for each T ∈ Th
and e ∈ E(T ), the following discrete trace inequality holds (cf. Theorem 3.10 in [18]):

∥v∥2
L2(e) ≤ c

{
h−1

e ∥v∥2
L2(T ) + he |v|2H1(T )

}
, ∀ v ∈ H 1(T ) . (39)

The result is a straightforward application of (39), taking into account that u = uD on ΓD . □

Lemma 11. Assume uD ∈ [H 1(ΓD)]2 is component-wise a piecewise polynomial on ΓD . Then there exists c9 > 0,
independent of h, such that for each e ∈ EΓD there holds

he

duD

dt
−

duh

dt

2

[L2(e)]2
≤ c9 |u − uh |

2
[H1(Te)]2 , (40)

where Te is the triangle having e as an edge.

Proof. See Lemma 3.10 in [11]. □

In summary we have proved the next Theorem, which establishes the local efficiency of the a posteriori error
indicator η.

Theorem 5. Assume uD ∈ [H 1(ΓD)]2 is component-wise a piecewise polynomial on ΓD . Then, there exists a
positive constant Ceff, independent of h, such that for all T ∈ Th we have

η2
T ≤ Ceff

(
∥u − uh∥

2
[H1(T )]2 + ∥σ 0 − σ 0,h∥

2
H (div,T )

)
.

Proof. It follows from the definition of ηT , applying (37), (38) and Lemmas 10 and 11. □
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5.2. Three-dimensional a posteriori error analysis

In the three-dimensional case, if the domain Ω is non-convex, the a posteriori error analysis is restricted to the
situation where ΓN is connected and can be contained in the boundary of a convex extension of Ω (see Theorem
3.2 in [12]). So, we assume that there exists a convex three-dimensional domain Σ such that

Ω ⊂ Σ , and ΓN ⊂ ∂Σ .

In this situation, given τ ∈ H0, there exist z ∈ [H 2(Ω )]3 and χ ∈ [H 1(Ω )]3×3, with χ = 0 on ΓN , such that

τ = ∇z + curlχ , (41)

with

curl(χ ) :=

⎛⎝curl(χ11, χ12, χ13)
curl(χ21, χ22, χ23)
curl(χ31, χ32, χ33)

⎞⎠ ,
and there exists a positive constant C such that

∥z∥[H2(Ω)]3 + ∥χ∥[H1(Ω)]3×3 ≤ C∥τ∥H (div,Ω) . (42)

Then, we define χh = Ih(χ ), with Ih defined componentwise by Ih , and

τ h = Π k
h ∇z + curlχh .

Therefore, we have that

τ − τ h = (I − Π k
h )∇z + curl(χ − χh)

and

div(τ − τ h) = (I − Pk
k )∆z = (I − Pk

k )div(τ ).

So, we have the analogue of (30):

R1(τ ) = R̄1(τ ) + R̂1(z) + R̃1(χ ) , (43)

with R̄1(τ ) and R̃1(χ ) formally defined as in (31) and (33), respectively, and

R̂1(z) := ⟨(I − Π k
h )∇z · n,uD − uh⟩ΓD −

κ2

ν

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : ((I − Π k

h )∇z)d

+

∫
Ω

(ζ + ∇uh −
1
ν

σ d
0,h) : (I − Π k

h )∇z .

(44)

The first term on the right-hand side of (43) can be bounded exactly as in Lemma 6. The second term on the
right-hand side of (43) can be bounded analogously to Lemma 7 by substituting formally Φ by ∇z ∈ [H 1(Ω )]3×3

and using (42). Finally, from the definition of curl(χ − χh), we have that

⟨curl(χ − χh)n,uD − uh⟩ΓD = ⟨χ − χh,∇(uD − uh) × n⟩ΓD ,

where we denote by ∇v × n the vector product of each row of ∇v by n:

∇v × n =

⎛⎜⎜⎜⎜⎜⎜⎝

∂v1

∂x2
n3 −

∂u1

∂x3
n2

∂v1

∂x3
n1 −

∂u1

∂x1
n3

∂v1

∂x1
n2 −

∂u1

∂x3
n1

∂v2

∂x2
n3 −

∂u2

∂x3
n2

∂v2

∂x3
n1 −

∂u2

∂x1
n3

∂v2

∂x1
n2 −

∂u2

∂x3
n1

∂v3

∂x2
n3 −

∂u3

∂x3
n2

∂v3

∂x3
n1 −

∂u3

∂x1
n3

∂v3

∂x1
n2 −

∂u3

∂x3
n1

⎞⎟⎟⎟⎟⎟⎟⎠ .
Then, applying the Cauchy–Schwarz inequality and Lemma 4, we obtain that

|⟨curl(χ − χh)n,uD − uh⟩ΓD | ≤ C c4

( ∑
e∈EΓD

he∥∇(uD − uh) × n∥
2
[L2(e)]3×3

)1/2
∥τ∥H (div,Ω).

The second and third terms in the definition of R̃1(χ ) are bounded as in Lemma 8.
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On the other hand, proceeding as in Lemma 9, we arrive at

|R2(v)| ≤ C
(
κ2

3

∑
e∈EΓD

he∥uD − uh∥
2
[L2(e)]3 +

∑
T ∈Th

κ2
2 ∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]3

+ (hT + κ1
√

3∥a∥[L∞(T )]3 )2
∥f̃ + div(σ 0,h) − a · ∇uh∥

2
[L2(T )]3

)1/2
.

(45)

Then, we propose the following a posteriori error indicator:

η̃2
T := α̃1,T ∥f̃ + div(σ 0,h) − a · ∇uh∥

2
[L2(T )]3 + α̃2,T ∥ζ + ∇uh −

1
ν

σ d
0,h∥

2
[L2(T )]3×3

+

∑
e∈EΓD ∩∂T

he

(
α̃3,T ∥uD − uh∥

2
[L2(e)]3 + ∥∇(uD − uh) × n∥

2
[L2(e)]3×3

)
.

(46)

with

α̃1,T := κ2
1 + (hT + κ1

√
3∥a∥[L∞(T )]3 )2 , α̃2,T := κ2

2 + (1 + h2
T )
(

1 +
κ2

ν

)2
, α̃3,T := 1 + κ2

3 .

From the previous considerations, we have the following result, which establishes the reliability of the global a
posteriori error indicator

η̃ :=

(∑
T ∈Th

η̃2
T

)1/2
. (47)

Theorem 6. Assume uD ∈ [H 1(ΓD)]3. Then, there exists C > 0, independent of h, ν and a, such that

∥(σ 0 − σ 0,h,u − uh)∥H0×[H1(Ω)]3 ≤ C C−1
ell η̃ . (48)

In order to prove the local efficiency of the a posteriori error indicator η̃T , we proceed as in Section 5.1.2. More
precisely, for the two first terms we have that

∥f̃ + div(σ 0,h) − a · ∇uh∥[L2(T )]3 ≤
√

3 ∥a∥[L∞(T )]3 ∥∇(u − uh)∥[L2(T )]3×3 + ∥div(σ 0 − σ 0,h)∥[L2(T )]3 (49)

and

∥ζ + ∇uh −
1
ν

σ d
0,h∥

2
[L2(T )]3×3 ≤ ∥∇(u − uh)∥[L2(T )]3×3 +

1
ν
∥σ 0 − σ 0,h∥[L2(T )]3×3 . (50)

On the other hand, applying the discrete trace inequality (39) componentwise and using that u = uD on ΓD , we
obtain that for each e ∈ EΓD , there holds

he∥uD − uh∥
2
[L2(e)]3 ≤ c̃8

(
∥u − uh∥

2
[L2(Te)]3 + h2

Te
|u − uh |

2
[H1(Te)]3

)
, (51)

where Te is the tetrahedra in Th having e as a face and c̃8 > 0 only depends on the shape regularity of the mesh.
Finally, we have the following result concerning the last boundary term:

Lemma 12. Assume uD ∈ [H 1(ΓD)]3 is component-wise a piecewise polynomial on ΓD . Then there exists c̃9 > 0,
independent of h, such that for each e ∈ EΓD there holds

he ∥∇(uD − uh) × n∥
2
[L2(e)]3×3 ≤ c̃9 |u − uh |

2
[H1(Te)]3 , (52)

where Te is the tetrahedron having e as a face.

Proof. Let e ∈ EΓD and denote by χ e := ∇(uD − uh) × n on e. We remark that χ e is a polynomial on e. Then,
introducing the bubble function ψe (see [19]), we have that

∥χ e∥
2
[L2(e)]3×3 ≤ c ∥ψ1/2

e χ e∥
2
[L2(e)]3×3 = c

∫
e
ψeχ e : (∇(uD − uh) × n) = c

∫
∂Te

ψeL(χ e) : (∇(uD − uh) × n)

where Te is the tetrahedron having e as a face and L is an extension operator acting componentwise (see [19]).
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Integrating by parts, using the Cauchy–Scwharz inequality and the properties of the extension operator L and
the bubble function ψe (see [19]), we have that

∥χ e∥
2
[L2(e)]3×3 ≤ c

⏐⏐⏐ ∫
Te

curl(ψeL(χ e)) : ∇(u − uh)
⏐⏐⏐

≤ C |ψeL(χ e)|[H1(Te)]3×3 |u − uh |[H1(Te)]3

≤ C h1/2
e ∥χ e∥[L2(Te)]3×3 |u − uh |[H1(Te)]3

and the proof follows. □

In summary we have proved the next Theorem, which establishes the local efficiency of the a posteriori error
indicator η̃.

Theorem 7. Assume uD ∈ [H 1(ΓD)]2 is component-wise a piecewise polynomial on ΓD . Then, there exists a
positive constant Ceff, independent of h, such that for all T ∈ Th we have

η̃2
T ≤ Ceff

(
∥u − uh∥

2
[H1(T )]3 + ∥σ 0 − σ 0,h∥

2
H (div,T )

)
.

Proof. It follows from the definition of η̃T , applying (49), (50), (51) and Lemma 12. □

6. Numerical experiments

In this section, we present some numerical experiments that illustrate the performance of the augmented scheme
(10) and confirm the properties of the a posteriori error indicators η and η̃ defined in (35) and (47), respectively.

The numerical experiments were performed with the finite element toolbox ALBERTA [20] using refinement by
recursive bisection. The solution of the corresponding linear system is computed using the backslash operator of
MATLAB. We present numerical experiments for the finite element pair (

[
RT t

0

]d
, [L1]d ), for d = 2 and 3.

We use the standard adaptive finite element method (AFEM) based on the loop:

SOLVE → ESTIMATE → MARK → REFINE.

Hereafter, we replace the subscript h by k, where k is the counter of the adaptive loop. Then, given a mesh Tk , the
procedure SOLVE is a direct solver for computing the discrete solution (σ k,uk). ESTIMATE calculates the error
indicators ηT (resp., η̃T ) for all T ∈ Tk depending on the computed solution and the data. Based on the values of
{ηT }T ∈Tk (resp., {η̃T }T ∈Tk ), the procedure MARK generates a set of marked elements subject to refinement. For the
elements selection, we rely on the maximum strategy: Given a threshold γ ∈ (0, 1], any element T ′

∈ Tk with

ηT ′ > γ max
T ∈Tk

ηT , (resp., η̃T ′ > γ max
T ∈Tk

η̃T ) (53)

is marked for refinement. Finally, the procedure REFINE creates a conforming refinement Tk+1 of Tk , bisecting d
times all marked elements.

We will compare the performance of a finite element method based on uniform refinement (UR) with the adaptive
method (AR) that we have described above.

In the examples below, we choose κ1 and κ2 as in [1]:

κ1 =
ν

1 + ν2 + d∥a∥
2
[L∞(Ω)]2

and κ2 =

ν
(

1 + d∥a∥
2
[L∞(Ω)]2

)
1 + ν2 + d∥a∥

2
[L∞(Ω)]2

.

In what follows, DOFs stand for the total number of degrees of freedom (unknowns) of the discrete scheme (10)
and we define the individual errors

ek(σ ) := ∥σ − σ k∥H (div;Ω) , ek(u) := |u − uk |[H1(Ω)]d , ek(p) := ∥p − pk∥L2(Ω),

where the pressure pk is recovered as pk = −
1
d tr(σ k), and the total error

ek(σ ,u) :=
(

ek(σ )2
+ ek(u)2 )1/2

.
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Fig. 1. Example 1: Total error vs. DOFs for different values of ν.

The efficiency index with respect to the error estimator ηk (resp., η̃k) is defined as effk := ek(σ ,u)/ηk (resp.,
effk := ek(σ ,u)/η̃k).

In the following four subsections we present numerical experiments for the Oseen problem. The aim of
Section 6.1 is to confirm the theoretical convergence rates predicted by the theory (see Theorem 3). In Sections 6.2
and 6.3, we consider two examples with a singular solution in order to study the efficiency of the adaptive method.
In Section 6.2, we choose a non-convex domain, whereas in Section 6.3, we choose a domain with a crack. Finally,
in Section 6.4 we present some results concerning the solution of an Oseen problem in three dimensions.

6.1. Kovasznay flow

We first consider an example with a smooth solution due to Kovasznay [21]. We let Ω = (− 1
2 ,

3
2 ) × (0, 2),

ΓN = {
3
2 } × (0, 2) and ΓD = Γ \ ΓN ; a = (1, 0)t and consider ν = 10−i , for i = 0, . . . , 3. The data are chosen so

that the exact solution is

u(x, y) =

(
1 − eλx cos(2πy)
λ

2π
eλx sin(2πy)

)
, p(x, y) = −

1
2

e2λx

with λ = −
8π2ν

1+

√
1+16π2ν2

.

We solved the problem over a sequence of uniform meshes. In Fig. 1 we show the total error versus the DOFs
for different values of ν. We observe that optimal convergence rates are attained in all cases. In Fig. 2 we show the
numerical solutions obtained for the different values of ν.

6.2. Non-convex Lipschitz domain

We consider now an academic example inspired by [22]. In this case, Ω = {|x | + |y| < 1} ∩ {x < 0 or y > 0}

is a non-convex Lipschitz domain, ΓD = {0} × (−1, 0) ∩ (0, 1) × {0} and ΓN = Γ \ ΓD . The advective velocity is
a = (2, 3)t and the viscosity ν = 0.05. The exact solution in polar coordinates is

u(r, θ) = rλ
(

(1 + λ) sin(θ )Ψ (θ ) + cos(θ )Ψ ′(θ )
sin(θ )Ψ ′(θ ) − (1 + λ) cos(θ )Ψ (θ )

)
, p(r, θ) = −

(1 + λ)2Ψ ′(θ ) + Ψ ′′′(θ )
1 − λ

rλ−1 , (54)

where

Ψ (θ ) =
sin((1 + λ)θ ) cos(λω)

1 + λ
− cos((1 + λ)θ ) −

sin((1 − λ)θ ) cos(λω)
1 − λ

+ cos((1 − λ)θ ),

with ω =
3π
2 and λ ≈ 0.54448373 . . . being the smallest positive solution of the nonlinear equation

sin(λω) + λ sin(ω) = 0.

We emphasize that the exact solution (u, p) presents singularities at the origin, since u ∼ rλ and p ∼ rλ−1.
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Fig. 2. Example 1: From top-left to botton-right, pressure and velocity module for ν = 1, 10−1, 10−2, 10−3 obtained with uniform refinement
(UR) for Kovasznay flow.

Fig. 3. Example 2: Total error and indicator vs. DOF (left) and efficiency indices vs. DOF (right).

In Fig. 3, we show, on the left, the total error and the indicator values versus the DOFs for the uniform (UR) and
adaptive (AR) refinement. In this case, the uniform refinement procedure is not able to attain the optimal convergence
rate due to the singularity of the solution at the origin. The convergence graph for the AFEM algorithm is a bit erratic
although it seems to approach linear convergence in the final steps. On the right, we show the efficiency indices,
that are fairly stable for the uniform refinement and take values between 0.2 and 0.4 for the AFEM algorithm. In
Fig. 4 we show the initial mesh and some adapted meshes generated by the AFEM algorithm. We can observe that
the meshes are highly refined around the origin, where the pressure presents a singularity. Finally, in Fig. 5 we
show the pressure and velocity isolines at different steps of the AFEM algorithm.
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Fig. 4. Example 2: From left to right, initial mesh and meshes at iterations 9 and 18.

Fig. 5. Example 2: From top-left to bottom-right, pressure and velocity isolines at iterations 0, 6, 12 and 18, respectively.

6.3. A domain with a crack

We consider another academic example inspired by [22]. In this case, the domain Ω = {|x | + |y| < 1} \ {x ∈

(0, 1) and y = 0} is a non-Lipschitz domain, ΓD = {x ∈ (0, 1) and y = 0} and ΓN = Γ \ ΓD . The advective
velocity is a = (2, 3)t and the viscosity ν = 1. The exact solution in polar coordinates is given by (54), with

Ψ (θ ) = 3 sin(0.5 θ ) − sin(1.5 θ ) , λ = 0.5.

We remark that this example is out of the framework of our theory because the domain is non-Lipschitz.
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Fig. 6. Example 3: Total error and estimator vs. DOF (left) and efficiency indices vs. DOF (right).

Fig. 7. Example 3: From left to right, initial mesh and meshes at iterations 12 and 20.

In Fig. 6 we show, on the left, the total error and indicator values versus the DOFs for the uniform (UR) and
adaptive (AR) refinement. As in the previous example, the uniform refinement is not able to attain the optimal order
of convergence, due to the singularity of the solution. The AFEM algorithm, on the other hand, recovers the optimal
convergence rate. On the right, we show the efficiency indices, that tend to stabilize around the value 1.5. In Fig. 7,
we show the initial mesh, an intermediate mesh and the final mesh. We observe that the refinements concentrate
around the origin, where the pressure is singular. Finally, in Fig. 8 we show the pressure and the velocity isolines
obtained with different AFEM meshes.

6.4. A three-dimensional example

Let us consider Ω = (0, 1) × (0, 1) × (0, 1), ΓN = (0, 1) × (0, 1) × {0} and ΓD = ∂Ω \ ΓN , a = (1, 1, 1)t and
choose f and g so that the exact solution is

u(x, y, x) =

⎛⎝10y(1 − y)z(1 − e15(z−1))
x(1 − z)

x y

⎞⎠ p(x, y, z) = x y z.

We remark that the solution has a boundary layer around the plane z = 1.
In Fig. 9, we show the individual errors (left) and total errors and indicators (right) for the uniform and adaptive

refinements. In Fig. 10, we show the efficiency indices for both refinements. Finally, in Fig. 11 we show the velocity
module on the half domain (0, 1

2 ) × (0, 1) × (0, 1) for different iterations of the adaptive algorithm.

7. Conclusions

We propose new mixed finite element methods for the Oseen problem with mixed boundary conditions in the
pseudostress-velocity variables. We prove that for appropriate values of the stabilization parameters, the discrete
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Fig. 8. Example 3: Pressure and velocity isolines at iterations 0, 8, 16 and 20, respectively.

Fig. 9. Example 4: Individual errors (left) and total errors and indicators (right) for uniform and adaptive refinements.

schemes are well-posed and optimal error estimates hold when the solution is sufficiently smooth. Moreover, we
developed a residual-based a posteriori error analysis based on a quasi-Helmholtz decomposition in two dimensions
and a Helmholtz decomposition in three dimensions, and obtain simple a posteriori error indicators that are reliable
and locally efficient. Finally, we show the performance of the method through some numerical experiments.
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Fig. 10. Example 3: Efficiency indices for uniform and adaptive refinements.

Fig. 11. Example 3: Velocity module on half domain for iterations 0 (left), 4 (center) and 7 (right).
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