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Abstract 

The continuous growth of cities and the consequent increase in impermeable surfaces make 

runoff management essential for the sustainable urban development. However, the high 

variability of pollutant build-up and wash-off processes in urban catchments complicates the 

development of modelling tools to design and manage palliative measures aimed at 

reducing environmental impacts of stormwater pollution. 

In this thesis, an extensive experimental campaign analyzing sediment wash-off, gully pot 

trapping and in-pipe sediment transport was carried out in a physical rainfall simulator 

model. In the tests, the different variables involved in these processes were accurately 

measured under laboratory-controlled conditions. The use of a full-scale urban drainage 

physical model, the development of a novel rainfall simulator, and the precise definition of 

hydraulic variables allow the transferability of the results to real field catchments, and 

render the provided data optimal for the development and validation of more accurate 

models and formulations. The results obtained have been used to evaluate and analyze a 

physically-based urban wash-off model, which has recently been proposed as an alternative 

for adequately modelling the complex physical phenomena in question. 

 

Resumen  

El continuo crecimiento de las ciudades y el consecuente aumento de las superficies 

impermeables hacen que la gestión de las aguas pluviales sea esencial para un desarrollo 

urbano sostenible. Sin embargo, la variabilidad asociada a los procesos de acumulación y 

lavado de contaminantes en cuencas urbanas complica el desarrollo de modelos para el 

diseño y gestión de medidas paliativas que reduzcan el impacto ambiental producido por la 

escorrentía urbana. 

En esta tesis se ha llevado a cabo una extensa campaña experimental en la que las variables 

involucradas en los procesos de lavado y transporte de sedimentos, incluyendo flujos a 

través de imbornales y tuberías, fueron medidas con precisión y en condiciones controladas 

de laboratorio. La utilización de un modelo físico de drenaje urbano a escala real, el 

desarrollo de un novedoso simulador de lluvia y la definición precisa de las variables 

hidráulicas permiten la transferibilidad de los resultados a cuencas reales y hacen que los 

datos proporcionados sean óptimos para el desarrollo y validación de formulaciones y 

modelos más precisos. Los resultados han servido además para evaluar y analizar un modelo 

de lavado basado en procesos físicos, que se ha planteado recientemente como alternativa 

para modelizar adecuadamente los complejos fenómenos físicos involucrados. 
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Resumo 

O continuo crecemento das cidades e o consecuente aumento das superficies impermeables 

fan que a xestión das augas pluviais sexa esencial para un desenvolvemento urbano 

sustentable. Con todo, a variabilidade asociada aos procesos de acumulación e lavado de 

contaminantes en concas urbanas complica o desenvolvemento de modelos para o deseño 

e xestión de medidas paliativas que reduzan o impacto ambiental producido pola  

escorrentía urbana. 

Nesta tese levouse a cabo unha extensa campaña experimental na que as variables 

involucradas nos procesos de lavado e transporte de sedimentos, incluíndo fluxos a través 

de sumidoiros e tubaxes, foron medidas con precisión e en condicións controladas de 

laboratorio. A utilización dun modelo físico de drenaxe urbana a escala real, o 

desenvolvemento dun novo simulador de choiva e a definición precisa das variables 

hidráulicas permiten a transferibilidade dos resultados a concas reais e fan que os datos 

proporcionados sexan óptimos para o desenvolvemento e validación de formulacións e 

modelos máis precisos. Os resultados serviron ademais para avaliar e analizar un modelo de 

lavado baseado en procesos físicos, que se expuxo recentemente como alternativa para  

modelizar adecuadamente os complexos fenómenos físicos involucrados.
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1 General outlook 

The percentage of the global population living in cities and towns is increasing significantly, 

and urban areas are expected to continue to grow over the coming decades (UN 2018). The 

sustainable development of cities, with the maintenance of healthy living conditions and the 

minimization of impacts on the urban environment, is thus a current challenge of science 

and engineering in the field of urban water systems. In terms of urban stormwater, the 

increase in impervious areas as a consequence of urban expansion modifies the natural 

hydrology of catchments and leads to higher runoff volumes and flow discharges. In 

addition, there is an increase in the total load and peak concentrations of pollutants that are 

accumulated in urban surfaces during dry weather, which can be washed off in rain events 

and transported by runoff into drainage systems and eventually to aquatic media (Anta et 

al. 2006, Zafra et al. 2017). The impact of these pollutants in receiving environments 

represents one of the most significant environmental issues in urban areas (Butler et al. 

2018). In addition, this issue is being exacerbated by the impacts of climate change, which is 

leading to longer dry weather intervals and more extreme rainfall events, increasing 

potential wash-off and drainage systems overflows (Semadeni-Davies et al. 2008). A 

thorough understanding of pollutant wash-off processes is therefore essential in order to 

design mitigation measures and thus to foster the sustainable development of urban areas. 

In this context, pollutants such as heavy metals and Polyciclic Aromatic Hydrocarbons (PAH) 

have been found to be closely related to the finest fractions of suspended particles in runoff 

(Sartor and Boyd 1972, Akan and Houghtalen 2003, Herngren et al. 2005a, Zafra et al. 2011). 

Accordingly, total suspended solids (TSS) concentrations are being used as indicators in the 

study of pollutant wash-off (Rossi et al. 2009, Sikorska et al. 2015) and might even be a good 

proxy for other emerging pollutants such as microplastics (Dris et al. 2015, Dehghani et al. 

2017). TSS build-up, wash-off and transport modelling is thus an important tool for the 

development of management and treatment techniques to minimize environmental impacts 

of these contaminants. However, the accuracy of the empirical build-up and wash-off 

equations implemented in commercial urban drainage models is still quite limited (Schellart 

et al. 2010, Gorgoglione et al. 2019) and TSS mobilization in urban environments is currently 

an area of cutting-edge research. New promising trends, such as physically-based 

approaches, are being developed to improve the understanding of wash-off phenomena and 

to overcome limitations when modelling this process. Finally, an understanding of sediment 

transport by runoff through gully pots and sewers is also necessary in order to give an 

integral response to the mobilization of pollutants in urban areas (Bertrand-Krajewski 1993). 
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2 State of the art 

The process of the mobilization of sediments in urban areas starts with the accumulation or 

build-up of particles in impervious surfaces such as roads, sidewalks or roofs. These particles 

come from human activities, traffic, and surrounding land uses, and can be washed off 

during rain events. Sediments are transported by the stormwater runoff to sewer systems 

through gully pots, in which they can be deposited and then eroded, depending on particles 

and flow characteristics. Finally, in combined sewers, sediments are transported by sewers 

to treatment plants or, where the event exceeds the capacity of the system or there is a lack 

of mitigation measures, to the receiving water bodies through Combined Sewer Overflows 

(CSO). In the case of separate sewer systems, stormwater runoff is often conducted to water 

bodies without treatment. As an alternative, Sustainable Urban Drainage Systems (SUDS) 

have become a more commonly seen solution for the management and treatment of 

stormwater (Woods-Ballard et al. 2007). 

Figure 1.1 shows the pollutant mobilization processes through a street section with a 

separated sewer system. These processes, which are characterized by a large variability 

(Wijesiri 2016), are still difficult to predict using current approaches and are one of the most 

challenging issues in urban hydrology. The remainder of this section focuses on the state of 

the art concerning four main processes: i) sediment build-up, ii) wash-off, iii) gully pots 

sediment accumulation and resuspension, and iv) in-sewer sediment accumulation, erosion 

and transport. 

 

Figure 1.1. Sediment mobilization through urban catchments with separating sewer 
system. Pollutants are accumulated in catchment surfaces in dry weather periods and can 
be washed off and transported through gully pots to the sewer system. 



Introduction, results and conclusions 

7 
 

2.1 Sediment build-up 

Build-up is the pollutant accumulation process that takes place over the surfaces of urban 

catchments during dry weather. APWA (1969) carried out the first study analyzing the 

accumulation of pollutants in Chicago and suggested that build-up was a lineal phenomenon 

depending on the time elapsed since the last cleaning by rain or sweeping. Then, Sartor and 

Boyd (1972), in one of the most significant studies in urban runoff pollution, proposed the 

following exponential build-up equation from an extensive field campaign:  

𝐵 =  𝑎(1 − 𝑒−𝑏𝑡)                                                                                                                                         (1) 

where 𝐵 is the built up mass, t the antecedent dry days, and 𝑎 and 𝑏 the maximum 

accumulation and the accumulation rate parameters, which depend on the land uses (Figure 

1.2). The novelty of this equation (Eq. 1) is that it presents the accumulation of sediments as 

a finite process, increasing the accumulation to a certain value of equilibrium.  

 

Figure 1.2. Accumulated solids load with respect to the elapsed time since last cleaning by 
sweeping or rain (Sartor and Boyd, 1972).  

Using the same parameters as in the exponential equation, Roesner (1982) proposed an 

asymptotic approach (Eq. 2) to model the rapid accumulation that developed during the first 

days and the trend of the build-up curve to an equilibrium value. Ball et al. (1998) obtained 

a good performance using both the previous asymptotic approach and a power equation 

(Eq. 3) to model the temporal variation in the build-up measured in a road gutter and its 

proximities. These equations can be written as: 

𝐵 =  
𝑎𝑡

𝑏+𝑡
                                                                                                                                                 (2) 

𝐵 =  𝑎 · 𝑡𝑏                                                                                                                                             (3) 
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where 𝐵 is the built up mass, t the antecedent dry days, and a and b the curve fitting 

parameters. 

The approaches presented have been used extensively to model build-up in different studies 

(e.g. Charbeneau and Barret 1998, Soonthornnonda and Christensen 2008, Chow et al. 2013, 

Morgan et al. 2017) but without coming to a consensus solution, given that the accumulation 

process is highly dependent on the study site. This is because the rate of accumulation and 

the redistribution of particles is not uniform and depend on different variables characterized 

by high variability such as wind, rainfall, catchment characteristics, surrounding land uses, 

traffic conditions, and other natural and anthropogenic activities (Deletic et al. 2005, Vaze 

and Chiew 2002, Herngren et al. 2005a). Wijesiri et al. (2015b,  2016) have recently assessed 

the variability presented in pollutant build-up process in urban catchments, concluding that 

a main source of uncertainty that reduces the reliability of build-up models is the different 

behavior of coarse and fine particles during accumulation period. Following this insight, and 

considering further natural and human activities as variables, Wei et al. (2019) increased the 

performance of the original power build-up model to 17%. 

The previously mentioned studies are based on field sampling programs where particles are 

collected from reduced measurement areas in roads or streets. Sartor and Boyd (1972) 

measurements showed that the concentration of particles is not homogeneously distributed 

over surfaces and that it decreases with the distance to the curbs, with more than 80% of 

the total load being found in the first 0.5 m. In addition, Deletic and Orr (2005) observed the 

same trend and found that sediments collected next to curbs presented coarser grain sizes 

(around 400 µm) than in middle positions (55 µm). Hence, another source of uncertainty in 

modelling build-up is the representativeness of field data. To avoid this issue, the available 

mass over the catchment surface before a rain event can be obtained by inferring it from 

sewer section runoff monitoring and wash-off models (Sutherland et al. 1998, Sandoval et 

al. 2018). However, this method must be used with care, given that results are affected by 

the uncertainties and variability in build-up, wash-off, and sewer sediment transport 

parameters. In addition, only a fraction of the available pollutant is washed during a rain 

event (Egodawatta 2007) and the susceptibility to be washed is greater in finer particles 

(Zafra 2008), so the results obtained in this way are also unrepresentative of the total 

accumulated load. Finally, as reported in the following section (Sect. 2.2), results from 

modelling wash-off process are still rather uncertain. 

2.2 Sediment wash-off 

The wash-off process involves particle mobilization and transport over the catchment 

surface during rain events. The most widely used approach for modelling urban wash-off is 

the exponential equation developed by Sartor and Boyd (1972), which is implemented, 

sometimes with slight modifications, in several urban drainage models, such as SWMM 
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(Rossman, 2015). This empirical equation (Eq. 4) was developed from field measurements 

using a portable rainfall simulator in a real street. It computes the amount of material 

removed (𝑊) at a given time from the beginning of the event (𝑟) from the initial load of 

sediment available (𝑊0), the rainfall intensity (𝑟), and a proportionality constant (𝑘) 

dependent on street surface characteristics.  

𝑊 =  𝑊0(1 − 𝑒−𝑘𝑟𝑡)                                                                                                                                  (4) 

Although, as noted in Figure 1.3, the results in Sartor and Boyd (1972) showed that total 

washed off mass depends on particle size distribution and surface roughness, the 

exponential approach was usually accepted as a way of modelling wash-off without 

considering this variability in the definition of model parameters. In addition, despite this 

lumped formulation being widely accepted by users, the predictive results obtained are 

currently rather uncertain (Schellart et al. 2010, Gorgoglione et al. 2019) when we look at 

intra-event variability, and hence they are not particularly useful for engineering risk 

assessment or design. This is mainly due to the fact that these lumped equations are only 

roughly approximate with respect to the complexity of physical phenomena, considering as 

key variables the initial load of sediment available and the rain intensity, but neglecting 

spatial and temporal heterogeneities (Wang et al. 2011). For example, among other things, 

they rarely consider rainfall heterogeneities, complex geometries in urban catchments (e.g. 

curbs, gully pots), spatial distributions of sediments, or variability in sediment 

characteristics.  

 

Figure 1.3. Exponential wash-off equation performance for different surface roughness and 
particle sizes (Sartor and Boyd, 1972).  

Since Sartor and Boyd (1972), some studies have tried to improve empirical equations in 

order to deal with accuracy problems. Egodawatta et al. (2007) noted that only a fraction of 

the sediments available in street surfaces are washed off during rain events. In order to 
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consider this insight, they included a new parameter (Eq. 5), called the capacity factor (𝐶𝐹). 

Then, taking as a basis Eq. 5, Muthusamy et al. (2018) carried out a laboratory-scale 

experimental study in a 1 m2 bituminous rainfall simulator with different surface slopes and 

showed that the capacity factor (𝐶𝐹) is also significantly dependent on the surface slope.  

𝑊 =  𝑊0𝐶𝐹(1 − 𝑒−𝑘𝑟𝑡)                                                                                                                                       (5) 

These improvements helped to give physical meaning to parameters and showed that 

surface wash-off is dependent on a number of important variables, hence increasing 

knowledge of the process. However, the equations proposed still do not consider certain 

other important variables, such as the sediment characteristics or the heterogeneities of 

urban catchments, and the increase in the number of parameters makes model calibration 

more difficult due to the interactions between the variables involved. In addition, these 

approaches are developed using studies performed in reduced and homogeneous areas, and 

their transferability to medium- and large-scales is not trivial given the complex flows that 

appear in the surroundings of street elements like gully pots or curbs. For these reasons, the 

improvements in the accuracy of results of empirical equations are limited. 

Alternative physically-based approaches have been proposed to overcome these limitations, 

and consider the physical processes involved in surface wash-off such as the detachment of 

surface particles by raindrops impact or runoff shear, their transport by overland flow, and 

their deposition. Deletic et al. (1997) developed a 1D model taking into account spatial 

distribution of solids over the street surface separating longitudinal curb flow and 

perpendicular roadway and sidewalk flow during computation (Figure 1.4). This approach 

assumes no deposition and considers the entrainment of particles into suspension by rainfall 

and runoff shear. The results obtained showed a good agreement of the results in their 

application to two different urban catchments of around 250 m2 when the rainfall- and flow-

driven detachment was calculated separately, showing the possibilities for models of this 

kind.  

 
Figure 1.4. Suspended solids transport scheme in an urban wash-off physically-based 1D 
approach (Deletic et al. 1997). The model considers the detachment of particles by rain and 
runoff shear and assumes no deposition. Once into suspension, solids are transported by 
overland flow, which is divided into a shallow flow perpendicular to the curb and a gutter 
flow modeled as a triangular channel longitudinally to the curb. 
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Meanwhile, Shaw et al. (2006, 2009) assumed that particles are suspended due to raindrop 

impacts and are then transported by flow until their deposition. This assumption worked 

well in a 0.105 m wide test channel using a rainfall generator and 500–590 μm particles. In 

contrast to this approach, Massoudieh et al. (2008) modeled the detachment of particles as 

a function of flow velocity by a power expression. All these studies showed the potential of 

physically-based models for modelling TSS wash-off in urban areas considering spatial 

distribution of sediments and modelling the different processes involved using a 1D 

approach.  

The use of 2D models is a step towards the increased accuracy of wash-off models in real 

catchments, allowing for the reproduction of heterogeneities of urban catchments and 

complex surface overland flows in a better way. The physically-based wash-off formulation 

developed in Hairsine and Rose (1992a, 1992b) was used, coupled with a 2D shallow water 

model, in Hong et al. (2016a, 2016b, 2019) in order to calibrate the TSS mobilization on a 

road catchment of 2661 m2 for different rain events. In this approach, pollutant mobilization 

is computed by performing a mass exchange in each of the elements of the catchment mesh 

for each time step using the following equation: 

𝜕ℎ𝐶

𝜕𝑡
+

𝜕𝑞𝑥𝐶

𝜕𝑥
+

𝜕𝑞𝑦𝐶

𝜕𝑦
= 𝑒𝑟 + 𝑟𝑟 − 𝑑                                                                                                            (6) 

Here, 𝑞𝑥 and 𝑞𝑦 are the two components of the specific discharge in a surface flow and h its 

water depth, and the depth average concentration of sediment (𝐶) in the water column can 

be increased by the detachability of particles due to rain (𝑒𝑟) or runoff shear (𝑟𝑟). It is then 

transported suspended in the water flow until its deposition (𝑑). Figure 1.5 shows a scheme 

of the modelled processes. 

 

Figure 1.5. Conceptual scheme of the mobilization of sediment in Hairsine-Rose’s wash-off 
formulation applied to an urban catchment. Taken from Hong et al. (2016a).  

Rain-driven detachability is assumed to depend on rain intensity and considers the 

availability of particles on the surface and the protection against raindrop impacts by the 
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water layer. Likewise, flow-driven detachability computes the transfer of solids due to the 

effect of the runoff stream power and depends on a critical threshold, from which a fraction 

of the stream power excess produces the entrainment of particles. Finally, the deposition 

rate depends on the settling velocity, which is affected by the size and density of particles. 

The variations in surface sediment mass (𝑚) is thus obtained as:  

𝜕𝑚

𝜕𝑡
= 𝑑 − (𝑒𝑟 + 𝑟𝑟)                                                                                                                                 (7) 

The good agreement between model outputs and field-measured pollutographs, together 

with a detailed representation of wash-off processes, makes this approach an optimal tool 

for improving our understanding of the physical phenomena, and encourages further 

research. However, these kinds of physically-based models face the same problem as 

empirical models: the variability of build-up and wash-off processes makes the accurate 

definition of the model input variables difficult (Pitt et al. 2004). The associated uncertainties 

hinder the individual contribution of each factor in the results, complicating the 

development of such models. Therefore, realistic experiments in laboratory controlled 

condition are an opportunity to increase our understanding of wash-off processes from an 

accurate definition of input variables. In these conditions, physical-based wash-off models 

can be analyzed to identify the variables that govern the phenomena, and thus to simplify 

these models appropriately to ensure their transferability to real field applications. 

2.3 Gully pots sediment accumulation and resuspension 

Gully pots are placed at the entrance of sewer systems to retain part of the coarser 

suspended particles transported by runoff, protecting downstream sewer elements from 

wear and deposition and decreasing the pollutant contribution of runoff. Gully pots are thus 

important elements in the wash-off process of pollutants (Butler et al. 1995, Butler and 

Karunaratne 1995).  Two processes can occur in gully pots during rain events: i) under normal 

operating conditions, part of the particles transported by runoff tend to be deposited, 

avoiding their entrance into the sewer system, and ii) in the most energetic events or when 

the sand trap capacity of the gully pots is exceeded, existing deposits can be eroded and 

resuspended into the sewer system. In the latter case, blockage of the gully pot may be 

produced, with the subsequent flood risk (Ten Veldhuis et al. 2011, Rodriguez et al. 2012). 

Therefore, modelling sediment transport through gully pots is an important tool in urban 

stormwater management as a means of preventively maintaining gully pots so that they 

keep their retaining efficiency and thus possible blockages are avoided (Ackers et al. 1996). 

Accordingly, several studies and prediction models have been developed to simulate 

sediment transport through gully pots. In a laboratory study, the earlier studies of Lager et 

al. (1977) found that coarser particles were retained less than finer ones and that the trap 

efficiency of gully pots decreased for higher water discharges. Grottker (1990) confirmed 
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these insights by performing additional laboratory tests and proposed an empirical equation 

for modelling gully pot efficiency depending on inflow rate and particle size. This equation 

does not consider the accumulated sediment bed, which had been found as a main variable 

in Fletcher and Pratt (1981). Butler and Karunaratne (1995) proposed a simple model, one 

which only considers the sedimentation of particles, using laboratory experimental results. 

This model was completed with erosion processes and validated in Butler and Memon 

(1999), and is still being developed, as seen in Ciccarello et al. (2012) where analytical and 

experimental studies were performed using different settling velocities formulations and 

particle sizes.  

A continuous pollutant wash-off model, which also considers both erosion and 

sedimentation of particles in the gully pot sand trap, was developed by Deletic et al. (2000). 

In this study, long-term simulations also demonstrated the importance of gully pots in 

retaining significant fine sediment particles. Memon and Butler (2002) also performed long 

term simulations of pollutant wash-off, resulting in gully pots efficiencies of up to 40% in the 

suspended solids load. The main problem of the presented models is the need for accurate 

data in order to calibrate the different parameters due to the high variability of the process 

and the importance of the geometry of the gully pots in terms of their efficiency. Considering 

this variability, alternative statistical models (Rodríguez et al. 2012, Post et al. 2016) have 

recently been developed by means of extensive long term field data with preventive 

management purposes against blockages.  

The main general conclusions to be drawn from the studies cited in this section are that 

sedimentation and erosion processes developed in gully pots are highly relevant in 

modelling the entry of sediments in sewer system. Therefore, approaches to gully pots 

should continue to be improved in order to be included in urban drainage models and thus 

to achieve reliable sediment transport results in sewer networks. 

2.4 In-sewer sediment accumulation, erosion, and transport 

As with previous processes, sediment accumulation, erosion, and transport in sewers is a 

complex phenomenon to model due to the high variability of the variables involved such as 

flow shear stress and sediment characteristics. Once stormwater is introduced into the 

sewer system, transported sediments can be deposited in sewer inverts depending on flow 

conditions and geometry. This decreases the hydraulic capacity of sewer system by reducing 

the cross section and increasing the bed roughness (Ackers et al. 1996). Sediment deposits 

may also be eroded in extreme events, increasing pollutant concentration in stormwater 

(Tait et al. 2003), and hence are an important environmental issue for receiving water 

bodies. Therefore, modelling in-sewer sediment transport is an important tool for the design 

of new infrastructures and management strategies, and to optimize the significant 

associated costs here. 
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Three processes must be considered in order to understand in-sewer sediment transport: i) 

deposition of sediments, ii) erosion of deposited sediments, and iii) transport of particles by 

flow (Butler et al. 2003, 2018). Regarding sediment transport, this can be divided into bed 

load transport, in which particles are moved through sliding, rolling or by saltation, and 

suspended transport, in which particles are moved and remain in the flow. Sediment 

transport formulations traditionally used in urban drainage models (e.g. Ackers-White or 

Meyer-Peter and Muller formula) are usually taken from river sand transport formulations. 

The transferability of their predictions to urban drainage is not trivial due to the changes in 

problem conditions such as finer and partly cohesive particles, the presence of pipe walls, 

and unsteady flow (Bertrand-Krajewski 2006). Laboratory and field studies are thus required 

to validate formulations and to analyze possible modifications as a means of adapting the 

equations to sewer flows (e.g. Skipworth et al. 1999, De Sutter et al. 2003). These studies 

achieved good performance for stormwater systems, but their implementation in combined 

sewers is still difficult since they do not consider cohesiveness in bedload particles, which 

decreases the detachment and transport of bedload particles (Rushforth et al. 2003, 

Banasiak and Verhoeven 2008).  

3 Motivation for the current thesis 

A recurring problem in the development and testing of existing and new urban wash-off 

formulations is that the uncertainties in the definition of input variables can be propagated 

through the model, leading to unreliable results. The variability of build-up phenomena 

makes it difficult to accurately measure important variables such as the sediment 

characteristics or initial load without affecting the initial conditions of rain events. This is 

even more notable in the case of physically-based models, where the definition of additional 

input variables, such as rainfall properties or spatial sediment distribution, and the need for 

calibration data to precisely represent runoff flows, can be further sources of error. 

Experimental laboratory studies using simulated rainfall are an optimal tool to address this 

problem, providing accurately measured data in controlled conditions in order to analyze 

and develop more reliable wash-off models. However, studies carried out to date are limited 

to very small and simplified catchments and the definition of hydraulic variables is not 

common. For instance, both Egodawatta et al. (2007) and Muthusamy et al. (2018) achieved 

meaningful results in the understanding of wash-off process using rainfall simulators in 

uniform 3 m2 field and 1 m2 laboratory catchments, respectively, without measuring 

overland flow characteristics. This makes the transferability of the developed equations to 

catchment-scale applications difficult, in which complex overland flows are developed next 

to curbs or in the vicinity of gully pots. 
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In this context, a very suitable facility was available to study wash-off process under 

controlled laboratory conditions at the Hydraulic Laboratory of the Center for Technological 

Innovation in Construction and Civil Engineering (CITEEC), University of A Coruña (UDC). This 

facility was designed and operated by the Water and Environmental Engineering Research 

Team (GEAMA) of the UDC, and was used previously by the author’s research group to 

develop and calibrate an urban dual drainage 2D/1D hydrodynamic model (Fraga 2015), and 

was also the topic of the author’s bachelor thesis (Naves 2012). Figure 1.6 includes a general 

image of the facility, which consists of a 1:1 scale street section of 36 m2 including a rainfall 

simulator, an impervious surface formed by a sidewalk and a roadway, and a drainage 

system that drains generated runoff through two gully pots and a pipe network to a common 

outlet. This facility allows for the proper analysis of the mobilization of sediments in realistic 

and complex surface flows, the performance of gully pots and in-pipe sediment 

accumulation, erosion, and transport process, ensuring a high level of transferability of the 

results to field sites, while retaining the ability for accurate measurement of the variables 

involved.   

 

Figure 1.6. Urban drainage physical model, general view, from Fraga (2015). 

An extensive and accurate wash-off and sediment transport experimental data base, carried 

out in this facility, is an important step forward in the field of pollutant wash-off, providing 

the scientific community with the necessary information in order to develop, calibrate or 
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validate new and existing formulations. As mentioned above, the accurate measurement of 

input variables is especially valuable in the case of novel physically-based urban wash-off 

models. This allows for assessing the performance of models and parameters without 

considering disturbances caused by uncertainties, making it possible to simplify and develop 

new deterministic wash-off models for a better applicability in real field catchments.  

4 Objectives 

In view of the importance of pollutant wash-off phenomena in urban environments and the 

need for reliable and accurate data to develop and evaluate existing and new wash-off 

formulations, the main objective of this thesis is to carry out an extensive experimental 

campaign, where variables involved in wash-off process can be accurately measured in 

laboratory controlled conditions, to be used as a basis for the analysis and assessment of 

physically-based wash-off and sediment transport models. To this end, the following partial 

objectives were established: 

 Development of an experimental methodology to accurately measure TSS 

mobilization through the different parts of the physical model. In this way it is 

expected that the most important variables on which to focus our efforts will be 

determined. 

 Revision of the existing rainfall simulator, and the consideration of updating it, for 

more realistic rain generation in order to ensure the transferability of experimental 

results. This objective includes the accurate measurements of rain properties. 

 Hydraulic characterization of experiments. This is especially important since runoff 

flow is the basis for wash-off processes such as the detachment of particles due to 

the flow shear stress and their suspended transportation. 

 Conducting the extensive experimental campaign accurately by monitoring TSS 

mobilization through the different elements of the model and varying rain intensity 

and sediment grain sizes. The results obtained will be published in open data 

repositories for the greatest possible dissemination. 

 Finally, the application of experimental wash-off results for the assessment, through 

a sensitivity analysis, of the performance of a physically-based wash-off model. In 

this way, the usefulness of the data obtained can also be demonstrated. 
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5 Main results 

This thesis comprises 6 chapters. Following the current introduction (Chapter 1), the 

remaining chapters are organized in such a way that each one can be considered as an 

individual study, including its own and specific state of the art, methodology, results, and 

conclusions. The current section summarizes the main contents and results of the thesis and 

provides coherence and unity to the different studies therein, explaining how the objectives 

set out in the project are addressed. As stated in Section 3 (motivation for the current thesis), 

the background of this thesis is the study presented in Fraga (2015), in which the present 

author collaborated during his bachelor thesis (Naves 2012). It included the development 

and validation of an urban drainage 2D/1D hydrodynamic model using hydraulic 

experiments performed in a full-scale urban drainage physical model. This facility has shown 

its usefulness to represent and analyze the complex flows that are developed in urban 

catchments, also considering gully pot and pipe system flow interactions. Therefore, the 

urban drainage physical model has been used to carry out the wash-off and sediment 

transport experiments objective of this doctoral thesis.  

First, preliminary wash-off tests are presented in Chapter 2. This study analyzed the 

mobilization of total TSS for different initial spatial distributions and sediment loads placed 

over the roadway surface of the physical model. The objectives of these tests were to 

develop a methodology to accurate measure TSS mobilization, identifying the main variables 

affecting sediment wash-off and sediment transport processes, and checking the feasibility 

of wash-off experiments. The rainfall simulator used in Fraga (2015), which consists of four 

nozzles covering the entire model surface, was used to generate a rainfall with a duration of 

5 minutes and a mean rain intensity of 101 mm/h. Figure 1.7 shows a scheme of the physical 

model and the rain intensity map produced by the nozzle-based simulator used in 

preliminary tests.  

       

Figure 1.7. General scheme of the urban drainage physical model and the rain intensity 
map generated by the nozzles-based rainfall simulator used in preliminary tests.  
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At the sewer network outlet, flow discharges were registered and TSS pollutographs were 

obtained by manual grab samples and turbidity records. At the end of each test, a mass 

balance was performed between the initial load of sediments and the masses that remained 

in the different parts of the physical model (surface, gully pots, pipes, model outlet), 

checking the reliability of the performed experiments and allowing for the analysis of the 

mobilization of sediments through the model. Eleven experiments were configured to assess 

the influence of the initial load, spatial distribution method, distance from gully pot, and 

distribution area dimensions in the TSS wash-off process. The initial configuration of the 

tests are included in Figure 1.8. 

 

Figure 1.8. Initial sediment distributions and loads tested in the preliminary tests.  
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The results here showed that sediment initial load and distribution cannot completely 

explain pollutant wash-off processes because other variables, such as the spatial rainfall 

distribution and the runoff characteristics, also affect the outlet pollutographs and system 

mass balances. This was concluded from the results of the experiments where the sediment 

load is distributed at different distances from the model curb (Figure 1.9). While the TSS 

pollutograph peak showed, as expected, a slight decrease and delay when the sediment load 

was moved away at 1 m from the curb, it was more than halved in the case of placing 

sediments at 2 m from the curb. As can be inferred from Figure 1.7, high intensities produced 

at around 1.5 m from the curb affect the mobilization of sediment placed at greater 

distances. These preliminary results addressed the first partial objective raised in Section 4 

showing the capability of the procedure to accurately measure sediment wash-off, revealing 

the high influence of the simulated rainfall and the need for a precise definition of overland 

runoff to understand wash-off processes.  

 

Figure 1.9. TSS pollutographs and discharges (a) and mass percentage final distributions 
(b) for a sediment load of 20 g/m, spread homogeneously over a 5-meter-long and 1-meter-
wide surface, attached or separated 1 or 2 m from the curb. Values in parentheses indicate 
the mass error balance (ɛ𝑴). 

The needs observed in the preliminary results were addressed in Chapter 3 and Chapter 4 in 

order to develop more realistic and useful wash-off and sediment transport experiments. 

First, in view of the rain properties of the previous rainfall simulator (Figure 1.7) and their 

high influence in TSS mobilization, Chapter 3 includes the development of a new large-scale 

rainfall simulator. This simulator consists of two pressure-compensating dripper grids above 

a horizontal mesh, which disperses and breaks generated raindrops to increase rainfall 

spatial uniformity and produce drop size distribution similar to natural rain. The most 

appropriate characteristics of the mesh and its distance to dripper grids have been calibrated 

by considering natural rain measurements and using a laser Parsivel 2 disdrometer and rain 

gauges to measure drop size and velocity distributions and rain uniformity, respectively. The 
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final configuration of the rainfall simulator and the experimental measuring equipment used 

are shown in Figure 1.10. 

 

Figure 1.10. General image of the new rainfall simulator (a). Detail of dripper circuits above 
the horizontal mesh (b).  

Once the rainfall simulator was calibrated, the properties of the generated rain were 

measured. The new rainfall simulator can generate three different rain intensities (mean 

rain intensities of 32.9, 54.9 and 79 mm/h) with Christiansen’s Uniformity Coefficients (Cu) 

of 81, 89 and 91%, respectively, with a mean drop size of 0.95 mm and a drop impact velocity 

over 85% of terminal velocity for the mean drop size. Figure 1.11 shows the rain intensity 

map and the raindrop size and velocity distributions for the three rain intensities. Rain 

intensity and drop size distribution can be easily modified by changing design parameters. 

This flexibility, together with the almost uniform rain and the suitable raindrop sizes 

generated, makes the new rainfall simulator an optimal tool for wash-off studies, ensuring 

the transferability of the results obtained to real field applications as raised in the objectives 

of the current thesis. 
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Figure 1.11. Rain intensity maps and raindrop size and velocity distribution for the three 
rain intensities that can be generated. The solid curves represent the experimental relation 
between diameter and terminal velocity (Gunn and Kinzer 1949).  

 

Using the newly developed rainfall simulator, Chapter 4 addresses the need for an accurate 

representation of the overland runoff for a better understanding of the surface wash-off 

process. The importance of a hydraulic characterization of the experiments lies in the fact 

that suspended particles are transported by flow until their deposition, and that runoff shear 

may also contribute to the detachment of particles. In this context, a modification of the 

Large Scale Particle Image Velocimetry (LSPIV) visualization technique, using fluorescent 

particles and UV illumination, was developed to measure surface velocities with overland 

water depths in the order of a few millimeters and the presence of raindrops. Results 

obtained showed the existence of main drainage channels in surface runoff due to surface 

irregularities, which condition the mobilization of particles over the model surface. Figure 

1.12 includes the experimental setup used to record videos for the PIV analysis and the 

velocity distribution results for the lowest rain intensity, in which drainage channels can be 

observed.  
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Figure 1.12. Experimental setup scheme for recording runoff videos used in the PIV analysis 
with fluorescent particles. The resulting steady velocity distribution generated by the lowest 
rainfall intensity is also plotted. 

The low water depths developed make an accurate elevation map necessary to achieve a 

suitable representation of surface flow. Accordingly, the Structure from Motion (SfM) 

photogrammetric technique was used to obtain a high-resolution topography to model 

surface flow using a 2D shallow water model. The 2D model was calibrated using the flow 

discharges measured at the entrance of the two existing gully pots, and the results were 

compared with those obtained using traditional data point measured topography with a 

resolution of 0.5 m. Very similar results were found, using the same calibrated parameters, 

when comparing the flow discharge results at the gully pots. However, the velocity 

distributions obtained showed significant differences, especially in the shallowest flow 

areas, where only the high-definition topography was able to represent the main drainage 

channels of a few millimeters’ depth found using the LSPIV technique. Figure 1.13 shows the 

elevation maps measured and the surface velocity results obtained using the 2D shallow 

water model for each topography, which were calibrated with the flow discharge at the gully 

pots. This study, included in Chapter 4, highlights the importance of detailed elevation map 

modelling of surface flow in shallow water conditions and the need for surface velocity 

calibration data to achieve useful and accurate results. In addition, the modified LSPIV 

technique was presented as a suitable non-intrusive tool for the experimental measurement 
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of surface velocities with the presence of raindrops. Finally, photogrammetry was positively 

assessed to obtain physical model elevations for hydraulic modelling purposes. 

 

Figure 1.13. Elevation maps measured by traditional point survey (first row) and the SfM 

photogrammetric technique (second row). The velocity distributions results  from the 

implementation of the topographies in a 2D shallow water model, in the area attached to 

the curb and for the lowest rain intensity, were plotted next to each elevation map.  

After this, the detailed hydraulic characterization of the experiments was completed with 

the measurement of surface and in-pipe water depths and the registration of discharges at 

the entrance of the gully pots and at the pipe system outlet. A series of six experiments were 

performed looking at the measuring points presented in Figure 1.14 and using the three rain 

intensities that the rainfall simulator is able to generate. Figure 1.14 also includes examples 

of the water discharges and depths registered during the experiments for the highest rain 

intensity. The methodology used and the raw and processed data collected during these 

experiments are described in detail in Chapter 5. In addition, that chapter explains the use 

of an unseeded LSPIV technique as an additional method to measure overland flow velocities 

by analyzing the movement of bubbles and water reflections, which may be an alternative 

to fluorescent particles as a means of measuring very shallow flows in field applications, 

where the use of fluorescent particles and UV illumination is not trivial. 
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Figure 1.14. Surface and in-pipe depth, flow discharge, and surface velocity measuring 
points in hydraulic experiments (a). Flow discharge at the pipe system outlet (b),and surface 
(c) and in-pipe (d) water depths for the highest rain intensity. 

Once the hydraulics of the experiments was precisely determined, an extensive 

experimental campaign was performed accurately measuring TSS mobilization through the 

urban drainage physical model from given, accurately known initial sediment conditions. The 

three different rain intensities (30, 50 and 80 mm/h) and five sediment granulometries (d50 

ranging from 30 to 275 microns) were tested in 23 wash-off and sediment transport 

experiments, which are also presented in Chapter 5. Figure 1.15a plots sediment classes 

granulometries that were placed over the surface in a realistic way (Figure 1.15b) as initial 

sediment conditions of each test. 
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Figure 1.15. Particle size distribution of the five sediment classes used (left). Mean diameter 

and gradation coefficients (𝝈𝒈 = √𝑫𝟖𝟒 𝑫𝟏𝟔⁄ ) are also indicated in the plot. Sediment initial 

distribution over the model surface (right). 

In these experiments, simulated rainfall was generated for 5 minutes, and TSS and Particle 

Size Distribution (PSD) samples at the entrance of the gully pots and at the pipe system outlet 

were collected to analyze the mobilization of the different fractions of particles through the 

model. PSD samples are especially interesting for the continuous granulometry (sediment 

class D5 in Figure 1.15) to analyze the different behavior of particles depending on their grain 

size in the same test. In addition, online turbidity records were registered at the pipe system 

outlet to obtain on-line TSS concentrations following the methodology developed in the 

preliminary tests. The variables considered in these experiments and the measuring points 

are presented in Figure 1.16. 

 

Figure 1.16. Measuring points and variables for the wash-off and sediment transport 
experiments. 
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The results of measuring TSS mobilization during the experiments for the five sediment 

classes and the three rain intensities at the entrance of the gully pots and at the pipe system 

outlet are shown in Figure 1.17. Particle sizes are presented in these results as the key 

variable in the wash-off process. The finest sediment (sediment class D1 with a mean 

diameter of 30 µm) produced the highest concentration at the gully pots and at the pipe 

system outlet with a large difference with respect to other particle sizes. In addition, the TSS 

concentrations measured for the continuous granulometry D5 (d50=165 µm), both at the 

gully pots and at the pipe system outlet, were between those obtained for sediments D2 

(d50=68 µm) and D3 (d50=144 µm). Therefore, we can see that considering the mean particle 

size as representative can lead to erroneous estimates in modelling wash-off. 

 

Figure 1.17. Total suspended solids (TSS) results in both gully pots and the pipe system 
outlet for the five different grain sizes (D1-D5) and rain intensities of 80, 50 and 30 mm/h. 

At the end of each experiment, a sediment mass balance was performed, following the 

methodology developed in preliminary wash-off experiments, to assess the final distribution 
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of sediment in the different parts of the physical model and to ensure the reliability of the 

experimental results. The sediment masses obtained from each part of the model are 

presented in Figure 1.18 for the different rain intensities and sediment granulometries 

tested. The errors in the mass balances between the initial surface sediment mass and the 

masses collected at the end of the experiments plus the sediment washed from the physical 

model during the experiment were below 5%. This result is very satisfactory in consideration 

of the phenomena under study and to ensure the reliability of the experimental results. The 

PSD of mass balance samples were also measured using a laser coulter particle size analyzer 

in order to analyze the deposition of the different grain sizes at the end of the experiments. 

 

Figure 1.18. Mass balances results for the five different grain sizes (D1-D5) and rain 
intensities of 80, 50 and 30 mm/h.  

The raw and processed data obtained in this thesis from hydraulic, wash-off, and sediment 

transport experiments were published in the Zenodo data repository within the scope of the 

WASHTREET project (https://zenodo.org/communities/washtreet) and are openly available 

for other authors to use. A main data package (Naves et al. 2019c) contains the data related 

to the hydraulic, wash-off, and sediment transport experiments described in this doctoral 

thesis. These data address the lack of accurate measured data for modelling pollutant wash-

off processes and can be used to develop, calibrate and validate urban drainage models, 

including wash-off and sediment transport processes in the different components of the 

https://zenodo.org/communities/washtreet


Chapter 1  

 

 

28 
 

drainage system (surface, gully pots, in-pipe) without considering uncertainties in the input 

variables. Two additional packages (Naves et al. 2019d, Naves et al. 2019e) are provided to 

include detailed raw and processed data regarding the PIV analysis and the SfM 

photogrammetric technique, respectively. These datasets can be used to assess and 

optimize seeded and unseeded PIV techniques and in the study of the novel application of 

photogrammetric techniques for hydraulic modelling purposes, respectively. 

The final chapter of this thesis (Chapter 6) presents the application of the TSS concentration 

results at the gully pots to assess and analyze a physically-based urban wash-off model, 

which uses the Hairsine-Rose formulation coupled with Iber, a 2D shallow water model 

developed by the author’s research group. Figure 1.19 includes the model predictions 

obtained in the analysis for the experiments with rain intensities of 50 and 80 mm/h and 

sediment classes D2 and D3, respectively. The study has shown that the flexibility of the 

model allowed for the replication of the laboratory results from accurately measured initial 

conditions by tuning the six H-R model parameters. However, different sets of parameters 

showed similar TSS results, indicating that this flexibility also leads to identifiability problems 

when calibrating the model. 

 

Figure 1.19. TSS experimental results and five best-fitted simulations for the experiments 
with rain intensities of 50 (up) and 80 mm/h (down) and sediment classes D2 and D3, 
respectively. The parameter sets of the five best-fitted predictions are also included. 

In this context, the study contributes to the understanding of physically-based urban wash-

off models through an in-depth sensitivity analysis in order to provide the information 
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necessary to choose the most important parameters and to simplify the model in order to 

deal with identifiability. The accurate measurement of the input variables and the precise 

definition of hydraulics have made it possible to separate the individual contribution of the 

parameters of the Hairsine-Rose sediment transport model and to analyze their influence in 

the total washed off mass and the TSS peak at both gully pots. Figure 1.20 shows the 

sensitivity of the washed off mass in gully pot 1, obtained using both the Standardized 

Regression Coefficients method and the Extended Fourier Amplitude Test, to the Hairsine-

Rose parameters for the 12 tests considered in this study. The analysis showed that both the 

total washed off mass and the TSS peak concentration were highly sensitive to the critical 

mass (𝑀𝑠𝑐𝑟), as this parameter considers the reduction in the detachment of particles due 

to a lack of sediment on the impervious surfaces. In addition, rain- (𝛼0, ℎ0) and flow-driven 

(𝐹) detachment parameters were presented as key for smaller (mean grain sizes of 30 and 

68 µm) and larger (144 and 274 µm) sediment particles, respectively, with 𝑏 and Ω0 being 

almost negligible. The differences between the total (bars with dark colors) and first order 

effect indices (bars with light colors) in Figure 1.20b show the variance of the results due to 

interactions between parameters. It has been found that interactions play an important role 

in the results, especially in the TSS peak concentration and in the larger diameters (sediment 

classes 3 and 4) for the total washed off mass. This has highlighted the need for sensitivity 

results to simplify the model before calibration. 

 

Figure 1.20. SRC and EFAST first order and total effect sensitivity indices of the Hairsine-
Rose parameters for the total washed off mass in gully pot 1 and for each of the laboratory 
experiments considered (colors for rain intensities and x-position for sediment classes). 
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The relative importance of hydraulics, initial sediment conditions, and model parameters in 

model outputs has been also investigated to ensure the transferability of the results to real 

field studies, where it is not possible to define the model input variables with the same 

degree of accuracy as in the laboratory physical model. Figure 1.21 includes the local 

sensitivity results for the rain intensity of 30 mm/h and sediment class D1 test. The initial 

load of sediment and the mean grain size were seen to be the most important variables, thus 

underlining the need for very accurate measurements in order to avoid the variability 

associated with the build-up process affecting the results of the model. This need for 

accurate input variables, together with the high computational cost of the model, limit 

current applications to real-world catchments. However, model speedup and improvements 

in analysis efficiency are being developed nowadays and more laboratory and field studies 

should be performed to increase the understanding of input variables and model 

parameters. The results obtained are promising and merit further investigation in order to 

work on treatment and management techniques to minimize the impact of urban surface 

contaminants on urban environment. 

 

Figure 1.21. Sensitivity results for the Elementary Effects method for the 30 mm/h and 
sediment class D1 test. Plots show the sensitivity to the total washed off mass through gully 
pot 2. The ranking of the three most influential input factors is shown in the upper-left 
corner of the plot. 

Finally, two papers including part of the work presented in this thesis have been included in 

Appendix B. After this, Appendix C lists additional publications in the field of urban drainage 

in which the author has collaborated during his doctoral work. These studies concern an 

experimental and numerical analysis of the flow performance of egg-shaped sewer pipes, 

and two studies performed in a real wastewater facility where the accumulation, erosion, 

and in-sewer sediment transport were investigated. These additional studies have 

contributed significantly to the author’s training and experience, and show the high 

variability associated with sediment transport processes in real field applications. 
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6 General conclusions 

In this thesis, an extensive experimental dataset has been obtained by analyzing the wash-

off and sediment transport processes through an urban drainage physical model. This 

dataset addresses the lack of accurate data to be used in developing more reliable urban 

wash-off and sediment transport models. The presented experiments are performed in a 1:1 

scale physical model, considering complex surface flows developed next to curbs or in gully 

pot surroundings and using a realistic rainfall simulator, ensuring thus a high transferability 

of the results to field applications. Moreover, in addition to the accurate measurement of 

the variables involved in TSS mobilization, hydraulic calibration data is also provided to 

precisely represent overland flow, which is key in the detachment and transport of sediment 

particles. These data have made it possible to analyze the performance of a physically-based 

urban wash-off approach, and have also demonstrated its usefulness. In this research, then, 

the following main conclusions have been drawn: 

 In preliminary tests, an experimental methodology has been developed to 

accurately measure the wash-off and sediment transport processes. The procedure 

includes a final mass balance that made it possible to ensure and quantify the 

reliability of the experimental results in each test, resulting in mass balance 

maximum errors of around 9.4%, which are considered satisfactory considering the 

phenomena under study. Results showed that sediment initial load and distribution 

cannot completely explain pollutant wash-off processes because other variables, 

such as the uniformity of the rain, greatly affect the outlet pollutographs and system 

mass balances. A precise definition of overland flow has also been found essential 

to understand processes involved in wash-off phenomena. 

 Accordingly, a new drop-forming rainfall simulator was developed to replace the one 

used in the preliminary tests, in order to ensure the transferability and comparability 

of experimental results with field studies. The new rainfall simulator is able to 

generate three different rainfalls with mean rain intensities of 32.9, 54.9 and 79 

mm/h and an almost uniform distribution (Christiansen’s Uniformity Coefficients of 

81, 89 and 91% respectively). In addition, a mean drop size of 0.95 mm and a drop 

impact velocity of over 85% of terminal velocity for the mean drop size were 

obtained by calibrating the simulator against natural rain measurements. This 

results in the new rainfall simulation design being an optimal tool for wash-off 

studies.  

 The velocity distribution of overland flow has been precisely measured in shallow 

water conditions of a few millimeters’ depth by a modified LSPIV technique, which 

uses fluorescent particles as tracers to avoid raindrop interferences. Experimental 

results showed the presence of some main drainage channels perpendicular to the 

curb of the physical model due to irregularities in the model surface. An accurate 
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representation of the overland flow was achieved using a 2D shallow water model 

with a high-definition elevation map obtained using photogrammetric techniques. 

This study highlighted the need for detailed topography to accurately represent 

surface flow in very shallow water conditions and to assessed positively the 

visualization techniques used for hydraulic modelling purposes. 

 An experimental dataset concerning hydraulic, wash-off, and sediment transport 

experiments has been obtained using the three different rain intensities that the 

proposed new rainfall simulator is able to generate and five sediment classes with 

different granulometries (d50 ranging from 30 to 275 µm). The measurement of TSS, 

particle size distributions, and flow discharges at the entrance of the gully pots and 

at the sewer system outlet presented the sediment granulometry as key variables 

for wash-off and sediment transport processes and reported that considering mean 

grain size as representative can lead to erroneous estimates modelling pollutant 

wash-off. The mobilization of sediments through the physical model depending on 

the sediment granulometry and the rain intensity was also analyzed by performing 

mass balances, which were also used to indicate the reliability of the experiments. 

Results showed that, even using the finest sediment  and the highest rain intensity, 

only a fraction of the sediment is washed completely from the physical model. The 

errors found when performing the mass balances were below the 5% of the initial 

sediment mass, which is very satisfactory and demonstrate the accurate 

measurement of wash-off processes. Finally, the open access publication of the data 

makes our work replicable and provides essential data for testing and developing 

existing and new wash-off and sediment transport formulations. 

 The accurately measured input variables and the precise representation of surface 

flow have made it possible to perform an in-depth sensitivity analysis of a physically-

based urban wash-off model, which uses the Hairsine-Rose formulation coupled 

with a 2D shallow water model, without considering the usual field uncertainties 

that may hide the individual contribution of each input factor in the results. Model 

results showed that it was possible to successfully reproduce laboratory 

experiments by tuning the wash-off model parameters, but suggested a complex 

calibration process due to identifiability problems. The analysis presented provided 

the necessary information to properly simplify the model in order to address this 

issue, and proposed a reduction from 6 to 3 model parameters to properly model 

the individual contribution of the rain-driven and flow-driven detachment of 

particles. The study also reported the high influence in the TSS results of the 

sediment initial conditions, which confirmed the need for accurate input data to 

properly analyze and develop the model. The promising results obtained, and the 

insights that are being seen nowadays in model speedup and improvements in 
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analysis efficiency, make the model analyzed an effective tool to increase the 

understanding of the process involved in pollutant wash-off in urban catchments. 

The research overall has sought to increase our understanding of pollutant wash-off and 
sediment transport processes, as a means of developing more reliable urban drainage 
models in order to improve management and treatment techniques for sustainable 
development of urban areas. The results obtained are a step towards this objective, 
providing significant data for scientific community in order to develop, calibrate, or validate 
existing and new formulations, and contribute to the identification of processes and 
variables that govern pollutant wash-off phenomena. 

7 Future research 

The experimental results used to analyze the performance of the physically-based wash-off 

model involved the overland flow representation and the TSS measurements collected at 

the entrance of gully pots for the four sediment classes with uniform granulometry. 

Therefore, only a part of the provided results was used, and useful data remains for analysis 

and further use. For instance, TSS samples and flow discharges at the pipe system outlet, 

together with gully pots results, are suitable and accurate information of inflow and outflow 

TSS concentrations, which is optimal for the analysis of in-pipe sediment transport processes 

and for the development of dual drainage models. 

Moreover, a continuous and realistic granulometry was also used in the experiments with 

additional measurements of the temporal variations of particle size distribution in gully pots 

and pipe system outlet discharges. The results allow for the analysis of multiclass 

approaches, which are a solution to the unrepresentativeness of mean diameter and density 

in real field applications for modelling TSS mobilization. These models have an associated 

increase in complexity due to the consideration of several grain sizes, and their feasibility 

and performance should be assessed.  

Mass balance measurements are also notable results and can increase our knowledge of 

pollutant wash-off processes. The sediment masses that are deposited in the model at the 

end of the experiments, as well as their granulometries, indicate the fraction of particles that 

pass through the different parts of the model depending on the initial sediment grain size 

and the rainfall intensity, showing, for example, that for the lower intensities only the finer 

fractions reach the pipe system outlet. This information may also be used in gully pots 

performance analysis and models. 

Other interesting measurements that were not analyzed in depth in this thesis include the 

use of bubbles and water reflections in surface flow as tracers for the measurement of 

overland velocity distributions through the LSPIV technique. Fluorescent particles and UV 
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illumination have demonstrated their usefulness as a non-intrusive method to measure very 

shallow flows with the presence of raindrops. However, the assessment of a reliable, 

unseeded  LSPIV method is an interesting tool to simplify the measurement methodology, 

especially for field campaign purposes. 

Regarding the use of the data for the analysis and development of physically-based models, 

a sensitivity analysis was performed in this thesis as the first step toward a rigorous systems 

analysis. It has allowed us to assess the performance of the model and to identify the most 

important parameters, and has provided information as a means of simplifying the model to 

address identifiability problems. Taking this outcome into account, the experimental data 

also provide an opportunity to properly calibrate the model and to compare the results to 

the predictions of usual empirical formulations, quantifying the differences and analyzing 

model errors. 

Another important task to address is the transferability of the knowledge obtained in 

laboratory controlled conditions to real field applications, which was discussed at length in 

chapter 6 (Section 4.2). The difficulties of measuring accurately input variables, the neglect 

of spatial and temporal heterogeneities and the high computational cost of physically-based 

models limit current field applications. However, the progress made in the understanding of 

build-up processes, the increasing availability of accurate data, the representation of 

detailed physical processes by physically-based models, and improvements in model 

speedup and in analysis efficiency all serve to make the future of pollutant wash-of 

modelling a promising area of work, and encourage us to conduct more field and laboratory 

studies to increase our understanding of the phenomena. This future work should not be 

oriented towards developing more and more complex models accurately representing all 

the physical processes, but should move towards models capable of considering the spatial 

and temporal heterogeneities of urban catchments and the key processes involved. The 

identification of the main variables that govern pollutant wash-off would then be needed to 

be able to simplify models adequately, rendering them useful for practical applications, this 

towards better treatment and management techniques for minimizing the impact of urban 

surface contaminants, such as microplastics, heavy metals and PAH, on the environments of 

towns and cities. 
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1 Introduction 

The contemporary trend of fast urbanization and population migration to cities and towns 

has resulted in the development of more impervious surfaces such as urban areas, roads 

and parking lots. Some of the consequences of this trend are greater hydrograph runoff 

volumes and flow velocities and shorter concentration times. The result is an overall increase 

in pollution levels (Butler and Davies 2010). Pollutants such as sediments, nutrients, organic 

matter, heavy metals, hydrocarbons or pesticides are accumulated over impervious surfaces 

during dry days and washed into water bodies through surface runoff during rainfalls 

(Gastaldini et al. 2013). This causes significant environmental impacts and constitutes a great 

problem in urban areas, as it has been demonstrated in several studies (e.g. Anta et al. 2006, 

Zafra et al. 2008, Miguntanna et al. 2010). An understanding of pollutant wash-off and 

transport process in sewer systems is essential to estimate the mobilization of pollutants 

and to improve treatment techniques to minimize their impact on the environment. 

Wind and rain characteristics, surrounding land uses, traffic conditions, catchment 

characteristics or street sweeping and other human activities are presented by different 

authors as key factors that affect pollution build-up and redistribution of particles (see 

among others Deletic et al. 1997, Vaze and Chiew 2002, Herngren 2005a). Therefore, total 

load distribution of sediment across the road is not uniform and is influenced by the 

existence of natural or artificial barriers like vegetation, footpaths or curbs as shown by 

Deletic and Orr (2005). As part of the given study, sediment collected from sampling sites 

with different distances from the curb were analysed showing that load and particle sizes 

decrease with distance from the curb, and two-thirds of these solids were presented within 

0.5 m from the curb. Earlier studies (Sartor and Boyd 1972, Grottker 1987) reported the 

same phenomenon with a higher percentage of solids near the curb. As regards washed 

sediment sizes, a broad spread of data has been observed in previous quality runoff studies 

(Charters et al. 2015). In the work of Anta et al. (2006), a d50 mean value of 38 μm was 

obtained and only 10% of solids were greater than 150 μm. These values are close to the 

overall average values reported by the work of Charters et al. (2015). Furthermore, studies 

such as developed by Chebbo and Gromaire (2004) reported that most of the pollutants are 

associated with the finest fraction of the sediments, which are the most difficult particles to 

eliminate by sedimentation techniques. Thus, in order to analyse wash-off and sediment 

transport processes, these finest fractions of the surface sediments are considered the most 

interesting ones. 

Urban wash-off water quality models are usually based on empirical equations like the 

developed one by Sartor and Boyd (1972); such equations are implemented in most of the 

commercial codes like SWMM (Rossman 2015). Antecedent dry days and total runoff 
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volume are the main relevant variables for describing build-up and wash-off processes 

(Wang et al. 2011). Nevertheless, most of the approaches do not consider other aspects like 

the sediment characteristics, the definition of a threshold shear stress for particle movement 

or the influence of raindrops energy (Tomanovic and Maksimovic 1996), and the equations 

are often roughly approximate compared to the complexity of the physical phenomena 

(Bertrand-Krajewski 2006). In order to design and calibrate numerical models, several 

studies have been developed to characterize build-up and wash-off process in urban 

catchments of different sizes. For instance, Egodawatta et al. (2007) suggest that an isolated 

storm event has the capacity to wash only a fraction of pollutant and this fraction was 

related to rainfall intensity, the kinetic energy of rainfall and characteristics of the pollutants. 

In addition, different empirical approaches to build-up and wash-off processes were 

proposed by authors such as Wijesiri et al. (2015a), Chow et al. (2015) or Morgan et al. 

(2017). 

The main objective of this work is to analyse how accumulation and dispersion of pollutants 

affect the wash-off process on a street section at the scale of 1:1. This facility has been used 

previously for hydraulic validation and calibration of the Water and Environmental 

Engineering Group (GEAMA) MODUS 2D-1D urban drainage model (Fraga et al. 2015a, 

2015b). 

2 Material and methods 

2.1 Experimental setup 

The laboratory installation consists of a full-scale street section built in the Hydraulic 

Laboratory of the Centre of Technological Innovation in Construction and Civil Engineering 

(CITEEC) at the University of A Coruña. The physical model geometry and overview of the 

installation are shown in Figure 2.1. The model consists of a concrete tile pavement and a 

concrete roadway linked to a sewer drainage network. Three gully pots, two of them at the 

roadway and a third one at the end of the lateral outflow channel with a rectangular cross 

section, collect the runoff to the sewer network which includes six circular pipes with two 

different diameters: 0.085 m (Pipe 1 and Pipe 2) and 0.19 m (Pipes 3, 4, 5 and 6). The surface 

has an average transversal slope of 2% to the 0.15 m high concrete curb and a 0.5% 

longitudinal slope to the outflow channel. The sewer network characteristics and a detailed 

bathymetry of the model can be consulted in Fraga et al. (2015a). 
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Figure 2.1. Geometry (a) and photograph of the experimental setup (b). 

Four nozzles of Fulljet 3/4HH71WSQ (Spraying System Co., Wheaton, IL, USA) located 2 m 

above the surface generate the rainfall in the model. The kinetic energy of falling raindrops 

is a key variable in the wash-off process because it affects the degree to which pollutants 

are detached from the surface on impact. Therefore, nozzles have been selected taking into 

account raindrops' fall velocity (7.62 m/s) and mean size (0.0028 m), in order to reproduce 

faithfully real rain characteristics (Hudson 1963). The rain intensity distribution at the 

roadway and pavement surface was measured by the volume of water collected in a 0.25 m 

grid of test tubes during 3 min of rainfall. Rain intensity map (Figure 2.2a) shows that 

intensity is higher in two opposite areas for each diffuser and where they overlap. Average 

rainfall intensity (101.44 mm/h) corresponds to a high intensity of real rain.              

 

Figure 2.2. Rain intensity map over street surface (a) and scheme of sewer outlet tanks (b). 

Two tanks located at the sewer network outlet were used to measure turbidity and 

discharge volume (Figure 2.2b). A turbidity probe (Solitax) was installed in the first tank, 
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which has a reduced volume (0.16 m diameter and 0.4 m length), allowing measuring the 

turbidity records with sufficient depth. The turbidity was measured with a 5-s frequency and 

a measurement accuracy of ±0.01 FNU (Formazin Nephelometric Unit). This tank drains into 

a bigger reservoir (0.5 × 0.6 m2) where discharge was measured by a triangular weir. In 

addition, discharge was redundantly measured by a flowmeter installed at the rainfall 

generation system. The error between both measurements was less than 2%. 

An industrial dust with d50 = 40 μm and 200 μm maximum size was chosen to simulate runoff 

pollution according to the results from Anta et al. (2006). It has a suitable grain size and it 

also has excellent properties for a total suspended solids (TSS) analysis. This dust is not 

cohesive, it does not form floccules and it does not dissolve, so the sediment transport is 

completely in suspension allowing a greater control over solid discharges and mass balances. 

2.2 Experimental procedure 

Different build-up configurations were placed over the roadway surface before the 

beginning of the experiments. Once the sediment deposits were distributed, a constant rain 

was simulated for 5 min. During each experiment, turbidity and flow discharge were 

monitored continuously at the sewer network outlet. As both parameters were measured 

at different reservoirs, time shifts have been noticed at the beginning and at the end of the 

hydrograph caused by the retained volume in the outlet tank (Figure 2.2b). In order to 

compensate these time shifts (20 s maximum), the hydrograph was routed in the outlet of 

the turbidity probe reservoir from the discharge measured with a triangular weir and a 

variation of the outlet tank volume. The total amount of sediment mass from the runoff was 

determined from the hydrograph and pollutograph integration. 

In the course of each test, 12 manual grab samples were collected with 250 mL vessels at 

the turbidity probe tank outlet as part of the runoff characterization. The purpose of 

sampling was to correlate TSS concentrations with the turbidity probe signal. The first 6 

samples were collected every 10 s after the beginning of the flow discharge in order to 

record the peak of the pollutograph accurately. The next 6 samples were collected every 60 

s with the aim of having data from the whole pollutograph. TSS values were obtained from 

samples following the APHA (1995) method. By means of a linear regression, the turbidity 

probe signal was converted to TSS concentration values. As suggested by Torres and 

Bertrand-Krajewski (2008), an individual trend line was obtained for each test, resulting in 

determination coefficients (R2) above 0.96 for all experiments (Figure 2.3). All manual grab 

samples volumes were added to the measured flow hydrograph. 
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Figure 2.3. Individual turbidity (FNU) and TSS (mg/L) regressions. 

At the end of each test, a percentage of the initial sediment load remained deposited over 

the pavement. In addition, some dust was retained inside gully pots and pipelines. These 

sediment fractions were recovered in order to calculate a sediment mass balance and assess 

the global accuracy of each test. Firstly, dust remained over the surface and inside gully pots 

it was collected with an industrial vacuum sweeper with a 98% sweeping efficiency. Some 

cement dust particles from the pavement surface were also collected in a small portion 

during this process. Sweeping blank experiments (without sediment loads over the surface) 

were performed to consider these particles in mass balances. Later, pipes 1, 2 and 3 were 

cleaned with a 1 L/s flow. TSS concentrations and flow discharge were measured in cleaning 

processes in order to calculate the mass associated with pipe sediment bed deposits. 

Relative error in the mass balance of each test (ɛM) was obtained as the difference between 

the initial sediment load placed over the roadway surface (M0) and the amount of mass 

recorded at the sewer outlet (Moutflow), the amount of mass recovered by the industrial 

sweeper at the pavement surface (Msurface) and gully pots (Mgully), and the sediments 

deposited in pipeline inverts (Mpipes) in accordance with Equation (1). In this equation the 

small fraction of cement dust particles (about a 2% of M0) recovered by the vacuum sweeper 

has also been taken into account (Mcement dust).   

𝜀𝑀 =
1

𝑀0
[𝑀0 − (𝑀𝑜𝑢𝑡𝑓𝑙𝑜𝑤 + 𝑀𝑠𝑢𝑟𝑓𝑎𝑐𝑒 + 𝑀𝑔𝑢𝑙𝑙𝑦 + 𝑀𝑝𝑖𝑝𝑒) + 𝑀𝑐𝑒𝑚𝑒𝑛𝑡 𝑑𝑢𝑠𝑡]                        (1) 

Following this methodology, eleven experiments grouped into four sets of tests were 

performed. Figure 2.4 shows the sediment distribution and initial load for each test. The 

experiments were configured to assess the influence of the initial load, the spatial 

distribution method, the distance from the curb and the distribution area dimensions on the 

TSS wash-off. 
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Figure 2.4. Distribution of the initial dust deposited over roadway surface in performed 
experiments. Two photographs from initial load and curb accumulation test are also 
included. 

Initial surface sediment load tests: Several build-up studies, mentioned in the introduction 

section, were reviewed in order to select the most suitable initial load. Due to the wide range 

of variation of the initial sediment load, it became interesting to analyse how this parameter 

affects the mobilization of TSS. Therefore, in the first set of experiments called initial load 

tests (Figure 2.4a), three experiments with different pollutant loads of 4, 16 and 32 g/m2 and 

the same distribution over the roadway surface were carried out. In all cases, dust was 

distributed in a 0.5 m grid on a total surface of 4 m2. In these tests, sediment was deposited 

between the gully pots because runoff from this area is completely drained into gully pot 2 

and sediment transport conditions are more controlled. 
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Sediment distribution method tests: Using a grid to distribute sediment in small rectangular 

piles (with an area of 0.0025 m2) allows us to easily repeat and compare different tests, but 

this distribution method gets away from the way that pollutant appears over real roadways. 

This set of experiments was performed to study the influence of the sediment distribution, 

with the same initial sediment load (16 g/m2) placed over the roadway (Figure 2.4b). In 

addition to the 0.5 m grid distribution of the first round of experiments, a 0.25 m grid and a 

homogeneous distribution were placed over a total surface of 4 m2. 

Distance from the curb tests: In the third set of experiments, sediment was distributed along 

5 m of the curb in 1-m-wide strips. For these tests, the strip was placed attached to the curb 

and 1 and 2 m away from it (Figure 2.4c). The purpose of these experiments was to compare 

the resulting pollutographs for different separations of the sediment strip from the gully 

pots. 

Curb accumulation tests: Real roadway sediment accumulates near the curb (Grottker 1987, 

Deletic and Orr 2005). Therefore, in the last set of tests, a 20 g/m initial sediment load was 

attached along the curb with a 5-m-length strip with different widths for each experiment 

(Figure 2.4d). Firstly, dispersed load tests were performed with surface sediment widths of 

0.5, 1 and 3 meters. In the last experiment, a more realistic distribution of the initial 

sediment load was placed following Sartor and Boyd (1972) measurements. This study 

concluded that 78% of the initial sediment load over a roadway surface was found within 

the first 0.15 m from the curb, then 10% and 9% over the next 0.15 and 0.70 m, respectively, 

and finally 3% over the rest of the surface up to the road median. 

3 Results and discussion 

3.1 Initial surface sediment load tests 

Figure 2.5 shows the pollutographs and discharges measured during the initial load tests and 

mass balance results. A good agreement between turbidity derived pollutographs and 

manual samples was found. The TSS peak value measured increases in an approximately 

linear trend as the initial sediment load over roadway surface increases, without TSS peak 

temporal shift, so results can be extrapolated to other initial pollutant loads. Discharge 

remains constant in all cases because hydraulic experiment conditions do not vary 

throughout the configurations tested in this work. 
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Figure 2.5. Samples and turbidity signal derived TSS pollutographs and discharges at the 
sewer outlet (a) and mass percentage final distributions (b) for sediment loads of 4, 16 and 
32 g/m2 over a 4 m2 surface in a 0.5 m grid. Values in parentheses indicate the mass errors 
balance (ɛM). 

In these experiments, 93% ± 1% of sediment mass was washed off by rain or remained over 

the road surface. About 58% ± 2% of mass was recorded at the sewer outlet and about 35% 

± 2% was collected over the surface after the end of each experiment. A non-negligible 

sediment mass was also deposited in the gully pots and pipes (7% ± 1% in mass). These 

sediment percentages were kept almost constant for all test conditions, therefore the 

percentage of sediment wash-off was unaffected by the initial sediment load over the 

roadway surface. Mass balance error (εM) was found below 7% for all experiments, which is 

reasonably low considering the scale of the system and the studied phenomenon. In the test 

with the highest TSS peak value, sediment mass at the system outlet was integrated from 

manual samples curve because the turbidity probe was out of range in these measurement 

conditions (roughly 800 mg/L, Figure 2.5a). 

3.2 Sediment distribution method tests 

Figure 2.6 shows the pollutographs and mass balances of the experiments with the same 

initial load (16 g/m2) and different surface distribution method. TSS peak concentrations are 

very similar in all these tests, with a slightly higher peak for the 0.25 m grid. Therefore, 

spreading sediment homogeneously does not introduce qualitative differences either in TSS 

pollutographs or in the mass distribution. This allowed the development of more realistic 

experiments with a homogenous distribution of the sediment load over the surface. The 

amount of mass collected in the runoff, surface, gully pots and pipes shows small variations 

between experiments, but the final distribution is similar to the previous tests. 

Consequently, mass balance is independent from the distribution method too. Again, small 

relative errors in the mass balances were determined in the tests (below 4% in these cases). 
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Figure 2.6. Samples and turbidity signal derived TSS pollutographs and discharges (a) and 
mass percentage final distributions (b) placing a sediment load of 16 g/m2 over a 4 m2 
surface on a 0.5 m grid, a 0.25 m grid or spreading homogenously. Values in parentheses 
indicate the mass errors balance (ɛM). 

3.3 Distance from the curb tests 

Results from the third set of experiments are shown in Figure 2.7. TSS concentration peaks 

at the sewer outlet were delayed and dumped as surface sediment transport path length 

was increased from the curb. When the surface load was placed near the curb, TSS peak was 

recorded after ∼100 s from the beginning of the rainfall, meanwhile TSS peaks for tests with 

sediment area separated 1 and 2 m were collected at ∼110 and ∼120 s, respectively. 

Furthermore, smaller TSS concentrations were recorded for longer surface transport and, 

consequently, more sediments remained over the surface. 

 

Figure 2.7. Samples and turbidity signal derived TSS pollutographs and discharges (a) and 
mass percentage final distributions (b) for a sediment load of 20 g/m, spread 
homogeneously over a 5-meter-long and 1-meter-wide surface, attached or 1 or 2 m 
separated from the curb. Values in parentheses indicate the mass error balance (ɛM). 

For instance, in the test with sediment distributed 2 m from the curb, TSS peak 

concentrations at the sewer outlet were less than half compared with other experiments. 
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For this test, we have to notice the combined effect of the sediment transport path length 

with the spatial rainfall distribution. Thus, in the area situated between 1.6–2.0 m away from 

the curb the rain nozzles overlap each other and create a higher intensity rainfall zone 

(Figure 2.2a). High rain intensity areas hindered sediment transport from the pavement 

situated at a further distance from the curb and most of the sediment remain over the 

pavement. Previous experiments were not affected by this phenomenon because sediments 

were not placed upstream this high intensity area. 

As stated previously, the sediment mass distribution over the surface, in gully pots and pipes 

is also affected by the position of the sediment strip in the street. When pollutants are far 

away from the curb, the amounts of sediments collected over the surface increases 

significantly (from ∼30% to ∼70% roughly); meanwhile, the mass recovered from gully pots, 

pipes and, especially, wash-off decreases. The maximum mass error balance was slightly 

increased in these tests (ɛM = 9.4%) probably due to the fact that the sediments were 

distributed over a larger area. 

3.4 Curb accumulation tests 

Finally, a more realistic sediment distribution was analysed in the curb accumulation tests. 

Figure 2.8a reveals that higher maximum TSS concentrations were recorded at the sewer 

outlet when the same amount of dust load of 20 g/m was distributed over a narrower wide 

strip. Thus, for a 5 × 0.5 m2, the TSS peak is 1,052 mg/L and, for a 5 × 3 m2, the peak is 824 

mg/L. The recorded time to peak in these three tests is almost constant (about ∼100 s from 

the beginning of the rainfall). Like, in the distance from the curb tests, as the amount of mass 

washed by the runoff decreases, more sediments remain over the surface and into gully pots 

and pipes (Figure 2.8b). 

 

Figure 2.8. Samples and turbidity signal derived TSS pollutographs and discharges (left) and 
mass percentage final distributions (right) for a sediment load of 20 g/m, spreaded 
homogeneously over a 5-m-long and 3, 1 or 0.5-m-wide surface and placed with a stepped 
distribution. Values in parentheses indicate the mass error balance (ɛM). 
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The recorded pollutograph and mass balance for the Sartor and Boyd (1972) surface load 

distribution differ from the previous homogeneous strip load tests. Thus, the outlet 

pollutograph presents a smaller TSS peak (877 mg/L) and is recorded later (∼110 s). In this 

case, a large percentage of the sediment load was distributed on a small area (0.15 m 

attached to the curb) where the highest water depths (∼0.005 m) were recorded. These 

depths cause a decrease on sediment erodibility associated with the rain drops' kinematic 

energy, so a high sediment load is deposited near the curb at the end of the test. As the 

sediment is concentrated in a thinner strip, the wash-off efficiency of the curb over land flow 

may be reduced and more sediments could remain over the surface at the end of the 

experiment. From the mass balance point of view, the amount sediment collected from gully 

pots increased as more sediments were placed close to the curb. The effect of non-uniform 

rain explained in the previous section was also observed in the 5 × 3 m2 test, where one-

third of the initial load was placed upstream of the high rain intensity area. The maximum 

error in the mass balance remained around 9.4%. 

4 Conclusions 

In this work, an experimental campaign was performed in a full-street physical model to 

assess some relevant aspects related with the wash-off and pipeline sediment transport 

processes in impervious urban areas. In the tests, the influence of the initial sediment load 

and its distribution over the street surface were analysed with a constant 5-minute rainfall. 

TSS pollutographs and flow discharges were recorded at the sewer outlet. After the rainfall, 

the sediment deposited over the street surface, gully pots and pipelines was measured in 

order to determine the mass distribution in different components of the system. Mass 

balances were performed to estimate the global test accuracy. 

The first tests reveal that TSS peak value on pollutographs has an approximately linear 

relationship with initial sediment load over roadway surface, so results can be extrapolated 

to other surface load concentrations. In addition, it has been proven that the different 

methods of distributing the same amount of mass over the same total area do not produce 

qualitative differences either in the resulting pollutographs or in the mass distribution on 

the model. In the third and fourth sets of experiments, we observed that the maximum TSS 

values decrease as the surface sediment transport path length increases. Consequently, 

more sediments are deposited over the street surface. Nevertheless, these two parameters 

(surface sediment load and distribution) cannot explain completely pollutant wash-off 

processes because the spatial rainfall distribution or the runoff depth also affects the outlet 

pollutographs and system mass balances. 
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Finally, the obtained outcomes are part of a systematic database which is being developed 

at our laboratory facility. New tests considering different sediment grain sizes or rainfall 

intensities will be developed in future. The results obtained will allow the validation and 

calibration of sediment transport equations for surface wash-off, gully pot build-up and 

pipeline sediment transport in dual drainage models. 
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1 Introduction 

Rainfall simulators are a recurring tool for laboratory and field studies in the area of urban 

drainage. The principal reason for this is that they open up the possibility of controlling the 

main variables that govern natural rainfall, being able to generate events with identical 

properties or varying certain relevant properties. Using a rainfall simulator with a suitable 

rain uniformity, and with distributions of drop sizes and velocities similar to real rain, is thus 

key for the reliability and transferability of the experimental results obtained. However, the 

difficulties in replicating natural rain lead to a wide range of designs, with no definitive 

solution having been identified (Kathiravelu et al. 2014). Rainfall simulator designs can be 

categorized into two main groups according to the way in which the raindrops are produced: 

i) pressurized nozzle simulators, and ii) drop-forming simulators. Both typologies present 

benefits and drawbacks that must be considered during the experimental design according 

to the objectives of the study. The variety of designs makes the measurement of rain 

properties such as uniformity, intensity, and raindrop size and velocity distribution essential 

to ensure the comparability of experimental results. 

Pressurized nozzle simulators are commonly preferred for studies with simulated rainfall 

(Grismer 2011, Kathiravelu et al. 2014) due to their simple design and installation. Generated 

raindrops emerge from nozzles with a considerable initial velocity, so this typology produces 

satisfactory droplet velocity distributions at lower fall heights, reaching terminal drop 

velocities as in natural rain. The principal disadvantage is that nozzles require a relatively 

large orifice to generate a mean raindrop similar to real rain. This results in a high intensity 

storm if the nozzle sprays continuously (Isidoro et al. 2012). An oscillating bar (Aksoy et al. 

2012, Herngren et al. 2005b, Egodawatta et al. 2007) or a solenoid-controlled simulator 

(Junior and Siqueira 2011) can be used to pause the spray and hence to reduce the rainfall 

intensity.  However, Armstrong and Quinton (2009) examined the effect of intermittent rain 

in runoff sediment concentrations, concluding that results can be affected. When the spray 

stops, yields decrease over the street surface and the sediments are more exposed to the 

next period of high intensity rain, causing a greater detachment of soil particles. In addition, 

the overlapping of nozzles in medium- and large-scale studies significantly affects the spatial 

uniformity of rain intensity.  

Drop-forming simulators have been seen to result in the better control of physical rain 

parameters than nozzle simulators, but have a more difficult design and assembly (Battany 

and Grismer 2000, Clarke and Walsh 2007). The uniformity of simulated rain benefits, 

because of the increase in the number of points where drops are generated. However, drops 

fall under the effect of gravity with a null initial velocity and they must fall a reasonable 
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distance in order to impact the surface at terminal velocity. For example, 1.5 mm drops 

require about 4 m of height of fall to achieve 95% of terminal velocity, as seen in Laws (1941). 

This study focuses on the development of a rainfall simulator to study the wash-off and 

sediment transport processes in a 36 m2 urban drainage physical model. Although the 

rainfall simulators used in urban drainage studies are based on nozzles (e.g. Al Ali et al. 2017, 

Al Mamoon et al. 2019), previous wash-off tests, in which four nozzles were used (Naves et 

al. 2017), have shown the importance of rainfall uniformity in the experimental results. 

Therefore, drop-forming was selected as the most suitable typology to improve the 

simulated rain and to achieve an appropriate spatial uniformity in this large-scale physical 

model. The description of the new rainfall simulator, its calibration, and the characteristics 

of the generated rainfall, are described in the remainder of this chapter.  

2 Material and methods 

2.1 Rainfall simulator description 

The rainfall simulator that has been developed is located in the Hydraulic Laboratory of the 

Centre of Technological Innovation in Construction and Civil Engineering (CITEEC) at the 

University of A Coruña. It consist of two hose circuits placed above an urban drainage 

physical model with an approximate surface of 36 m2. PCJ-CNL Netafim® drippers of 1.2 and 

2 L/h are inserted in each circuit forming two grids of drippers with longitudinal and 

transversal separation of 0.20 m. Using this layout, the density of drippers in each circuit is 

25 per m2. Therefore, the simulator is able to generate rain intensities of 30 mm/h, 50 mm/h 

and, if both circuits are working at the same time, 80 mm/h. Pressure-compensating and 

anti-drain drippers have been chosen to avoid changes in flow rates due to pressure 

variations and to avoid water losses once the pressure is decreased below a certain value.  

The generated raindrops always fall on the same point of the model surface and have an 

approximate diameter of 4 mm, which is very high compared with natural rain. To fix this 

problem, a horizontal mesh is installed bellow the drippers circuits in order to break and 

distribute these uniform drops, improving rain uniformity and obtaining a heterogeneous 

drop size distribution. Figure 3.1 shows a general view of the rainfall simulator in its final 

configuration and a detail of the drippers inserted in the circuits. 
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Figure 3.1. General image of the rainfall simulator in its final configuration above the urban 
drainage physical model. Disdrometer and vessels for measuring rain intensity are also 
shown (image a). Detail of both types of drippers inserted in the circuits above the 
horizontal mesh (image b).  

2.2 Calibration procedure 

Rain intensity, spatial uniformity, and kinetic energy of raindrops, which depends on their 

size and velocity, are the key rain variables that affect the wash-off process in the 

detachment of particles. Therefore, these variables were considered during the calibration 

process in a comparison with natural rain. First, the rainfall generator was installed and fixed 

as high as possible, approximately 2.6 m from the model surface, to allow bigger raindrops 

to achieve terminal velocity. Then, the calibration focused on establishing the optimal 

typology and position of the horizontal mesh that breaks and distributes generated 

raindrops. Rain intensity, spatial uniformity, and mean drop size and velocity were analyzed 

for nine different combinations of mesh size, material, and distance to drippers in order to 

simulate rainfall as similar as possible to natural rain. In these tests, rain intensity was set at 

the lowest rain intensity that it is possible to generate (30 mm/h), since it is expected to be 

the most demanding case in terms of rain uniformity. Then, configurations with better 

performance were also analyzed for the rain intensities of 50 and 80 mm/h. The 

configurations tested during the calibration process are summarized in Table 3.1. 
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Table 3.1. Configurations of the tests performed during rainfall simulator calibration. 

Test Mesh 
material 

Mesh size 
(mm) 

Drippers-mesh 
distance (m) 

Rain intensity 
tested (mm/h) 

1 Plastic 4.5 45 30 
2 Plastic 4.5 70 30 
3 Plastic 2 70 30 
4 Plastic 1 45 30 
5 Plastic 1 70 30 
6 Metallic 2 45 30 
7 Metallic 2 60 30 
8 Metallic 2 70 30 
9 Metallic 3 70 30 

10 Metallic 2 70 50 
11 Metallic 3 70 50 
12 Metallic 2 70 80 
13 Metallic 3 70 80 

 

Rain intensity and uniformity were measured in each case using 16 vessels of 0.1 m in 

diameter as rain gauges, disposed together in a 4x4 grid covering a total surface area of 0.16 

m2 (Figure 3.2). Rain intensity was obtained from the water mass collected by each vessel in 

a 15 minute period of rain, and the result was then used to determine the Christiansen’s 

Uniformity Coefficients (Christiansen 1942) as: 

𝐶𝑢 = 100 (1 −
∑ |�̅�−𝑥𝑖|𝑛

1

𝑛�̅�
)                                                                              (1) 

where 𝑥𝑖 is the rain intensity in each vessel, �̅� their average, and 𝑛 the total number of 

vessels. 

A laser Parsivel 2 disdrometer (OTT, Kempten, Germany) was used during calibration (Figure 

3.1a) to measure the mean diameter and velocity of raindrops. This equipment provides the 

number of raindrops that pass through a horizontal laser surface of approximately 54 cm2 

and classify them into 32 diameters and 32 velocity non-uniform ranges measuring the 

magnitude and the duration of signal attenuations (Tokay et al. 2014). Since the main 

objective of this chapter is the development of a rainfall simulator to generate rain as similar 

as possible to natural rain, the raindrop size and velocities distributions of local natural rain 

were also measured in February 2017 on the rooftop of the laboratory using the disdrometer 

with a sample frequency of 10 s. Data obtained was used as a reference in the comparison 

of the different configurations tested during the calibration of the simulator.  
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Figure 3.2. Vessels disposed over the model surface to measure rain intensity and 
uniformity for different mesh types and distances to drippers during calibration. 

2.3 Rain properties of calibrated rainfall simulator 

Once the rainfall simulator developed in this study had been calibrated, rain intensity, spatial 

uniformity, and raindrop size and velocity distribution were measured for the three rain 

intensities that it is able to generate. Similarly to the calibration methodology, rain intensity 

and uniformity were obtained from the water collected by 144 vessels placed over the full 

physical model surface in a 0.5 m x 0.5 m grid for a 5 minute period of rain (Figure 3.3). 

Finally, disdrometer measurements were used to register 10 s measurements of raindrop 

size and velocity distributions over 2 minutes. 

 

Figure 3.3. Vessels disposed over the entire model surface in a 0.5 m x 0.5 m grid to measure 
rain intensity and uniformity 
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3 Results and discussion 

3.1 Natural rain properties recorded 

Firstly, real rain properties registered by the disdrometer are presented as reference values 

to compare the different configurations tested in the calibration process. Plots in Figure 3.4 

show the measured drop mean diameters and velocities according to their rain intensities. 

The results show that mean diameter and velocity remains almost constant for rain 

intensities over 20 mm/h, which is the case with the simulated rain, with approximate values 

of 1 mm and 3.4 m/s, respectively. In addition, the mean of 33 disdrometer measurements 

of natural rainfall with intensities ranging from 25 to 35 mm/h is shown in Figure 3.5. The 

plot represents the number of raindrops registered in 10 seconds classified into sizes and 

velocities and compared with the experimental relation between diameter and terminal 

velocity (Gunn and Kinzer 1949). These characteristics are established as objective values for 

the rainfall simulator under study. 

 
Figure 3.4. Relation of raindrop mean diameter and velocity with respect to the rain 
intensity measured by the disdrometer. 

 
Figure 3.5. Raindrop size and velocity distribution of natural rainfalls with intensities 
ranging from 25 to 35 mm/h. The mean of the raindrops registered by the disdrometer 
classified in sizes and velocities is compared with experimental relation between diameter 
and terminal velocity (Gunn and Kinzer 1949), which is represented by the solid curve. 
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3.2 Calibration results 

In this section the rain properties obtained for the different configurations tested during the 

calibration process are shown. Table 3.2 includes mean rain intensities, uniformity 

coefficients, mean raindrop diameters, and mean velocities measured for the test 

configurations reported in Table 3.1. In the first set of configurations using plastic meshes, 

it can be seen that larger mesh sizes (tests 1 and 2) produce uniformity coefficients of around 

65% and mean raindrop sizes of around 0.85 mm, which is slightly lower than that observed 

in natural rain. In this case, the mesh size is similar to the diameter of the raindrops and a 

small area of distributions is observed when raindrops pass through the mesh and break. If 

the mesh size is reduced (tests 3-5), raindrops are distributed in a larger area and the 

uniformity coefficient is significantly increased, the mean diameter of the generated drops 

remaining almost constant. It can also be seen that increasing the mesh-drippers distance 

improves rain uniformity, since raindrops reach the mesh with a higher velocity distributing 

in a larger area. This also produces a slight decrease in the mean diameter and velocity 

registered. The weak point of these configurations is that the rain intensity measured 

decreases, perhaps due to the fact that the coarser mesh wires retain water easily. 

Table 3.2. Results of the tests performed during the rainfall simulator calibration. 

Test Rain intensity 
(mm/h) 

Uniformity 
coefficient (%) 

Mean diameter 
(mm) 

Mean velocity 
(m/s) 

1 29.9 62.9 0.89 2.71 
2 28.6 67.3 0.79 2.5 
3 23.0 83.4 0.83 2.77 
4 24.0 83.4 0.83 2.77 
5 22.9 89.7 0.73 2.58 
6 32.0 71.8 0.95 2.77 
7 31.0 92.8 0.90 2.88 
8 29.5 85.3 0.92 2.81 
9 31.4 87.3 0.94 2.77 

10 50.2 90.1 0.91 2.85 
11 53.4 94 0.95 2.77 
12 71.8 94.6 0.90 2.88 
13 79.1 97.4 0.95 2.77 

 

Using the metallic mesh with a 2 mm size (tests 6-8), the rain intensity is not reduced as in 

previous cases resulting in suitable rain intensities and mean raindrop sizes and velocities. 

These tests also illustrate the importance of ensuring that there is enough distance between 

the mesh and the dripper grids to allow raindrops to reach a higher velocity before the 

impact against the mesh, achieving a larger distribution and improving rain uniformity above 

80%. Accordingly, the distance of 0.70 m was selected and the metallic 2 mm size mesh was 
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compared with a 3 mm size mesh for the three intensities that the simulator is able to 

generate (tests 9-13), in order to assess the possibility of increasing mean raindrop size to 

the reference value. Results show a slightly better behavior of the 3 mm size mesh regarding 

rain uniformity and mean drop size. Greater mesh sizes were not considered because, as 

seen in tests 1 and 2, the uniformity is significantly reduced for mesh sizes over 4 mm. 

Therefore, the metallic 3 mm size mesh installed 0.70 m below drippers was chosen as the 

optimal solution. 

3.3 Rain properties of the developed rainfall simulator 

Rain intensity, uniformity, and raindrop size and velocity distributions were measured with 

the configuration resulting from the calibration, and for the three rain intensities that it is 

possible to generate. Figure 3.6 shows the rain intensity maps and the uniformity 

coefficients with values over 81%, which means an almost uniform rain and a very significant 

improvement in the uniformity in comparison to the previous nozzle-based rainfall simulator 

and compared to most rainfall simulators in the literature.  

 

Figure 3.6. Rain intensity map of the physical model surface, which has an approximate 
area of 36 m2, for the three intensities that the rainfall simulator is able to generate. Plots 
include the mean rainfall intensity measured and the Christiansen’s uniformity coefficient 
(UC) resulted. 

The mean number of raindrops detected by the disdrometer in 10 s measurements over 2 

minutes, classified in sizes and velocities for the three rain intensities, are presented in 

Figure 3.7. The mean raindrop sizes obtained, over 0.9 mm, and the heterogeneous 

distributions of sizes up to 3 mm are very close to those obtained in natural rain 

measurements (Figure 3.5). Regarding velocity distributions, bigger raindrops (around 2 

mm) develop slightly lower velocities than the corresponding terminal velocity, which are 

represented by the solid curve in Figure 3.7. This can easily be fixed through a greater 

elevation of the simulator from the model surface, but this was not possible in our case due 

to laboratory limitations. However, the disdrometer data are registered at a height of 60 cm, 
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so raindrop velocities still increase before reaching the surface. The disdrometer 

measurement area was placed at the surface height outside the physical model, and it was 

estimated that 3 mm raindrops reach the model surface with more than 70% of the terminal 

velocity. This value is incremented to more than 80% in the case of the mean raindrop sizes 

obtained (around 0.9 mm).  

 

Figure 3.7. Number of raindrops, classified according their diameter and velocity, obtained 
by the disdrometer in an interval of 10 s and for the three rain intensities that it is possible 
to generate. The solid curves represent the experimental relation between diameter and 
terminal velocity (Gunn and Kinzer 1949).  

4 Conclusions 

In this study, a new drop-forming rainfall simulator was developed to be applied in wash-off 

and sediment transport studies in a street-scale laboratory physical model. To do this, the 

proposed rainfall simulator design, which consists of pressure-compensating dripper grids 

above a horizontal mesh that breaks and distributes raindrops was calibrated using natural 

rain as a reference. The mesh typology, mesh size and mesh-drippers distance that best 

fitted natural rain measurements were established, taking into account rain intensity, rain 

uniformity, and raindrop size and velocity distributions. Finally, the rain properties of the 

selected solution was measured for the three rain intensities that the rainfall simulator is 

able to generate. In view of the results obtained, the following three main conclusions were 

drawn: 

 Modifying the density of drippers and their flow rate makes it possible to generate 

precisely a wide range of rainfalls with different intensities, keeping suitable 

uniformities and raindrop diameter distributions. This design has been presented as 

a suitable solution to simulate low rain intensities, which is a clear improvement 

over nozzles-based simulators that have to resort to intermittent rains. 
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 Very good spatial uniformity of rain intensities was obtained, both for high 

resolution measurements during calibration and for large-scale measurements 

during rain characterization of the final solution. The Christiansen’s Uniformity 

Coefficients obtained, 81, 89 and 91% for the rain intensities of 30, 50 and 80 mm/h, 

respectively, showed almost uniform rainfalls, which confirms a good transferability 

of the experimental results that will be obtained when using the developed rainfall 

simulator.  

 This rainfall simulator design allowed for controlling rain properties from the 

calibration of the mesh typology, mesh size, and mesh-drippers distance. The 

calibration performed in this study has achieve an accurate representation of 

raindrop size distribution using as a reference local natural rain measurements, and 

maintaining a good rain uniformity. Drippers must be placed as high as possible from 

the model surface for bigger raindrops to achieve terminal velocities. 

Considering the difficulty of the challenge of simulating rain that is as real as possible, the 

results achieved here have been very satisfactory. The almost uniform rain uniformity and 

the suitable drop size and velocity distributions indicate that the rainfall simulator 

developed is optimal for wash-off and soil erosion experiments. In addition, the flexibility 

seen in controlling rain characteristics increases the value of the proposed design in that it 

is adaptable to a wide range of studies. 
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1 Introduction 

Physically-based urban drainage models are commonly used tools to predict urban floods or 

sewer system discharges (e.g. Chen et al. 2009, Leandro et al. 2009, Neal et al. 2009). The 

calibration of these models is often performed with data taken from the sewer network, 

principally flow discharges and water depths (e.g. Seyoum et al. 2011, Hong et al. 2016a). 

Nevertheless, there are significant processes related to overland flows, such as flood risk 

management (e.g. Martínez-Gomariz et al. 2016, Martínez Gomariz et al. 2017, Martínez-

Gomariz et al. 2018) and the determination of the mobilization of the deposited pollutants 

over the street surface (e.g. Deletic et al. 1997, Egodawatta et al. 2007, Muthusamy et al. 

2018). In these applications a good characterization of the surface flow is essential to 

achieve useful and accurate results. However, the difficulty in obtaining data on velocity 

fields and depths in overland flows makes the calibration of models a difficult task (Leitão et 

al. 2018). 

In addition to the need for appropriate hydraulic calibration data, an accurate topography 

of the catchment is also required to simulate the urban runoff properly (De Almeida et al. 

2018). Using inaccurate elevation maps for modelling the surface flow by means of a 2D 

shallow water model can lead to erroneous results regarding the determination of the 

extent of floods or flood risks (Hunter et al. 2008). Besides flood analysis, in the study of 

sediment wash-off during non-extreme rain events, the influence of the topography is also 

relevant in the model outputs. Thus, sediment transport capacity is influenced by the small 

overland flows depths, which may also hinder rainfall erosion capacity due to the impact of 

raindrops (Tomanovic and Maksimocik 1996). These both factors increase the sensitivity of 

the model’s results to the topography, and at the same time make it more difficult to 

measure undisturbed water depths and overland flow velocities in order to calibrate the 

model. Furthermore, in studies of this type, such as the one developed by Hong et al. (2016a, 

b), an accurate spatial and temporal representation of the runoff is key to reducing the 

propagation of hydraulic uncertainties to the sediment transport equations, since the 

hydraulic variables are used as an input for the flow-driven erosion, the transport, and the 

eventual deposition of sediments (Hairsine and Rose 1992a, b). 

The sensitivity to the model topography is greater in the case of small catchments or 

laboratory physical models, where a reduced area is considered (e.g. Wijesiri et al. 2015a, 

Naves et al. 2017, Muthusamy et al. 2018). In typical urban flooding studies with 2D shallow 

water models, the topography is usually derived from airborne LiDAR with a resolution of 

about 0.25 m to 1.00 m, with root mean square errors (RMSE) for elevations of about 5–

15 cm (Hunter et al. 2008, Neal et al. 2009, Fraga et al. 2016). This spatial resolution may be 

insufficiently accurate for a physically based approach of sediment wash-off, in which the 

elements of the digital terrain models are in the order of a few centimeters or even 

millimeters. In such cases, a terrestrial laser topography or on-vehicle LiDAR (Hong et al. 
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2016a), combined with conventional topographic techniques, can provide high-resolution 

and precise elevation data, but this implies a significant economic cost. 

In this regard, visualization techniques are presented as a possible low-cost alternative to 

traditional methodologies for obtaining high-resolution elevation grid data. The 

photogrammetric technique Structure from Motion (SfM), which is based on stereoscopic 

principles, allows the reconstruction of a 3D object by means of overlapping images. 

Traditional photogrammetric methods require the location and positioning of cameras, or 

the location of ground control points to create a 3D object reconstruction. In contrast, SfM 

method solves the geometry and the position and orientation automatically, using a highly 

redundant bundle adjustment based on matching features in multiple overlapping and 

offsetting of images (Westoby et al. 2012). This greatly simplifies the methodology and 

makes it more affordable for non-expert users. Although this technique is being used widely 

in river bathymetric applications (see for instance the review in Detert et al. 2017), in the 

field of urban drainage the applications are still quite limited. We can cite here only some 

previous studies developed by the current authors to determine the topography of sewer 

sediment deposits at the laboratory scale (Regueiro-Picallo et al. 2018). 

As noted above, a non-adequate topography can lead to the erroneous modelling of spatial 

and temporal surface flow distributions. But even with a very accurate digital terrain model, 

measured data such as discharges, water depth, and flow velocities are required in order to 

calibrate and validate models, and thus to obtain useful results (Hunter et al. 2008). The 

measurement of shallow flows generated in urban catchment surfaces do not allow for the 

use of traditional methods, since these techniques interfere with the observed flow. 

Likewise, flow sensors used in pipe flows are often quite large and affect to the 

determination of the hydraulic variables. 

The non-intrusive Particle Image Velocimetry (PIV) techniques are considered a suitable 

solution, and are commonly used in laboratory and field studies to obtain velocity-field 

datasets (Adrian 1991, Raffel et al. 2007). PIV determines the displacement of particles 

seeded in the flow using cross-correlation methods on two image frames with a known time 

step between them. Large-scale PIV (LSPIV), proposed by Fujita et al. (1998), uses particles 

or other traces on the surface of the water flow, which are supposed to follow the same 

velocity. This variant uses the surface of the flow as the measurable plane, so it is easier to 

apply to field and realistic studies since the area under study can be much larger and 

expensive equipment such as complex lasers or cameras are not needed. Therefore, LSPIV 

methods are generally applied to measure surface velocities rather than depth averaged 

velocities, and errors in the determination of depth-averaged flow velocities may become 

more significant at higher flow depths. 
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LSPIV is commonly used in river surveys (Le Coz et al. 2010, Muste et al. 2011) to determine 

river discharges. In order to transform surface velocities into depth-averaged velocities, and 

subsequently the discharge, a velocity index of 0.85 is typically used, although this correction 

factor is not appropriate for all measurement situations and depends on flow nature, flow 

regime (steady or un-steady) and bed roughness (Muste et al. 2011). Furthermore, the LSPIV 

technique has also been used for measuring shallow water flows in laboratory studies 

(Weitbrecht et al. 2002). For example, Kantoush et al. 2008, Novak et al. 2017 apply LSPIV 

to investigate the flow field using artificial particles in a rectangular shallow reservoir and in 

an open-channel flow, respectively. In the case of Arques et al. (2018), by synchronizing four 

cameras, it was possible to resolve a large measurement area of 4.8 m × 1.22 m with high 

resolution LSPIV. 

In the field of urban drainage, some studies using LSPIV in high water level conditions during 

flood events have recently been published. Guillén et al. (2017) presented a new approach 

to the study of the vulnerability of vehicles and people, where the LSPIV method is used to 

obtain superficial velocities from a domestic video. Martins et al. (2018) performed an 

extensive comparison between experimentally measured and numerically modelled flows 

for different manhole grate configurations. For this purpose, a detailed characterization of 

the velocity fields around these elements was performed by means of LSPIV. Leitão et al. 

(2018) presented the use of surveillance camera footage as a low-maintenance and easy-to-

install alternative to measure surface flow by means of this image velocimetry. However, in 

the case of very shallow depths in non-extreme rain events, only a very preliminary 

measurement of the velocity of a small area using artificial tracers was found (Branisavljević 

and Prodanović 2006). Because of its solid performance in the different studies cited above, 

LSPIV can be considered as a suitable technique for obtaining velocity-field datasets with 

low water levels in urban areas. Nevertheless, due to small water depths here, commonly 

lower than 1 cm, and the presence of raindrops, which impact on the water surface and 

interfere in the surface flow and the recorded images, the accurate measurement of the 

velocities is a highly challenging task. 

This study aims to achieve an accurate representation of the overland runoff in a full-scale 

urban drainage physical model, to be used as the basis for an application of a physically-

based sediment wash-off 2D shallow water model. Due to the low depths developed in the 

laboratory model and the size of the catchment, this study focuses firstly on measuring a 

high-resolution topographic data using a low-cost photogrammetric technique, allowing 

thus for the proper simulation of the surface flow with a 2D shallow water model. Then, a 

hydraulic experimental characterization of the runoff is measured under controlled 

laboratory conditions to calibrate and assess the numeric results obtained. The maximum 

depths of around 5–8 mm, and the presence of raindrops that interfere in the visualization 

of the surface flow, made it necessary to develop a modified LSPIV methodology using 

fluorescent particles. To the authors’ knowledge, no previous urban drainage studies have 
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applied LSPIV during rainfall events. Therefore, the present study is novel in the following 

ways: 

 The SfM technique is used to obtain a high-resolution and accurate elevation map 

of an urban drainage physical model of 36 m2. 

 Extreme-shallow surface flow is measured in the presence of raindrops with a 

modified LSPIV methodology, by means of fluorescent particles. 

 The photogrammetric topography and a traditional topographic survey using a 

gridded system have been implemented in a 2D shallow water model in order to 

validate both digital terrain models with the measured LSPIV velocity fields. 

2 Materials and methods 

2.1 Physical model description 

Experimental testing was undertaken in the Hydraulic Laboratory of the Centre of 

Technological Innovation in Construction and Civil Engineering (CITEEC) at the University of 

A Coruña. The installation consists of a full-scale street section with a rainfall simulator 

located 2.6 m over a 36 m2 concrete street surface, divided into a tiled pavement and a 

roadway (Figure 4.1). The runoff generated by rain drains into a sewer drainage system by 

means of three gully pots, two of these located along the curb and a third one at the end of 

a lateral outflow channel. The gully pot grate was removed in the tests to allow sampling of 

water quality parameters in them in a series of wash-off experiments not shown here. The 

surface has an approximate transversal slope of 2% up to the 0.15 m high concrete curb and 

a 0.5% longitudinal slope up to the outflow channel. A more detailed description of the 

physical model can be found in Naves et al. (2017). 

 

Figure 4.1. (a) Physical model scheme and (b) general image of the facility. 
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The rainfall simulator consists of two overlapped circuits of pipes with pressure-

compensating irrigation drippers (PCJ-CNL, NetafimTM) inserted in a grid layout. The 

transversal and longitudinal distance between drippers in each circuit is 0.2 m (25 drippers 

per square meter) and the flow generated by one dripper is 1.2 and 2 L/h, respectively. This 

configuration makes it possible to simulate rainfall with a rain intensity of 30 mm/h, 

50 mm/h and, if both circuits are used at the same time, 80 mm/h. A metallic welded wire 

mesh with 3 mm square openings, situated 0.6 m below the grids of drippers, breaks and 

distributes the generated raindrops to achieve a suitable uniformity and drop size 

distribution. The rain intensity distribution was measured from the volume collected in a 

0.5 m × 0.5 m grid of vessels for 5 min. The obtained Christiansen Uniformity Coefficients 

(Christiansen 1942) values for 30 mm/h, 50 m/h and 80 mm/h were 76%, 88% and 91%, 

respectively; hence, the rain can be considered almost uniform. 

2.2 Surface model topography 

2.2.1 Traditional point data survey 

The 3D coordinates of a total of 144 points were determined over the whole surface of the 

physical model in a 0.5 m × 0.5 m grid. The x- and y-coordinates of each point of the grid 

were determined by triangulation from two reference points, while the z-coordinate was 

obtained by measuring the distance to a horizontal reference laser plane with a point gage 

tape. The error bounds of the measured horizontal coordinates were assumed to be 

approximately 1 cm for the horizontal coordinates, and about 1 mm for the vertical 

coordinates (Boiten 2003). The position of the points used for the topographic survey was 

drawn over the street surface with red crosses (see Figure 4.4). These marks were also used 

as reference points in the visualization techniques carried out in this study. 

2.2.2 Structure from Motion survey 

The SfM photogrammetric technique was applied to obtain a high-resolution elevations map 

of the physical model surface. The first step was to take a total of 64 images from different 

positions around the surface with a Lumix GH4 camera (focal length equal to 28 mm and 

image resolution 3264 × 2448 pixels). Then, the free license software VisualSFM (Wu et al. 

2011, Wu 2013) was used to perform the 3D reconstruction of the physical model surface. 

This software uses triangulation to obtain the relative position of different features of the 

studied object which appear in several images at the same time. Therefore, it is necessary 

to ensure an overlap of the images of around 60% to increase the number of resulting points. 

In addition, enough contrast in the surface of the measured object is also needed in order 

to distinguish and correlate the common points between the images. In this particular case, 

the concrete surface is very homogeneous and it was no possible to apply directly the SfM 
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technique because the software cannot identify different features in the pictures. To avoid 

this problem, a colored and texturized image was projected over the surface of the model 

while the images were taken, and in this way a sufficiently dense point cloud was obtained 

(Figure 4.2). 

 

Figure 4.2. (a) Texturized image projection over the street surface used for the application 
of SfM and (b) 3D dense point reconstruction of the model. 

A ∼976,000 elements dense point cloud in a relative coordinate system was obtained by 

means of the SfM technique. A total number of 5 ground reference points, previously 

determined in the traditional data topographic survey, were used to scale and transform the 

point clouds to a coordinate system that was already known. This procedure was carried out 

with the open source software Meshlab (Cignoni et al. 2008). The RMSE resulting from the 

differences between the final coordinates and the calibration ground points was 2.2 mm. 

Finally, the Screened Poisson Surface Reconstruction in Meshlab (Kazhdan and Hoppe 2013) 

and a 40 × 60 elements two-dimensional median filter method was applied to the scaled and 

positioned point cloud in order to obtain a 5 mm squared despiked grid. 

2.3 Numerical model 

The Iber model (www.iberaula.es) was used to assess the effect of the different measured 

topographies in the overland flow velocity distribution and flow discharges into the model 

gully pots. The surface drainage model solves the 2D shallow-water equations, including 

rainfall and infiltration terms, with an explicit un-structured finite volume solver. The model 

has been validated in previous studies under overland flow conditions including rainfall-

runoff transformation (Cea et al. 2010, Cea and Blade 2015). The surface runoff model Iber 

has also been implemented in the dual drainage model of the authors’ research team, which 

has already been validated in field applications (Fraga et al. 2016) and in the same physical 

model presented in this study (Fraga et al. 2015a). A detailed and comprehensive description 
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of the numerical model and solver can be found in the previously cited studies. Following 

Fraga et al. (2015a), all the boundary conditions of the model were imposed as free critical 

depth discharge. In the present study, gully pots were not treated with any special stage-

discharge curve, as the gully pots grates were removed. 

2.4 Determination of overland flow velocity fields 

The LSPIV technique was used to obtain the velocity field of the superficial flow within the 

first two meters of the pavement placed next to the curb of the physical model. This area 

presents the highest depths and velocities due to the transversal slope of the street model, 

and it is the most interesting part from an urban wash-off point of view since it is known 

that most of the sediments build up in the first 0.5 m (Sartor and Boyd 1972, Grottker 1987). 

LSPIV are based on the analysis of the frames obtained from a video recording of some type 

of tracer that is supposed to follow the velocities of the superficial flow, so the selection of 

a suitable tracer and the correct way of recording the video are essential before beginning 

the experiments. 

2.4.1 Experimental setup 

Two Lumix GH4 cameras were used to apply the LSPIV technique. Both cameras used a focal 

length of 28 mm and were set to record video frames of size 3840x2178 pixels and a frame 

rate of 25 Hz. The cameras were positioned 2.2 m above the side of the pathway. The 

camera configuration ensures the detection of small particles around 1 mm diameter and 

allows for the recording of an area large enough to capture the half length of the physical 

model curb (Figure 4.3). 

 

Figure 4.3. Layout of the experimental configuration for overland runoff velocity 
measurements in the physical model. 
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The conditions of the experiments must be taken into account in the selection of the 

particles used as a tracer. First, the particles have to be small and light enough to be 

transported by the flow considering the low depths developed in the surface of the physical 

model. The maximum depths for the maximum rain intensity are below 10 mm next to the 

curb and around 3 mm on the rest of the surface. Furthermore, the presence of raindrops 

between the cameras and the water surface and their impacts on it produces different image 

patterns that affect the accuracy of PIV algorithms, which are not able to distinguish 

between tracers and these other picture features. To deal with this problem, fluorescent 

ultraviolet (UV) particles and lamps were used to illuminate the physical model. Fluorescent 

particles have been used in the past in PIV applications to improve the quality of the acquired 

images, allowing measurements close to laser-reflective surfaces such as sediment beds or 

free surfaces (Pedocchi et al. 2008). In our study we produce inexpensive LSPIV particles by 

cutting an extruded 3D-printer fluorescent strand into pieces. These fluorescent particles 

(0.85 mm mean size) react with the shining UV light, so that in dark conditions it is possible 

to highlight the particles, distinguishing them from the rest of the disturbing features in the 

images, such as raindrops or water reflections. Therefore, five UV 100 LED torches (390 nm 

wavelength) were placed next to the cameras and pointing at the surface in order to 

illuminate homogeneously the measured surface during the experiments. In the Figure 4.3, 

a scheme of the experimental setup is shown. 

2.4.2 Experimental procedure 

For each of the three rain intensities that the rainfall simulator can generate, the measure 

of the superficial flow by means of the LSPIV technique began by turning off the ambient 

laboratory lights while the cameras were recording. Then, the UV torches were turned on 

and the rain started. Once steady conditions were reached, after approximately 150 s, 

particles were spread manually along the side of the roadway during the rest of the 

experiment, which has a total rainfall duration of 300 s. This allows the particles to be 

transported to the measurement area without causing disturbances in the flow or in the 

video, and we ensure the recording of at least one minute of a suitable particles flow in 

steady conditions at the measurement area. 

2.4.3 Image processing and LSPIV data analysis 

Once the experiment was finished, 1500 frames (60 s) were extracted from the video as 

recorded in steady flow conditions. The frames were processed with the procedure 

schematized in Figure 4.4, which consists of the following steps: 
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Figure 4.4. Image processing and LSPIV data analysis methodology. 
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Spatial calibration 

The angle of view of the cameras and the lens distortion cause a deformation in the video 

frames recorded, so the extracted frames from the video sequences were dewarped to 

correct image perspective and to convert the image units from pixels to real world metrics. 

This procedure was performed using a spatial calibration of the images using the red cross 

marks drawn on the model surface during the gridded point data topographic survey. The 

point coordinates were used as a reference to transform the camera frames to an 

orthogonal Cartesian coordinate system. In each experiment and for each camera, the 

standard Matlab algorithm ‘fitgeotrans’ was applied to one frame recorded in normal light 

conditions. A total number of 28 and 24 reference points with known 2D coordinates were 

identified in the calibration frame of each camera. The software provided a rototranslation 

matrix to transform the frames recorded during the experiments. In these new scaled and 

orthoreferenced images obtained by applying the matrix, 1 pixel corresponds to 1 mm in 

real-world coordinates. Finally, the common referenced points between the cameras were 

used to crop and join the image. A similar procedure for image calibration was performed 

by Arques et al. (2018). 

The final position of all the reference points in the calibrated image was compared with the 

known coordinates, obtaining a maximum error of about 2% in the total displacement 

between marks. This calibration procedure was applied for each experiment to avoid errors 

because of possible small movements or tilts of the cameras between experiments. The time 

synchronization between cameras was done through identifying the frame at the moment 

that the lights of the laboratory was turned off. The process is very fast and it is easy to 

identify the first frame recorded in dark conditions, so this method provided the maximum 

possible accuracy, which is equal to the time step between frames (0.04 s). 

PIV data analysis 

Before the application of the PIV cross-correlation algorithms to the recorded images, the 

rectified and merged images were converted to grey scale, and a moving sliding background 

with a 0.25 threshold filter was then applied. Thus, in each frame those pixels with 25% of 

similarity in the grey value with the same pixel from the previous frame were transformed 

to black. The application of the sliding background filter reduces the effect of background 

image features such as surface microtopography roughness or tracer particles that settled 

temporarily on the shallowest or dry flow regions. The velocity of these particles would be 

zero and the mean velocity estimation in the interrogation area is biased. 

For the determination of the instantaneous velocity maps the open source PIV tool for 

Matlab ‘PIVLab’ (Thielicke and Stamhuis 2014) was used. An adaptive cross-correlation 

procedure was performed using squared interrogation areas of 128, 64 and 32 pixels, 
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resulting in a regular grid of velocity vectors of 3.2 cm and 0.04 s of resolution. To estimate 

the cross-correlation between frames an FFT approach was used, and in the final step a 

window deformation scheme was applied to increase PIV accuracy (Raffel et al. 2007). 

PIV data post-processing and velocity calculation 

Once the velocity fields were obtained, the possible outliers were detected with a temporal 

2D filter using a phase-space thresholding method developed by Goring and Nikora (2002), 

taking into account both velocity components in each point throughout the duration of the 

experiment. The filter removes less than the 8% of the velocity vectors. Then, these outliers 

were replaced by means of a linear interpolation following Cea et al. (2007). In Figure 4.4 

(lower part), a real example of the performance of the temporal 2D filter in a selected point 

in one experiment can be seen. Finally, in the Matlab toolbox ‘pivmat’ environment (Moisy 

2017), a spatial median filter of 3x3 elements was performance to all the frames. 

The obtained velocity fields correspond to the surface flow velocity. In order to obtain the 

mean depth-averaged velocity value, it is necessary to determine a velocity-index or flow 

velocity correction factor. In river surveys, the determination of the velocity-index is based 

on the application of the log-law velocity profile to the streamwise velocities (Le Coz et al. 

2010). For the complex shallow flows developed in urban surfaces, this assumption may be 

questionable, and some authors use different velocity index values ranging roughly from 0.6 

to 1 (e.g. Leitão et al. 2018, Martins et al. 2018). Nevertheless, due to the relatively shallow 

flow depths under consideration, errors arising from this assumption are not expected to be 

significant, since depth-averaged velocities are relatively small, and other uncertainties 

related to the methodology may be expected (for instance due to the trapping of seeding 

particles in the shallowest areas). Taking all these considerations into account, and from a 

practical point of view, the classical index velocity value of 0.85 was applied in this study. 

2.5 Determination of flow discharges 

In addition to the surface velocity field, the inflow discharges in the gully pots were 

measured for the 3 rainfall intensities in order to calibrate the 2D shallow water model. A 

triangular weir was installed in two underground tanks placed under the gully pots. In each 

tank an ultrasonic distance sensor (UB500-18GM75-I-V15, Pepperl and Fuchs) was installed 

in order to measure the flow discharge over the triangular weir. First, the spikes of the 10 Hz 

raw signal were removed using a moving median filter of 5 s, replacing the peaks that 

overcome the double of the deviation by the median of this range. Then, the flow in the gully 

pots was obtained by means of a depth-flow pre-calibration and a volume compensation 

performed because of the changes of depth in the reservoir when the flow is increasing or 

decreasing. This methodology was described in more detail in Naves et al. (2017). 
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3 Results and discussion 

In this section, the surface models from the traditional topographic survey and SfM 

photogrammetric data are first presented (Section 3.1). Then, we describe how the 2D 

shallow water model was used to simulate the runoff for 30 mm/h, 50 mm/h and 80 mm/h 

rain intensities with both topographies (Section 3.2). The measured discharges in physical 

model gully pots were used to calibrate the numerical model, and the simulated velocity 

maps are then presented. Finally, the experimental velocities obtained using the LSPIV 

technique in the physical model are presented and compared with the numerical results 

(Section 3.3). 

3.1 Elevation data and model discretization 

The elevation maps of the physical model obtained from the data point and the SfM 

topographic surveys are shown in Figure 4.5. Both topographies consist of a regular gridded 

data at 50 cm spatial resolution and of an SfM topography at 5 mm spatial resolution. The 

comparison between these elevation maps is focused on the area along the first two meters 

next to the curb (x = 0 m to x = 2 m). The elevation of 40 points placed in this region was 

obtained from both topographies. The RMSE of the elevations was 2.9 mm, indicating a high 

correlation between the topographies. Therefore, the SfM technique allows us to obtain a 

similar accuracy with a larger spatial resolution. 

 

Figure 4.5. Topographies of the physical model obtained from (a) traditional point survey 
and (b) SfM photogrammetric technique. Longitudinal and transversal cross section plotted 
in Figure 4.6 and Figure 4.13 are marked in the maps. 
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The point data surface is smoother than the SfM surface, and as expected from the model 

description and building specifications, the transversal slope is higher and more uniform 

than the longitudinal slope. The SfM topography shows a more irregular contour line 

definition and the presence of small transversal valleys and crests, which serve as drainage 

channels orthogonal to the curb of the model. As will be shown below, theses surface 

irregularities found between the traditional and SfM surveys affect the modelled runoff 

velocities, particularly in the case of low depths. 

Both topographies were converted to a raster format decimated to a resolution of 5 cm. The 

model domain discretization was performed using a structured mesh made with triangular 

elements, with edge sizes ranging from 5 cm to 7 cm. The number of cells of the model is 

about 58,000 elements and was automatically generated from the raster files using the Iber 

software (Cea and Blade 2015). To highlight the differences in the domain discretization, 

Figure 4.6 shows a transversal profile at y = 3.75 m (upstream of gully pot 2) and two 

longitudinal profiles placed at x = 0.75 and x = 0.10 m, representing the surface morphology 

upstream and between the gully pots, respectively. The gridded data mesh presents a visible 

quantization error caused by the coarse 50 cm resolution of the original data points. The 

averaged slope of the profiles determined from the gridded point data and the SfM approach 

are similar, but the SfM longitudinal profiles show some depressions of few millimeters’ 

depth at y ∼ 2.4 m, y ∼ 3.3 m, x ∼ 4 m and y ∼ 4.8 m, which act as drainage channels. 

 

Figure 4.6. Comparison of the longitudinal (x = 0.75 m and x = 0.10 m) and transversal 
(y = 3.75 m) profiles extracted from the model domain generated from traditional point 
data and SfM topographies. 

3.2 Application of the 2D shallow water model 

The topographies presented in the previous section have been implemented in Iber 2D 

shallow water model to analyze their influence in modelling the runoff for the three rainfalls 

here, of 30, 50 and 80 mm/h and 5 min’ duration. A common calibration dataset for all six 

cases (two topographies and three rain intensities) was defined in light of the discharges 

measured in the gully pots of the physical model. A non-formal calibration procedure was 

performed, changing the Manning coefficient and the initial losses of the concrete surface 

of the model. An initial loss of 0.6 mm was fixed to assure that modelled and measured 
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runoff volumes were similar. The Manning coefficient was set at 0.016. This value accounts 

for the extra bed roughness induced by the rainfall. Although the numerical model 

incorporates a variable-depth Manning formulation, slight improvements with variable 

roughness parametrization are achieved, this mainly in the recession and rising hydrographs 

limbs (Fraga et al. 2013), which are not compared with the LSPIV results, as will be shown 

below. From a practical point of view, a constant roughness parametrization produces 

results with a similar accuracy to the variable roughness-dependent formulations for the 

smooth surfaces (Cea et al. 2014). 

A visual inspection of Figure 4.7 reveals a very good fit between the outputs of the numerical 

model with both topographies and the experimental results using the previous model’s 

inputs. Therefore, if we look only at the discharges into the gully pots, the traditional 

measured topography has enough resolution to properly model the overland flows, while 

the SfM topography does not improve model accuracy. 

 

Figure 4.7. Experimental and numerical flow results in both gully pots and for the three 
rainfall intensities studied. The variance in the measured experimental flow discharge 
(grey) and the LSPIV measure interval (purple) are shown. 

Figure 4.8 and Figure 4.9 present the depth-averaged velocity maps obtained for both 

topographies in steady conditions (e.g. after 200 s from the beginning of the rainfall). As 

numerical and experimental data do not match exactly, numerical data has been spatially 

interpolated. Therefore, to clarify the representation of the velocity vectors a spatial 

resolution of ∼16 cm was selected for the graphics. 
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Figure 4.8. Numerical depth-averaged velocity vectors using the traditional data point 
topography for 30, 50 and 80 mm/h rainfall intensity. 

 

Figure 4.9. Numerical depth-averaged velocity vectors using the SfM topography for 30, 50 
and 80 mm/h rainfall intensity. 
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Regarding the general flow patterns, in both model domains the runoff drains towards the 

two gully pots and the curb, due to the transversal and the longitudinal slope, but some 

preferential channel flows orthogonal to the curb direction appear when the SfM elevation 

map is used (Figure 4.9). Although these preferential channel flows could also be sensed by 

using the traditional measured topography, the higher resolution of the SFM technique 

results in far better defined drainage channels, where the velocities are roughly five times 

the velocities in the areas between them. Furthermore, the width and mean velocity of these 

transversal channels increased with rainfall intensity. 

Another difference observed in the flow pattern determined using each topography is 

related to a velocity reduction of the curb channel flow at the junctions with the transversal 

drainage channels. This effect is more pronounced in SfM model domain at y ∼ 4 m, where 

the more defined orthogonal junction between transversal and longitudinal overland flows 

produces a decrease in the average velocity of the curb flow. In addition to these differences, 

the overland flow obtained with the SfM model domain presents some areas with dry fronts 

due to the high sensitivity to the surface elevations variability in the shallowest depth 

conditions presented far away from the model curb. 

Thus, considering the suitable performance of the gridded point data and SfM topographies 

for modelling gully pot discharges, it becomes necessary to asses with experimental velocity 

data which approach gives a better representation of the runoff flow patterns. This 

assessment will be performed using LSPIV data in the following section. 

3.3 Application of LSPIV to determine overland flow velocities 

As mentioned in the section on methodology, the surface velocities determined by applying 

the LSPIV technique with fluorescent particles were converted to depth-averaged velocities 

by applying a velocity index of 0.85. Figure 4.10 shows the vector field for the rainfall 

intensities of 30, 50 and 80 mm/h represented with the same spatial resolution as Figure 4.8 

and Figure 4.9. The orthogonal channels to the curb which were found by using the SfM 

topography appear clearly in the experimental results. Furthermore, the decrease in the 

velocities in the junctions between the main transversal and the longitudinal flow channels 

noted in the previous section is also well registered by the experimental data. Regarding the 

velocities, it can be noted that the LSPIV and numerical results for SfM are of the same order 

of magnitude. 
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Figure 4.10. Experimental surface velocity fields for the three studied rainfalls using LSPIV. 

From the results obtained in Figure 4.10, it can be seen that the LSPIV methodology 

developed in this study appears to be a suitable tool for measuring overland flow velocities 

over very shallow water depth conditions, in an area larger than 10 m2, and avoiding the 

presence of raindrop features in the recorded images using fluorescent particles. In addition, 

the importance of the UV illumination is noted in the furthest regions from the camera and 

torch positions, where the higher the rain intensity the less accurate are the measurements 

(e.g. y < 1 m, x > 1.6 m). This is caused by the interference of the raindrops with the light 

from the torches and the video recording, so a brighter UV illumination should be considered 

in the case of larger areas being measured. 

The match between the experimental results and the velocity fields obtained using both 

topographies have been investigated in the comparison carried out for each velocity 

component in Figure 4.11. The comparison was limited to the area between gully pots and 

up to 1.5 m from the curb, this to avoid the area where the LSPIV measurements are less 

accurate due to irregular illumination. Firstly, a clearly different performance can be 

observed in the comparison of the LSPIV x-velocities with both numerical results. These x-

velocities correspond to the flow transverse to the curb, where the drainage channels have 

been measured with the LSPIV technique. While the numerical results obtained using the 

traditional point data topography have an almost constant value, ranging from 0.05 to 

0.08 m/s for the three rain intensities studied, the SfM topography results are distributed in 
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the range of variation of the experimental velocities (e.g. following the 1:1 slope 

relationship). This bias in the velocity distribution using the conventional topography is due 

to the fact that, with the lower resolution associated with this topography, the model is not 

able to reproduce the drainage channels and a homogeneous velocity results for all of this 

area. Regarding y-velocities, which correspond roughly to the curb flow, both implemented 

topographies showed similar results, with a slight increase of the dispersion in the case of 

those obtained using the SfM topography. 

 

Figure 4.11. Comparison of the experimental and numerical x-component (up) and y-
component (down) velocities using the experimental data obtained from the LSPIV 
technique and the numerical results, with the traditional point data topography (left) and 
the SfM topography (right), respectively. The three different rainfall intensities of 30 mm/h, 
50 mm/h and 80 mm/h are represented in blue, yellow and black. 

Figure 4.12 presents the results as a histogram for each velocity component of the 

experimental data and the empirical probability density function obtained with the point 

data and SfM topographies for the three different rainfall intensities. It can be seen that the 

distribution of the x-velocity component and mean velocities is better represented with the 

SfM numerical model. When comparing the velocity histograms (Figure 4.12a and c), we can 
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see that they have a similar shape, which points to a good relation between experimental 

and numerical results obtained with the SfM topography. The velocity distribution obtained 

with the traditional topographic survey model is concentrated in the range of 0.05–0.10 m/s 

due the inaccurate representation of the drainage channels placed in a transversal direction 

to the physical model curb. For the longitudinal velocity component (Figure 4.12b), both 

numerical probability density functions have a similar shape, although the calculated SfM 

presents a slightly larger dispersion than the gridded data values, as is shown in the lower 

part of Figure 4.11. 

 

Figure 4.12. Density comparison (histograms) for x-component (a) y-component (b) and 
module (c) of experimental and numerical velocities. 

In order to check and understand the different results obtained in the comparison of 

numerical and experimental data, depth-averaged (mean) velocity has been plotted in three 

sections of the model in Figure 4.13. The chosen sections are intended to represent the 

different types of flows over the physical model surface: first, a longitudinal section 

(x = 0.75 m) has been selected to compare the velocities distribution in the region of the 

drainage channels and to check how the higher resolution of the SfM topography allows us 

to represent channel velocity variation in the transversal flow; furthermore, an additional 

longitudinal section (x = 0.10 m) and a cross-section in y = 3.75 m have been used to assess 

the curb flow and investigate the higher dispersion shown in Figure 4.11, Figure 4.12 in the 

case of the SfM topography, despite its higher resolution. The uncertainty in the LSPIV 

experimental results has been included by plotting the standard deviation of the measured 

velocities in the recorded interval. 
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Figure 4.13. Numerical and experimental depth-averaged velocity sections comparison 
(X = 0.75 m, X = 0.10 m and Y = 3.75 m) for the three rainfall intensities studied. 

Looking at the first section (x = 0.75 m) for all the rain intensities in Figure 4.13, it can be 

noted that the numeric results from the point data measured topography is not able to 

simulate the drainage channels and keep an almost constant velocity value over the cross-

section, especially between y ∼ 5.5 m and y ∼ 2 m. However, the model with the SfM 

elevations shows a reasonable agreement with the experimental data and fits the peaks 

where the velocity increases in the drainage channels, with the exception to region ranging 

from y ∼ 1 to y ∼ 2 m. The standard deviation of the experimental velocity is about 0.01–

0.02 m/s, except for the bounds of the visualization domain, where higher experimental 

errors are expected due to insufficient illumination. 

In the case of the second section (x = 0.10 m), the influence of the topography in the numeric 

results is apparently lower due to the higher flow depth developed next to the curb. But 

although both numeric results simulate satisfactorily the increasing tendency of the curb 

flow velocity between the gully pots, the SfM model is able to follow the shape of the 

velocity changes produced in the junctions between the transversal channels with the curb 

flow, a slight variation of position being observed in the velocity peak around y = 3.5 m. 

Finally, the last transversal section shows a limitation of the SfM technique measuring the 

elevations of roughly the first centimeters next to the curb, in that we can see the reduction 

of the velocities around this area compared with the traditional topographic survey and the 

experimental results. These two discrepancies observed in the curb flow could explain the 

higher disparity presented by the y-velocities from the SfM topography with respect to the 
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experimental data observed and commented on in Figure 4.11. However, the 

photogrammetric technique provides a better fit in the rest of the section, confirming their 

better performance in modelling the runoff that has been shown above. 

Overall, it can be concluded that the SfM model has a higher correlation with the 

experimental measurements. The results obtained with the SfM domain represent 

accurately the qualitative flow behavior, although some quantitative differences have been 

highlighted in the position of some of the peaks of the cross-sectional velocity profiles. These 

differences could be attributed to errors in the determination of the elevation maps or in 

the determination of the velocity fields. The errors related to the topography are more 

relevant in the areas with lower depths and close to the curb edge. The errors in the velocity 

determinations are mainly located in some specific areas of the model due to a poor local 

particle illumination, or related to the shallow water conditions tested in this study, 

commonly lower than 1 cm. In these conditions tracer particles can eventually settle, as they 

can be trapped by pavement surface irregularities, thus affecting the determined magnitude 

of the velocity vectors. 

4 Conclusions 

In this study, novel techniques such as SfM photogrammetry and a modified LSPIV were 

applied in order to obtain, using a 2D shallow water model, an accurate representation of 

the overland runoff generated by three different rain intensities, of 30, 50 and 80 mm/h, in 

an urban drainage physical model. Based on the results, the following conclusions can be 

drawn: 

 The SfM photogrammetric technique provided a fast and effective way to obtain an 

elevation map that differed in a RMSE error of 2.9 mm from the traditional 

topographic survey coordinates of a regular rectangular grid of 0.5 m × 0.5 m, but 

with a spatial resolution 100 times higher. 

 The modelled discharges into the gully pots obtained with a 2D shallow water model 

with gridded and with SfM topographies are almost identical. However, clear 

differences appear when the overland velocity fields are compared. The differences 

are due to the far higher spatial resolution of the SfM survey, revealing the existence 

of drainage channels of a few milimeters’ depth placed orthogonally to the model 

curb. In these drainage channels the local velocities increased due to the small-scale 

irregularities of the surface. 

 By means of fluorescent particles and UV illumination, LSPIV was presented as a very 

useful non-intrusive tool to accurately measure surface flow velocities in shallow 
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water conditions of few milimeters’ depth with a high spatial resolution, including 

the longitudinal and transversal channel curb flow, in a medium-size area of around 

10 m2, and avoiding the presence of raindrops that might interfere in the 

measurements. 

Thus, this study highlights not only the great value of the topographic modelling of surface 

flow in shallow water conditions and the importance of a detailed elevation map, but also 

the need for additional surface velocity calibration data as well as the register of hydraulic 

variables in the sewer network to achieve useful and accurate surface flow results. 

Furthermore, the findings of this study are intended to contribute to the development and 

improvement of new affordable techniques to measure these essential data and to be able 

to obtain a suitable surface flow representation to be used as the basis for wash-off and 

flood risk assessment studies in urban catchments. 
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1 Introduction 

In urban environments, pollutants are accumulated during dry weather on roads, roofs and 

other impervious surfaces (Zafra et al. 2017). These pollutants are washed off in rain events 

and transported by stormwater runoff into drainage systems and eventually into aquatic 

media (Anta et al. 2006), representing one of the most significant environmental issues in 

urban areas (Egodawatta, 2007). In this context, concentrations of total suspended solids 

(TSS) are typically used as indicators in the study of the transport process of fine particles 

(Rossi et al. 2009, Sikorska et al. 2015), which have been found to be closely related to many 

pollutants, such as heavy metals and Polycyclic Aromatic Hydrocarbons (PAH) (Herngren et 

al. 2005a, Akan and Houghtalen 2003, Sartor and Boyd 1972) and might even be a good 

proxy for other emerging pollutants, such as microplastics (Dris et al. 2015, Dehghani et al. 

2017). TSS wash-off and transport modelling is thus an important tool for the development 

of management and treatment techniques to minimize the environmental impact of these 

contaminants.  

Several empirical equations and models have commonly been used in the literature to model 

urban wash-off (e.g. Sartor and Boyd 1972, Egodawatta et al. 2007, Leutnant et al. 2018, 

Muthusamy et al. 2018). However, the prediction accuracy of these lumped formulations is 

quite limited (Schellart et al. 2010). This due to i) difficulties in accurately measuring input 

variables such as the initial sediment load and characteristics, and ii) the fact that they do 

not consider spatial and sediment heterogeneities. Recently, physically-based wash-off 

models (Deletic et al. 1997, Shaw et al. 2006, Hong et al. 2016a, Naves et al. 2019b) have 

appeared as alternatives to empirical equations as a means of considering spatial 

heterogeneities in the distribution of sediments, and to model main wash-off processes such 

as the detachment of particles by raindrop impacts or runoff shear, particle transport and 

deposition. However, this leads to an increase in the input variables needed to accurately 

determine and make a precise representation of the surface flow needed. Gully pot 

modelling (Deletic et al. 2000, Post et al. 2016) and sewer transport modelling (Mannina et 

al. 2012, Hannouche et al. 2017), as well as interactions between surface and drainage 

systems (Djordjević et al. 2013, Fraga et al. 2015a, Rubinato et al. 2017, Martins et al. 2018), 

are also key in order to provide an integrated solution to runoff TSS mobilization.  

Due to the variability and randomness of the sediment build-up process (Wijesiri et al. 

2015b, Sandoval et al. 2018), field data uncertainties in the measurement of sediment input 

variables can be propagated through models and lead to unreliable results. In addition, 

variability and heterogeneity of rainfall and detailed geometries of urban catchments 

include additional uncertainties in wash-off modelling, which can lead to the incorrect 

evaluation of equations and models. In this regard, some authors have performed 

experimental studies over impervious surfaces where initial conditions are accurately 

determined (Shaw et al. 2006, Muthusamy et al. 2018) in order to assess new wash-off 
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formulations. However, the surfaces considered in these physical models are no larger than 

1 m2, and such models do not consider gully pots interactions or typical curb flows, so their 

application is limited to first approximations in simple urban catchments. In addition, 

laboratory experiments performed in physical models of gully pots (e.g. Butler et al. 1995, 

Ciccarello et al. 2011, Tang et al. 2016) and sewers (e.g. Ota and Perrusquia 2013, Safari et 

al. 2017) have also been seen as a potentially fruitful means of studying runoff quality in 

drainage systems. However, although some experiments in large-scale urban drainage 

facilities considering surface and drainage system flow are available in the literature (Moy 

de Vitry et al. 2017, Fraga et al. 2015a), data regarding TSS transport is quite limited. In 

addition, rainfall simulators are a useful tool for a better understanding of these processes 

of wash-off and sediment transport in urban areas, in which it has been seen that the 

uniformity and intensity of the generated rain is key (Naves et al. 2017). 

In light of this, the current dataset provides a series of experiments in which variables 

involving sediment wash-off by rainfall and transport through gully pots and pipes were 

accurately measured under laboratory-controlled conditions. The experiments were 

performed in a full-scale street section physical model, including a 36 m2 rainfall simulator 

and two gully pots that drain runoff into a drainage pipe system. First, we developed a novel 

rainfall simulator in order to generate realistic rainfall with suitable uniformities and drop 

size distributions. Then an accurate hydraulic characterization was performed, measuring 

flows and depths generated by a steady and uniform rainfall, additionally obtaining runoff 

velocity distributions and elevations using visualization techniques (Naves et al. 2019a). 

Finally, in a total of 23 experiments, concentrations of TSS at the entrance of gully pots and 

at the pipe system outlet were monitored to assess wash-off and sediment transport 

processes from accurately measured sediment initial conditions, using three different 

rainfall intensities and five sediment classes with different granulometries. The dataset is 

unique in that it is obtained on a 1:1 scale with realistic and very accurately measured initial 

conditions, and as such will allow other researchers to test models and hypotheses, thus 

improving our overall knowledge of urban wash-off and sediment transport. In addition, it 

provides videos of surface runoff and images of the physical model surface, and these are of 

use as a means of optimizing visualization techniques as a tool for obtaining calibration data 

for flood and urban drainage models.  

The remainder of the chapter is structured as follows. The physical model used in the 

experiments is described in Sect. 2. The methodology followed in performing the hydraulic 

characterization of the experiments and the related data is set out in Sect. 3. Then, Sect. 4 

presents details of the wash-off and sediment transport experiments methodology, plus the 

data here. Finally, details on the availability of the data, and the conclusions to be drawn 

from the study, are given in Sect. 5 and 6, respectively. 
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2 Physical model description 

The laboratory facility (Figure 5.1) was built in the Hydraulic Laboratory of the Centre of 

Technological Innovation in Construction and Civil Engineering (CITEEC) at the University of 

A Coruña (Spain), and consists of a rainfall simulator over a 36 m2 full-scale street section. 

Two gully pots and a lateral outflow channel drain the runoff generated by rainfall into a 

pipe network that transports runoff to a common outlet. The different parts that makes up 

the physical model are described in the following subsections. 

  

Figure 5.1. Street section physical model scheme. 

2.1 Rainfall simulator 

The rainfall simulator consists of 2,500 pressure-compensating irrigation drippers (PCJ-CNL, 

NetafimTM) disposed in a grid layout and inserted in two overlapped circuits of pipes, which 

are placed 2.6 m above the physical model surface. Drippers inserted in each circuit generate 

1.2 and 2 L/h, respectively. Thus, given a distribution of 25 drippers per square meter in each 

circuit, the rainfall simulator is able to generate rainfall with a rain intensity of 30 or 50 

mm/h. Both circuits can also be used at the same time generating a rain intensity of 80 mm 

h-1. In addition, a metallic welded mesh with 3 mm square openings, located 0.6 m below 

the drippers, breaks and distributes drops to achieve realistic rainfall in terms of uniformity 

and raindrop size distribution. Rain intensity maps were measured for each rainfall from the 

volume collected in a 0.5 m x 0.5 m grid of vessels for 5 minutes, and are available in Naves 



Chapter 5 

 

90 
 

et al. (2019c). Figure 5.2 shows an image of the measuring process and the results for the 

intermediate rain intensity. 

    

Figure 5.2. General image of the rainfall simulator with the experimental setup for the 
measurement of rain intensity maps. Results for the intermediate rainfall are also plotted. 

2.2 Model surface 

The street section surface model is formed by a tiled sidewalk separated by a 0.15 m high 

curb. Two elevation maps with different resolutions are provided, making it possible to 

implement the geometry in numerical models and to simulate runoff properly. First, a 

traditional topographic survey was carried out by measuring punctual distances from the 

surface to a reference laser plane with an accuracy of 0.5 mm and a resolution of 0.5 m x 0.5 

m. In addition, the Structure from Motion (SfM) photogrammetric technique was used to 

obtain a 5 mm resolution elevation map. This technique provides a 3D reconstruction from 

the triangulation of different points that appear in several images of the analyzed objects. 

Raw images, the point cloud resulting from the SfM software, and the methodology and 

reference points used to obtain the final elevation map, are all available in Naves et al. 

(2019e), and can be used to assess, analyze and reproduce the implementation of this 

technique to hydraulic physical models. 

2.3 Drainage system 

The generated rainfall runoff drains into the pipe system through two gully pots located 

along the curb and a lateral outflow channel. Then, flow is transported from the gully pots 

and from the end of the outflow channel to a common pipe system outlet. All the geometric 
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details of the drainage system, such as gully pot dimensions, pipe diameters and slopes, are 

available in Naves et al. (2019c) for better replicability. 

3 Hydraulic experiments 

The accurate characterization of the superficial runoff and in-pipe flow play a key role in 

modelling wash-off and sediment transport. Therefore, the first set of experiments available 

consists of a detailed hydraulic characterization. In this regard, online measurements of 

surface and pipe depths and water flows in gully pots and at the pipe system outlet were 

registered for the three different rain intensities that the rainfall simulator was able to 

generate. In addition, two different particle image velocimetry (PIV) techniques were used 

to measure surface velocity distributions. The data on hydraulic experiments is described in 

the following subsections. Additionally, measuring points and sensor names are shown in 

Figure 5.3. Further details of location, sensors used, acquisition time and units for each result 

are also available in the dataset (Naves et al. 2019c). 

  

Figure 5.3. Surface and in-pipe depth, flow discharge and surface velocities measuring 
points in hydraulic experiments. 

3.1 Surface and pipe depths 

A total of 6 pipe depths (S1-S6) and 6 surface depths (S7-S12) were measured using 

ultrasonic distance sensors (UB500-18GM75-I-V15, Pepperl and Fuchs) with a sampling 
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frequency of 5 Hz. Prior to the experiments, sensors were pre-calibrated in order to convert 

the registered voltages to depths and discharges. To do this, signal-distance linear 

calibrations, with a determination coefficient (R2) above 0.99, were obtained measuring five 

known distances from sensors to a reference plane. After this, the raw time series registered 

in the experiments were processed in the following way. First, a five seconds wide median 

filter was implemented to remove peak signals higher than twice the standard deviation. 

Then, a 20 seconds wide moving median was applied to smooth the signal. Finally, the pre-

calibration was used to transform signals into distances and obtain depth results from the 

differences between the measurements during the experiment and the dry surface 

reference, which was measured for 60 seconds before the rain began. Figure 5.4 includes 

images of sensors installed on the street surface (left) and pipes (right), and some examples 

of depth results. Calibration data, raw signals, and processed results are available in Naves 

et al. (2019c) for other authors to use. 

 

Figure 5.4. Distance sensors installed on the street surface (a) and on pipes (b) to measure 
water depths. Data registered for the highest rain intensity is also shown.  

3.2 Flow discharge 

Discharges in gully pots and at the pipe system outlet were measured using ultrasonic 

distance sensors (UB500-18GM75-I-V15, Pepperl and Fuchs) registering the level over a v-

notch weir in three different deposits. The first deposit was 0.5 m x 0.6 m size and was 

installed at the pipe system outlet. The pipe outflow, after passing through a 0.4 m length 

and 0.16 m diameter deposit used in wash-off experiments (further details in Sect. 4.2), 

flowed into the deposit to obtain continuous measurements. Two additional deposits were 

installed bellow the gully pot in order to derive inflows as a way of measuring discharges 

following the same methodology. Figure 5.5 and Figure 5.6 show schemes of the 

configurations of the deposits and includes examples of the processed data available in 

Naves et al. (2019c). 
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Figure 5.5. Setup for the measurement of gully pot discharges from the water level over a 
v-notch in an underground deposit. The result obtained in gully pot 2 for the rain intensity 
of 50 mm/h is also shown in the plot as an example.  

  

Figure 5.6. Pipe system outlet setup for the measurement of flow discharges, turbidity and 
suspended solids transport. The flow discharge registered in for the rain intensity of 50 
mm/h is also plotted.  

A signal-flow pre-calibration was performed for each sensor installed in these deposits. To 

do this, different known steady flows were introduced in the deposit to obtain a second-

degree polynomial relation (obtaining R2 over 0.99) in order to transform the signal recorded 
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into discharge. The signal processing starts by removing peaks higher than twice the 

standard deviation with a five seconds-wide median filter. Then, a five seconds-wide moving 

median was applied to the signal before obtaining flow time series using pre-calibration 

polynomial regression. However, these results corresponded to the deposit outflow, so it 

was necessary to consider the volume that was retained when the flow, and thus the water 

level in the deposits, varied. Signal-depth calibrations, as performed for surface and pipe 

depths, plus the area of the deposits, were thus used to take into account these variations 

of volume in time steps of 5 seconds, obtaining the water flow at the entrance of the 

deposits. Finally, flow time series were smoothed by a 20 seconds-wide moving median. 

Figure 5.7 shows the data processing procedure for the flow at the pipe system outlet 

generated by the intermediate rain intensity. Data regarding pre-calibrations and raw and 

processed signals are provided for each hydraulic experiment in Naves et al. (2019c).  

 

Figure 5.7. Flow discharge data processing from the raw recorded signal to the flow result 
at the pipe system outlet for the intermediate rain intensity. 

3.3 Surface velocities 

Surface flow velocities were measured using the PIV technique, which analyses the 

displacement between two consecutive frames of tracers that follow the studied flow. 

Frames were obtained from 4k and 25 fps videos recorded by two Lumix GH4 cameras (focal 

length 28 mm), which were installed above the sidewalk of the physical model, covering the 

first two meters of roadway from the curb. Two different tracers were used in the 
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experiments applying PIV: i) fluorescent particles illuminated by UV torches, and ii) water 

reflections and small bubbles generated by raindrop impacts. The analysis of the runoff 

velocities in steady conditions started by extracting 1,500 frames (60 s) from each camera 

recording. First, a spatial calibration was required to rectify the angle of the cameras and the 

lens distortion, and to join the images from each camera. Matlab algorithm ‘fitgeotrans’ was 

applied, identifying in each video reference points drawn in the model surface in order to 

transform video frames to an orthogonal reference system. Then, frames were converted to 

greyscale and a sliding background filter was applied, transforming to black those pixels with 

25% or less relative difference in the grey value with the same pixel from the previous frame. 

The PIV tool for Matlab PIVLab (Thielicke and Stamhuis 2014) was used to obtain raw 

velocities from each pair of consecutive frames (using interrogation areas of 128, 64 and 32 

pixels as settings). Finally, after a temporal 2D filter (Goring and Nikora 2002) and a spatial 

median filter of 3x3 elements using the Matlab toolbox ‘pivmat’ (Moisy 2017), the surface 

velocity distribution was obtained from the mean of all the results. For the videos recording 

water reflections and bubbles without particles, the same methodology was followed, but 

using a sliding background threshold of 10%. 

  

Figure 5.8. Experimental setup scheme for the recording of runoff videos used in the PIV 
analysis with fluorescent particles. The resulted steady velocity distribution generated by 
the lowest rainfall intensity is also plotted. 

Figure 5.8 shows a scheme of the experimental setup and the steady results for the rain 

intensity of 30 mm/h obtained using fluorescent particles as tracers. Raw videos, frames 

processed for the PIV analysis, and velocity distribution results are all provided in Naves et 
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al. (2019d) for the use of other researchers. Further details of the fluorescent particles, the 

coordinates of reference point used, and the frames extracted from videos for the analysis 

can be also consulted. 

3.4 Experimental procedure 

Experiments consist of simulating a steady and homogeneous rainfall of 30, 50 or 80 mm/h 

intensity with a duration of 5 minutes. Online measurements of surface and pipe depths and 

gully pots and pipe system outlet discharges were registered from the beginning of the rain 

until 5 minutes after the rain stopped. As seen in Section 3.2, the measurement of discharge 

from gully pots requires closing their connection with the pipe system and deriving the gully 

pot inflow towards the underground deposit. This configuration prevented us from 

measuring total drained flow at the pipe system outlet, since the water that reached the 

outlet came uniquely from the outflow channel. Therefore, experiments for each rainfall 

were repeated with and without the connection between gully pots and the pipe system, in 

order to obtain discharges in the outlet and in both gully pots, respectively. Table 5.1 shows 

the six tests performed and their configuration. 

Table 5.1. Hydraulic tests configurations. 

ID 
Rain 

intensity 
(mm/h) 

Measuring 
point 

HY01_30_GP 30 Gully pots 

HY02_30_O 30 Outlet 

HY03_50_GP 50 Gully pots 

HY04_50_O 50 Outlet 

HY05_80_GP 80 Gully pots 

HY05_80_O 80 Outlet 

 

Six more experiments (Table 5.2) were performed for the PIV analysis in order to record 

surface runoff with and without fluorescent particles for each rain intensity. These 

experiments started by spreading particles over the model surface. Cameras began 

recording and ambient lights were turned off. Then, UV torches were turned on and a steady 

and uniform rainfall was generated. As the particles were washed off by surface flow, it was 

necessary to add more particles on the roadway side during video recording. Steady runoff 

conditions were reached after approximately 150 seconds. For videos without particles, the 

same methodology was followed, but replacing the UV torches with conventional LED lamps. 

The first part of experiment 3 was not recorded, and an initial recording to extract a 
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calibration frame and a steady flow conditions video has been provided instead. Depths and 

discharges were not registered in this case. 

Table 5.2. Configuration of PIV experiments. 

Test 
ID 

Rain 
intensity 
(mm/h) 

Tracer Illumination 

1 30 
Fluorescent 

particles 
UV 2 50 

3 80 

4 30 Wave water 
reflections and air 

bubbles 
LED lamps 5 50 

6 80 

4 Wash-off and sediment transport experiments 

Once the hydraulics of the experiments was accurately determined, we focused on 

measuring wash-off and sediment transport processes from given accurately-known initial 

conditions. For this, TSS and Particle Size Distribution (PSD) samples at the entrance of the 

gully pots and at the pipe system outlet were collected for the three rain intensities and for 

five sediment classes, which have different granulometries, disposed realistically over the 

model surface. In addition, online turbidity records were registered at the pipe system 

outlet, and pipe depths and outlet discharge were measured following the methodology 

presented in Sections 3.1 and 3.2, respectively. At the end of each experiment, a mass 

balance was performed in order to assess the final distribution of sediment in the different 

parts of the physical model and to confirm the reliability of the experiments. The following 

subsections describe the data collected in these experiments, which is available in Naves et 

al. (2019c). Figure 5.9 shows measuring points and the identification names used. 
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Figure 5.9. Measuring points in wash-off and sediment transport experiments. 

4.1 Sediment initial conditions 

The initial amount of sediment and its distribution was determined following Naves et al. 

(2017) and the references include therein. Therefore, a load of 20 g per meter of curb was 

disposed in a stepped distribution (Figure 5.10) along 5.5 m of curb, since sediments tend to 

be accumulated close to the curbs (Sartor and Boyd 1972, Grottker 1987, Deletic and Orr 

2005). Considering that no sediment was distributed in the area of the gully pots, and that 

the gully pot and pipes were initially clean, the total initial mass used in each experiment 

was 99.44 g. The sediment used came from a roadway surface described in Fraga et al. 

(2016), and was sieved obtaining four uniform granulometries (classes D1-D4 in Figure 5.13) 

in order to analyze the effect of sediment grain size in the wash-off and sediment transport 

processes. A final sediment with a continuous granulometry (class D5 in Figure 5.11), formed 

from a combination of the previous granulometries, was used to study the effect of 

employing a more realistic multi-class sediment distribution. All classes of sediment 

granulometries, obtained accurately by a laser coulter particle size analyzer (Beckam-Coulter 

LS I3 320), are available in Naves et al. (2019c). A pycnometer was used to measure the 

density of the material for each sediment class, resulting in a common value of 2557±16 

kg/m3. 
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Figure 5.10. Initial distribution of sediment over the model surface for the wash-off and 
sediment transport tests. 

  

Figure 5.11. Particle size distribution of the five sediment classes used. Mean diameter and 

gradation coefficients (𝜎𝑔 = √𝐷84 𝐷16⁄ ) are also indicated in the plot. 

4.2 TSS measurement 

For each measuring point and experiment, the dataset in Naves et al. (2019c) provides the 

times at which manual samples were collected and the TSS concentrations resulting from 

filtering of the samples following the APHA (1995) standard methods. Samples were roughly 
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180 ml volume and were collected once a perimeter channel and a small deposit 

concentrated the flow at the entrance of the gully pots and at the pipe system outlet, 

respectively. The sample times were different for each rain intensity, since samples were 

taken from the moment that flow reached the measuring points until the physical model 

drained the water that remained after the rain stopped. In addition, the time between 

samples was shorter at the beginning of the experiment, this in order to detect the TSS peak. 

The results obtained measuring TSS mobilization during the experiments for the five 

sediment classes and the three rain intensities at the entrance of the gully pots and at the 

pipe system outlet are shown in Figure 5.12.  

 

Figure 5.12. Total suspended solids (TSS) results in both gully pots and in the pipe system 
outlet for the five different grain sizes (D1-D5) and rain intensities of 80, 50 and 30 mm/h. 

Particle sizes are presented in these results as key variable in wash-off process. The finest 

sediment (sediment class D1 with a mean diameter of 30 µm) produce the highest 

concentration at the gully pots and at the pipe system outlet with a big difference with 
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respect to the rest of particle sizes. In addition, the TSS concentrations measured for the 

continuous granulometry D5 (d50=165 µm), both at gully pots and at pipes system outlet, 

were between those obtained for sediments D2 (d50=68 µm) and D3 (d50=144 µm). 

Therefore, considering the mean particle size as representative can lead to erroneous 

estimations modelling wash-off. In a lower level, rain intensity also affects significantly to 

the TSS mobilization as can be seen comparing the different columns in Figure 5.12. 

4.3 Particle size distributions  

Additional manual grab samples collected at the entrance of the gully pots and at the pipe 

system outlet were also analyzed with a laser coulter particle size analyzer to determine 

grain sizes that were being washed at each sample time. In the experiments with realistic 

and continuous granulometry (sediment class D5), a detailed characterization of the 

temporal variations of the PSD in gully pots and pipe system outlet were performed with a 

mean of eight PSD samples for each measuring point. The number of samples was lower for 

experiments with uniform granulometries (sediment classes D1-D4) since no significant 

temporal variations of the PSD were expected. PSD raw data and sample times are included 

in Naves et al. (2019c) for each measuring point. Figure 5.13 show images of these measuring 

points where the PSD and TSS samples are collected during the experiments. 

 

Figure 5.13. PSD and TSS samples measuring points at the entrance of gully pots (a) and at 
the pipe system outlet (b).  

4.4 Mass balance 

The masses of sediment collected at the end of each experiment from surface, gully pots, 

and pipe system are also available in the dataset (Naves et al. 2019c). This makes it possible 

to perform mass balances following the methodology used in Naves et al. (2017) in order to 

analyze where the sediment is deposited depending on rain intensity and on sediment grain 

size. It may also be a useful indicator of the reliability of the results, in that it shows how 

much mass was controlled. Firstly, sediment masses that remained over the surface and 
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inside gully pots were collected with an industrial vacuum with a 98% sweeping efficiency. 

As can be seen in Figure 5.9, the surface was divided into 7 areas in order to analyze the final 

distribution of sediment over the street surface. Finally, pipes were cleaned using a pressure 

washer, and sediment deposited in pipes was collected with a 10 µm sieve at the pipe system 

outlet. To close mass balances adequately, it was necessary to take into account concrete 

particles, which were eroded from the model surface during the vacuuming process. To do 

this, eight blank experiments without sediments were performed following the same 

procedure to determine a mean concrete mass to subtract from the masses collected in the 

experiments. In this way, it was possible to consider exclusively the sediment mass in the 

mass balances. Blank masses collected are also available in Naves et al. (2019c). The PSD of 

mass balance samples were also measured using a laser coulter particle size analyzer 

(Beckam-Coulter LS I3 320) in order to analyze the deposition of the different grain sizes at 

the end of the experiments. The sediment masses obtained from each part of the model are 

presented in Figure 5.13 for the different rain intensities and sediment granulometries 

tested. 

 

Figure 5.14.  Mass balances results for the five different grain sizes (D1-D5) and rain 
intensities of 80, 50 and 30 mm/h.  

The sediment mobilization depending on the sediment granulometry and the rain intensity 

can be analysed with the mass balance results. It can be seen that even using the finest 
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sediment and the highest rain intensity, only a fraction of the sediment is washed completely 

from the physical model and most part of the initial sediment mass remains in the physical 

model. It also can be noted that the continuous granulometry (sediment class D5) showed 

significant washed off masses even for the lower rain intensities, which correspond with the 

mobilization of the finest particles. The errors in the mass balances between the initial 

surface sediment mass and the masses collected at the end of the experiments plus the 

sediment washed from the physical model during the experiment were below 5%. This result 

is really satisfactory considering the studied phenomena and ensure the reliability of the 

experimental results, demonstrating the accurate measurement of wash-off and sediment 

transport processes. 

4.5 Experimental procedure 

Each test configuration combines a sediment class (D1-D5) and a homogeneous and steady 

rainfall (30, 50 or 80 mm/h) with a duration of 5 minutes. During the simulated event, 

manual grab samples in the three measurement points were collected and turbidity, pipe 

depths, and outlet discharge were registered up to 5 minutes after the rain stopped. Grab 

manual TSS and PSD samples at the entrance of the gully pots can interfere in the mass 

balance and in the TSS and PSD results at the pipe system outlet. Therefore, each experiment 

was repeated without manual samples at the gully pots, this to ensure reliability in pipe 

system outlet samples and final mass balances. However, some experiments with low rain 

intensity and larger sediment grain sizes were performed only once, since most of the 

sediment remained on surface or was deposited in gully pots, presenting negligible TSS 

concentrations at the pipe system outlet. Table 5.3 shows all the tests and their 

configurations, including those seven configurations not performed. 

Table 5.3. Wash-off and sediment transport tests ID and configurations. 

30 mm/h rain intensity 
 

50 mm/h rain intensity 
 

80 mm/h rain intensity 

Test ID  Sed. 
class 

Measuring 
Point 

 
Test ID  Sed. 

class 
Measuring 
Point 

 
Test ID  Sed. 

class 
Measuring 
Point 

ST01_30_D1_GP D1 Gully pots 
 

ST11_50_D1_GP D1 Gully pots 
 

ST21_80_D1_GP D1 Gully pots 

ST02_30_D1_O D1 Outlet 
 

ST12_50_D1_O D1 Outlet 
 

ST22_80_D1_O D1 Outlet 

ST03_30_D2_GP D2 Gully pots 
 

ST13_50_D2_GP D2 Gully pots 
 

ST23_80_D2_GP D2 Gully pots 

ST04_30_D2_O D2 Not performed 
 

ST14_50_D2_O D2 Not performed 
 

ST24_80_D2_O D2 Outlet 

ST05_30_D3_GP D3 Gully pots 
 

ST15_50_D3_GP D3 Gully pots 
 

ST25_80_D3_GP D3 Gully pots 

ST06_30_D3_O D3 Not performed 
 

ST16_50_D3_O D3 Outlet 
 

ST26_80_D3_O D3 Outlet 

ST07_30_D4_GP D4 Gully pots 
 

ST17_50_D4_GP D4 Gully pots 
 

ST27_80_D4_GP D4 Gully pots 

ST08_30_D4_O D4 Not performed 
 

ST18_50_D4_O D4 Not performed 
 

ST28_80_D4_O D4 Not performed 

ST09_30_D5_GP D5 Gully pots 
 

ST19_50_D5_GP D5 Gully pots 
 

ST29_80_D5_GP D5 Gully pots 

ST10_30_D5_O D5 Outlet 
 

ST20_50_D5_O D5 Outlet 
 

ST30_80_D5_O D5 Outlet 
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5 Data availability 

Three data packages are available in open access from the Zenodo data repository within 

the scope of the WASHTREET project, at the website 

https://zenodo.org/communities/washtreet. A main data package (Naves et al. 2019c) 

contains the data related with the hydraulic, wash-off, and sediment transport experiments 

described in this chapter. Two additional packages (Naves et al. 2019d, Naves et al. 2019e) 

are provided to include detailed raw and processed data regarding the PIV analysis and the 

SfM photogrammetric technique, respectively. A brief description of each data package is 

included below. 

5.1 Hydraulic, wash-off and sediment transport experiments data 

This main data package includes further details of the physical model, rain intensity maps, 

surface topographies, a description of the materials and methods used, and raw and 

processed data of hydraulic (except surface velocities data) and wash-off experiments. In 

addition, it provides a series of images and videos for a better understanding of the data. 

(https://doi.org/10.5281/zenodo.3233918) 

5.2 PIV analysis data 

The PIV data package provides, first, a detailed description of the methodology, data 

processing, and results. Raw 4K videos recorded with and without particles are also available 

for the three rain intensities. Second, it provides coordinates, calibration frames, and 

instructions to rectify video frames to an orthogonal reference system, plus the processed 

frames to perform the PIV analysis. Finally, the steady velocity distributions obtained from 

each video analysis are provided. (https://doi.org/10.5281/zenodo.3239401) 

5.3 SfM topography data 

The raw images used to apply the photogrammetric technique to the model surface are 

provided in this data package. In addition, descriptions of the methodology, the raw point 

cloud obtained from the SfM software, and the elevation map resulted, are also available. 

(https://doi.org/10.5281/zenodo.3241337) 

6 Conclusions  

Given the lack of data for the development of empirical and physically based urban wash-

off models, plus the difficulty in conducting field studies accurately measuring key input 
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variables such as initial load of sediment, its spatial distribution, or the sediment 

characteristics, we have proposed here a series of experiments in which the different 

processes are accurately measured in laboratory-controlled conditions. Our experiments are 

unique in that they are performed in a full-scale physical model using a very realistic rainfall 

simulator. In addition, not only are the initial sediment conditions completely defined, but 

the hydraulic behavior of the experiments is also accurately determined, including depth 

and velocity measurements of very shallow flows. Finally, surface wash-off and in-pipe 

sediment transport is precisely measured by TSS and PSD samples and by analyzing the 

mobilization of sediments through performing mass balances at the end of the tests. The 

dataset introduced in this study, then, is useful in the following ways: 

 Hydraulic and wash-off dual drainage modelling studies in urban catchments. Data 

can be used to develop, calibrate and validate urban drainage models, including 

wash-off and sediment transport processes in the different components of the 

drainage system (surface, gully pots, in-pipe) without considering uncertainties in 

the input variables. The use of different sediment classes also means that the 

analysis of single and multi-class sediment transport modelling is itself of interest. 

Finally, the data herein lead to our research being replicable, and thus allows other 

researchers to test their own models and hypotheses.  

 Assessment and optimization of seeded and unseeded PIV techniques. The raw 

videos and data provided are of great use as a means of improving the 

understanding of the use of PIV analysis in urban environments, with very shallow 

flows and in the presence of raindrops. 

 Study of the novel application of photogrammetric techniques for hydraulic 

modelling purposes. The raw images and raw point cloud results can be used to 

assess photogrammetric techniques in order for these to be used in further field and 

physical model applications. 
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Chapter 6 

Analysis of a physical-based urban wash-off model  
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1 Introduction 

The trend towards rapid urbanization and population migration to towns and cities has led 

to the development of more impervious surfaces, which themselves become a major 

contributor of pollutants in urban areas (Butler and Davies 2010). Urban runoff contains 

dissolved and suspended solids that have accumulated in streets, roofs and other surfaces, 

and are washed off during rain events (Zafra et al. 2008). Heavy metals and Polycyclic 

Aromatic Hydrocarbons (PAH) are traditionally considered to be the major causes of 

contamination in urban stormwater and have been found to be associated with fine particles 

(Herngren et al. 2005a, Akan and Houghtalen 2003, Sartor and Boyd 1972). In addition, 

recent studies (Dris et al. 2015, Dehghani et al. 2017, Vogelsang et al. 2019) have highlighted 

the significant presence of microplastics (sizes from 0.1 to 1000 µm) in urban catchments. 

Thus the transport process of these fine particles can be used to study stormwater quality 

during rain events, typically using the concentration of total suspended solids (TSS) as an 

indicator (Rossi et al. 2009, Sikorska et al. 2015).  

A thorough understanding of the processes involved in the wash-off of suspended solids, 

then, is essential in estimating runoff pollution loads and concentrations, and in improving 

treatment and management techniques to minimize their impact on the environment (Anta 

et al. 2006). To that end, empirical wash-off equations (e.g. Sartor and Boyd 1972, 

Egodawatta et al. 2007, Leutnant et al. 2018, Muthusamy et al. 2018) have been developed 

and implemented in urban drainage models like SWMM (Rossman, 2015) over the last 40 

years, but without significant advances in prediction accuracy (Schellart et al. 2010). These 

lumped formulations take as the main variables the initially available sediment load or the 

total runoff volume, and neglect spatial heterogeneities (Wang et al. 2011), which has the 

effect of only roughly approximating the complexity of the physical phenomena. Specifically, 

they do not take into account processes such as the detachment of soil particles due to 

raindrop impacts or runoff shear, the transport of these particles by the overland flow, or 

their deposition. Hence the predictive results obtained are rather uncertain, and they are 

not particularly useful for engineering risk assessment or design.  

Given these limitations of the empirical lumped equations to adequately model a complex 

process such as urban wash-off, several physically-based models have arisen as alternatives. 

Deletic et al. (1997) considered the spatial distribution of the solid particles over the street 

surface and developed a new formulation, including the rainfall and the shear stress of the 

overland flow as main variables, to model the entrainment of the particles into suspension. 

In the wash-off model proposed in Shaw et al. (2006, 2009), the particles are suspended due 

to raindrop impacts on the flow, in which they are transported until their deposition. In the 

model introduced by Massoudieh et al. (2008), this particle detachment was assumed to be 
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a function of flow velocity. All these studies showed the potential for modelling the wash-

off processes in impervious surfaces with physically-based formulations, but their 1D 

approximation limits their performance in real urban catchments. More recently, Hong et 

al. (2016a, b, 2019) evaluated and calibrated the urban wash-off process on a road 

catchment of 2661 m2 using the physically-based Hairsine-Rose (H-R) formulation (Hairsine 

and Rose, 1992a, b) coupled with a 2D shallow water model. Their results show a promising 

level of agreement with respect to the field-measured pollutographs, suggesting that 2D 

physically-based wash-off models could be a feasible alternative to empirical wash-off 

equations for a better representation of the spatial and temporal heterogeneities in urban 

water quality studies.  

However, several difficulties remain in the use of physical-based models to simulate urban 

wash-off: i) the high computational cost of these models currently limits their application to 

small urban catchments; ii) the H-R model was originally developed for, and is usually 

applied to, model erosion in rural catchments (Cea et al. 2016, Heng et al. 2011), so the lack 

of experience in urban catchments, and the large number of variables needed to model the 

physical processes, render the calibration of the model difficult; iii) due to the randomness 

and variability in the build-up process (Wijesiri et al. 2015a, Sandoval et al. 2018), 

uncertainty in accurately measuring some input variables, such as the initial load and the 

sediment distribution over the street surface and characteristics, can lead to unreliable 

model results in real-world studies. 

Therefore, the aim of the present study is to contribute to the understanding of physically-

based wash-off models in urban catchments by means of a rigorous sensitivity analysis, this 

on the basis of a series of specifically designed, full-scale laboratory experiments. In these, 

the physical properties, initial mass and spatial distribution of the deposited sediments in 

the urban surface were accurately measured under controlled laboratory conditions. This 

has allowed the assessment of the model sensitivity to the H-R model parameters through 

a global sensitivity analysis. Then, the uncertainties associated to all model inputs were 

considered in a local analysis to assess the relative importance in the water quality results 

of hydraulics, sediment inputs, and H-R model parameters. Hence, this study is novel 

regarding three specific aspects: 

 The Hairsine-Rose wash-off model was applied coupled with a 2D shallow water 

model that is previously calibrated with experimental surface velocity and flow data 

to have the most realistic description of rainfall-runoff transformation. 

 A series of tailored wash-off experiments were performed, where the wash-off 

process was accurately monitored under laboratory-controlled conditions. This 

experimental data is unique because they were obtained on a 1:1 scale including a 

realistic rainfall simulator of 36 m2, using three rainfall intensities and four realistic 



Analysis of a physical-based urban wash-off model 

111 
 

sediment distributions with different grain sizes. In addition, the data is openly 

available, which makes our research reproducible and enables others to test their 

own models and hypotheses. 

 The results from our global and local sensitivity analyses provide the necessary 

information to choose the most important parameters and simplify the model to 

make it feasible to transfer the Hairsine-Rose erosion model to a broad field of 

scientific studies and practical applications in urban catchments. 

The remainder of the chapter is structured as follows: the numerical model, the laboratory 

experiments, and the global and local sensitivity analysis methodology are described in 

Section 2; the results of the sensitivity analyses are set out in Section 3; Section 4 offers a 

discussion of the results; and finally, general conclusions of the study are presented in 

Section 5. 

2 Materials and methods 

The physically-based wash-off model and the different variables and parameters involved 

are introduced first, in Section 2.1. Then, Section 2.2 includes a description of the 

experimental facility and the methodology used in the laboratory experiments, which are 

used as a basis for the sensitivity analysis (SA). Section 2.3 and 2.4 describe the procedure 

and methods used to perform the global and the local SA. Finally, the ranges of the input 

factors considered, the implementation of the SA methods, and a preliminary assessment of 

model predictions, are set out in Sections 2.5, 2.6 and 2.7, respectively.  

2.1 Numerical model 

The physically-based urban wash-off model used in this study consists of a process-based H-

R formulation coupled to a 2D shallow water model. The model was previously applied to 

soil erosion modelling in Cea et al. (2016). The only modification required for its application 

to urban environments was the definition of a non-erodible layer corresponding to the 

impervious surface.  

2.1.1 Hydrodynamics 

The model Iber (Bladé et al. 2014, García-Feal et al. 2018) was used as a basis for the 

implementation of the Hairsine-Rose sediment transport equations. This hydrodynamic 

model solves 2D unsteady depth-averaged shallow water equations using an explicit 

unstructured finite volume solver, including rainfall and infiltration terms in the mass 

conservation equation, and using the Manning formula to compute bed friction. Previous 



Chapter 6 

 

112 
 

studies have shown the capacity of the model to adequately represent the spatial 

distributions of water depth and velocity under overland flow conditions and including 

rainfall-runoff transformation (Cea et al. 2010, Cea and Bladé 2015). The runoff model has 

also been validated for urban areas in the same laboratory facility described in this work 

(Fraga et al. 2015a, Naves et al. 2019a) and also in field applications (Fraga et al. 2016). The 

input factors in the hydrodynamic equations are the rain intensity (R), the bed roughness 

Manning coefficient (n), and the surface initial losses (IL). 

2.1.2 Wash-off model 

The original H-R model uses a vertical layer structure where the sediments can be part of 

three different compartments. The first compartment is the original soil from which 

sediments can be detached through the effect of raindrop impacts or through the shear 

generated by overland flow. The eroded sediments become part of the flow’s suspended 

solid concentration, and can remain in the flow or be deposited over the bed, forming a 

deposited layer from where they can become re-detached. In the application of the 

formulation to urban drainage, the original soil corresponds with the impervious surface, so 

the interactions with the flow are only made from the deposited layer, which is where the 

urban surface sediments build up. In this way, the time and spatial evolution of the 

suspended sediment concentration is computed from the following depth-averaged 

equation: 

𝜕ℎ𝐶

𝜕𝑡
+

𝜕𝑞𝑥𝐶

𝜕𝑥
+

𝜕𝑞𝑦𝐶

𝜕𝑦
= 𝑒𝑟 + 𝑟𝑟 − 𝑑                                                                                                          (1) 

where C (kg/m3) represents the depth-averaged concentration of sediment in the water 

column, ℎ (m) is the water depth, 𝑞𝑥 and 𝑞𝑦 (m2/s) are the two components of the specific 

discharge, 𝑒𝑟  (Kg/m2/s) and 𝑟𝑟  (Kg/m2/s) are, respectively, the rainfall-driven and flow-driven 

detachment rates from the deposited layer, and 𝑑 (Kg/m2/s) is the deposition rate.  

The rainfall-driven detachment rate 𝑒𝑟 is usually assumed to have a linear relation with rain 

intensity (Sharma et al. 1993, 1995, Gao et al. 2003) and is computed as: 

𝑒𝑟 = 𝛼𝑅𝜀                                                                                                                                                   (2) 

𝜀 = 𝑚𝑖𝑛 [
𝑀𝑠

𝑀𝑠𝑐𝑟
, 1]                                                                                                                                   (3) 

𝛼 = {
𝛼0,                 ℎ ≤ ℎ0

𝛼0 (
ℎ𝑜

ℎ
)

𝑏
,     ℎ > ℎ0

                                                                                                               (4) 

where 𝛼0 (kg/m2/m) is the rainfall detachability coefficient, ℎ𝑜 (m) is a water depth 

threshold from where the rainfall detachment rate begins to decrease due to the damping 
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of the rainfall energy on the water layer, 𝑏 is a constant exponent, 𝜀 is a correction 

coefficient to account for the availability of sediment over the impervious non-erodable 

surface, 𝑀𝑠 (Kg/m2) is the mass of deposited sediment per unit surface, and 𝑀𝑠𝑐𝑟 (Kg/m2) 

is the mass of sediment over the non-erodable layer needed to achieve the potential rain-

driven detachment. Some authors do not implement the correction coefficient 𝜀 when 

modelling soil erosion in rural catchments because in such applications the availability of 

deposited sediment is guaranteed. This is not the case in urban environments, where the 

small amount of sediment available over the impervious layer, as well as its heterogeneous 

distribution, makes it necessary to include this parameter in the model. In this way, it is 

possible to consider the lower detachment rates in areas where the mass of deposited 

sediments is low, as well as the decrease in the detachment rate produced when the 

sediment is washed off. 

The flow-driven term 𝑟𝑟  models the transfer of solids due to the effect of bed friction and is 

computed using the following equation: 

 𝑟𝑟 = {
𝜌𝑠𝐹(𝛺−𝛺0)𝜀

(𝜌𝑠−𝜌𝑤)𝑔ℎ
,    𝑖𝑓 𝛺 > 𝛺0

0,                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                                                                         (5) 

where 𝜌𝑠 and 𝜌𝑤 (kg/m3) are the density of the solid particles and water, respectively, Ω 

(W/m2) is the runoff stream power per unit surface, Ω0 (W/m2) is the critical stream power 

threshold below which the entrainment rate is zero, 𝐹 is the fraction of stream power excess 

over Ω0 that contributes to the entrainment of sediments, 𝑔 (m/s2) is the gravity 

acceleration, and 𝜀 is a correction coefficient to account for the availability of deposited 

sediment, as explained above. This formulation assumes that only a fraction of the total 

stream power dissipation, given by 𝐹(Ω − Ω0)𝜀, contributes to sediment detachment and 

the rest is spent in other head losses. 

The deposition rate 𝑑 of solids from the flow to the surface is modelled as: 

𝑑 = 𝜌𝑠𝑤𝑠𝐶                                                                                                                                            (6) 

where 𝑤𝑠 is the settling velocity of sediment particles (m/s), which depends on the density 

and the mean diameter (D50) of the particles, and is computed using the formulation in Van 

Rijn (1984). 

Finally, the evolution of the sediment mass in the surface is computed by solving the 

following mass balance equation: 

𝜕𝑀𝑠

𝜕𝑡
= 𝑑 − (𝑒𝑟 + 𝑟𝑟)                                                                                                                                  (7) 
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2.2 Laboratory experiments 

A series of wash-off experiments performed in an urban drainage physical model have been 

used as the basis for a SA of the wash-off model. The advantage of using these experiments 

instead of field data is that the variables involved in the wash-off process can be measured 

with a high degree of accuracy under controlled laboratory conditions. In our case, the initial 

sediment conditions and the rest of hydraulic input factors could be fixed to a constant 

value, and the global SA was focused on the influence of the poorly-known H-R parameters. 

The experiments were also used to determine the ranges of the local SA, where 

hydrodynamic variables and parameters, and initial sediment conditions, are considered. 

The experimental facility is located in the Hydraulic Laboratory of the CITEEC, at the 

University of A Coruña, and consists of a 36 m2 full-scale street section. A rainfall simulator 

is located 2.6 m over a concrete street surface, which is divided into a sidewalk and a 

roadway (Figure 6.1). The detailed surface elevation data of the facility and the details of the 

rainfall simulator, which is able to generate rain intensities of 30 mm/h, 50 mm/h and 80 

mm/h with high spatial uniformity, were described in Naves et al. (2019a). The generated 

rainfall runoff drains into two gully pots located along the curb and into a lateral outflow 

channel. The surface has an approximate transversal slope of 2% up to the sidewalk and a 

0.5% longitudinal slope up to the outflow channel.  

 

Figure 6.1. Physical model scheme and initial distribution of the sediment. 

The experiments consist of measuring the hydraulics and the total suspended solids (TSS) at 

the entrance of the gully pots, given a known initial load of sediment over the roadway 
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surface. The initial amount and spatial distribution of sediments over the surface have been 

determined following previous wash-off studies by the authors (Naves et al. 2017) and the 

references included therein. The initial load of sediment was fixed to 20 g per meter of curb. 

It was distributed realistically over the street section, following the results of Sartor and Boyd 

(1972), since it is known that roadway sediments tend to accumulate close to curbs (Grottker 

1987, Deletic and Orr 2005). As shown in Figure 6.1, most of the sediment (78%) was placed 

homogeneously within the first 0.15 m from the curb. 10% and 9% of the sediment was then 

placed over the next 0.15 and 0.70 m, and the remaining 3% over the rest of the surface up 

to the road median, which in our case was fixed at 2 m from the sidewalk. The sediment 

deployed was collected from a real road surface, which is described in Fraga et al. (2016), 

and sieved to obtain four different uniform granulometries (sediment classes in Table 5.1) 

with gradation coefficients (σg = √D84/D16) between 1.3 and 2.2 (Julien 2010). The density 

of the material, measured by a pycnometer for all the granulometries, was 2557±16 kg/m3, 

this corresponding to a high value within the range obtained in Pitt et al. (2004), where 

different urban build-up studies were reviewed. 

Table 6.1. Sediment granulometries considered (D1-D4) and total washed off mass for the 

twelve laboratory experiments. 

Sed. 
class 

 Granulometries  Washed off mass (g) 

 D50 (µm) D16 (µm) D84 (µm) σg  30 mm/h 50 mm/h 80 mm/h 

D1  30.1 11.4 54.6 2.19  31.0 48.3 61.2 

D2  68.1 46.3 91.8 1.41  13.2 32.5 53.8 

D3  143.9 105.8 186.8 1.33  7.5 17.1 28.6 

D4  273.8 204.7 351.8 1.31  6.1 13.6 22.9 

 

Each laboratory experiment involves the combination of a sediment class (D1-D4 in Table 

6.1) with steady, homogeneous rainfall of 30, 50 or 80 mm/h intensity, with a duration of 5 

minutes. The water discharge through both gully pots was measured by means of a 

triangular weir and an ultrasonic distance sensor (UB500-18GM75-I-V15, Pepperl and 

Fuchs), while the TSS were obtained from 200 mL manual grab samples taken at regular time 

intervals. At the end of the experiment, the solids that remained in the physical model were 

collected to verify the correct operation of the experiments through a sediment mass 

balance. The mass balance errors remained below roughly the 5% of the total mass, which 

is very satisfactory considering the complexity of the physical phenomena. The detailed 

methodology to perform the mass balance can be found in Naves et al. (2017). The plots in 

Figure 6.2 show the flow and TSS results for rain intensities of 80, 50 and 30 mm/h, plus the 
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different grain sizes. In addition, a more detailed description of the physical model and those 

experimental results not included here have been uploaded to the open-access repository 

Zenodo (Naves et al. 2019c). The hydraulics of the experiments has already been calibrated 

successfully, using the measured hydrographs with the 2D shallow water model in Naves et 

al. (2019a). 

 

Figure 6.2. Total suspended solids (TSS) and experimental flow results in both gully pots for 
the four different grain sizes (D1-D4) and rain intensities of 80, 50 and 30 mm/h. It can be 
seen that the complete pollutographs of the experiments have been a satisfactory measure 
here, through analyzing the manual grab samples for all the diameters and rain intensities. 

2.3 Global sensitivity analysis  

A global SA (Saltelli et al. 2008) was performed to investigate the variability of the model 

output under changes in the H-R model parameters. The SA methods and metrics were 

constrained by the high computational time of the model and the high number of input 

factors. Thus, to make analysis feasible, the rest of the input factors were not considered, 

their values being fixed according to the initial conditions of each laboratory experiment. 

Global SA was evaluated using two techniques: the Standardized Regression Coefficients 

(SRC), obtained from a multiple linear regression; and the Extended Fourier Amplitude 

Sensitivity Test (EFAST), which is able to consider the effect of the interactions of factors. 

These two methods have been applied recently in the field of urban drainage in Gamerith et 

al (2013) and Donckels et al. (2014), respectively. In addition, Vanrolleghem et al. (2015) and 

Mannina et al. (2016) used both methods at the same time, showing that robustness of 

global SA is substantially increased by using multiple methods and multiple objectives. 
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2.3.1 Standardized Regression Coefficients (SRC) 

Standardized Regression Coefficients (Helton, 1993) were used as quantitative measures of 

the sensitivity of the model outputs to the H-R parameters considered (Saltelli et al. 2000, 

Saltelli et al. 2008). The multiple linear regression model takes the following form: 

𝑦𝑖 =  𝑏0 + ∑ 𝑏𝑖𝑗𝑥𝑖𝑗 + 𝜉𝑛
𝑗=1                                                                                                                   (8) 

where 𝑦𝑖 are the different outputs studied, 𝑥𝑖  (𝑥𝑖1, 𝑥𝑖2, …., 𝑥𝑖𝑛) are the 𝑛 parameters 

vectors, 𝑏𝑗 are the regression coefficients, and ξ is the residual error due to the linear 

approximation. The SRC (𝑏_𝑠𝑡𝑎𝑛𝑑𝑖𝑗) measure the effect of the input factors (𝑥𝑗) in the 

variance of the output (𝑦𝑖), and are obtained as: 

𝑏_𝑠𝑡𝑎𝑛𝑑𝑖𝑗 = 𝑏𝑖𝑗√
𝑉𝑎𝑟(𝑥𝑖𝑗)

𝑉𝑎𝑟(𝑦𝑖)
                                                                                                                   (9) 

The absolute value of the regression coefficients represents the influence of each parameter 

to a certain model output, with negative SRCs indicating inverse relationships. The 

coefficient of determination (R2) was used to check the assumption of linearity, so low R2 

indicates unreliable SRCs. 

2.3.2 Extended Fourier Amplitude Sensitivity Test (EFAST) 

The Fourier Amplitude Sensitivity Test (FAST) is a variance-based method developed by 

Cukier et al. (1973) for sensitivity and uncertainty analysis. The FAST method does not 

require any assumption of linearity and is based on the exploration of the entire parameter 

space by an efficient search curve; it is able to obtain the direct influence of each parameter 

in the total variance (first-order indices, 𝑆𝑖). The EFAST (Saltelli et al. 1999), which is an 

improvement of the FAST method, is used in the current global SA to estimate both the main 

effect (𝑆𝑖) as well as the total effect sensitivity indices 𝑆𝑇𝑖, which include all its interactions 

with other factors at any order. 𝑆𝑖 and 𝑆𝑇𝑖 are obtained as: 

𝑆𝑖 =
𝑣𝑎𝑟𝑥𝑖

[𝐸𝑥−𝑖
(𝑌|𝑥𝑖)]

𝑣𝑎𝑟(𝑌)
                                                                                                                        (10) 

𝑆𝑇𝑖 = 1 −
𝑣𝑎𝑟𝑥−𝑖

[𝐸𝑥𝑖(𝑌|𝑥−𝑖)]

𝑣𝑎𝑟(𝑌)
                                                                                                              (11) 

where 𝑣𝑎𝑟 is the variance, E is the expected value, Y the model output, and 𝑥𝑖 and 𝑥−𝑖 

indicate, respectively, that the operator is either applied over the 𝑖th factor or over all of 

them except the 𝑖th factor. The interaction between factors are therefore represented by 

the difference between 𝑆𝑇𝑖 and 𝑆𝑖. 
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2.4 Local sensitivity analysis  

In a regular field application, it is not possible to measure all the input variables as accurately 

as in a laboratory facility, especially considering the randomness and variability in the 

sediment build-up. Therefore, a local SA was carried out including all the model input 

factors, not only the H-R parameters, to ensure the transferability of the results to real 

catchments and to analyze the relative importance of hydraulics, initial sediment conditions 

and H-R parameters in the model outputs. The thirteen input factors considered in the local 

SA are those described in Section 2.1 plus a uniformity coefficient (UC), which considers the 

uncertainties in the spatial distribution of the initial sediment load over the street surface. 

This coefficient varies linearly the distribution of the initial load of sediment among the four 

predefined zones shown in Figure 6.1, taking a value of zero when all the sediment is placed 

in the area attached to the curb, and a value of one for a spatially uniform distribution. In 

our experiments the UC is 0.32.  

Performing a variance-based method that considers all the variables was impossible due to 

the computational expense of the model. Thus, the Elementary Effects (EE) method (Saltelli 

et al. 2008, Campolongo et al 2007, Morris 1991), also known as the Morris screening 

method, was chosen, following Saltelli and Annoni (2010). This method is based on the 

evaluation of the model along a determined number of trajectories (𝑟) where the different 

factors are changed in a one-at-a-time (OAT) experimental design. Considering a model of 𝑘 

independent inputs 𝑋𝑖, 𝑖 = 1, … , 𝑘, each input is assumed to vary in the 𝑘-dimensional 

unitary hypercube across 𝑝 selected levels. This means that the input space is discretized 

into a 𝑝–level grid (Ω). The ranges of the factors are assumed to be normalized for sampling, 

and the actual values are then calculated for simulations. The elementary effect (𝐸𝐸𝑖) for a 

given 𝑋𝑖  in the output 𝑌 is defined as: 

𝐸𝐸𝑖 = (𝑌(𝑋1, … , 𝑋𝑖 + 𝛥, … , 𝑋𝑘) − 𝑌(𝑋1, … , 𝑋𝑖 , … , 𝑋𝑘))/𝛥                                                      (12) 

where 𝛥 is the distance between two realizations of factor 𝑋𝑖  (inside Ω). The starting point 

and the order and direction in which the inputs are evaluated OAT change randomly 

between the different trajectories. Therefore, the mean of the absolute values of all the 

elementary effects obtained in each trajectory (µ∗) and their standard deviation (𝜎) are the 

sensitivity measures for each input. µ∗ indicates the overall influence of the factors on the 

output and 𝜎 estimates the variability of the EE and thus the dependency with respect to 

the rest of the factors.  

 

 

 



Analysis of a physical-based urban wash-off model 

119 
 

2.5 Variables and parameters ranges 

2.5.1 Global sensitivity analysis 

Given the lack of work using the H-R model in urban catchments, which is limited to the 

studies presented in Hong et al. (2016a,2016b, 2019), the range of variation of the H-R 

parameters for the global SA (Table 6.2) was determined by taking into account previous 

erosion studies (Proffit et al. 1991, 1993, Beuselinck et al. 2002, Shaw et al. 2006, Sander et 

al. 2007, Heng et al. 2011 and Cea et al. 2016) and thus seeking to cover the complete 

performance range of the model. 

Table 6.2. Parameters and ranges of variation used in the global sensitivity analysis. 

Variable Units Definition Range 

𝛼0  Kg/m2/m Rainfall detachability coefficient 500 - 3500 

ℎ0  M Water depth damping threshold 0.0001 - 0.0025 

𝑏  - Positive constant 0.6 - 1.4 

𝑀𝑠,𝑐𝑟   Kg/m2 Critical mass to achieve the potential detachment 0 – 2.8 

𝐹  - Effective fraction of excess stream power 0 - 0.03 

Ω0  W/m2 Critical stream power 0 - 0.02 

 

2.5.2 Local sensitivity analysis 

Table 6.3 shows the range of variation of the hydrodynamic variables and parameters and 

the initial sediment conditions used in the local SA. The ranges were centered according to 

the experimental layouts and their size was defined following the methodology presented 

in Brun et al. (2002). The input factors were classified on three levels corresponding to the 

degree of knowledge available in a typical field study. A relative uncertainty of 5 % 

(accurately known, level 1), 20 % (inaccurate known, level 2) and 50 % (very poorly known, 

level 3) was assigned to each level, respectively. In this way, as shown in Table 5.3, the 

hydrodynamic factors were considered as level 1. Due to the randomness and variability in 

the build-up and wash-off processes, the sediment diameter and the initial deposited mass 

and distribution of solids were defined as very poorly known variables (level 3). The 

sediment density was considered as a moderately inaccurate known variable (level 2), given 

its lower associated uncertainty.  
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Table 6.3. Input factor ranges for the local sensitivity analysis. 

Variable R n IL D50 𝜌𝑠 Ms0 UC 

Units mm/h - mm μm Kg/m3 kg/mcurb - 

Uncertainty level 1 1 1 3 2 3 3 

Range variation (%) 5 5 5 50 20 50 50 

Lab. experiment        

1 29.25-30.75 0.0156-0.0164 0.585-0.615 22.5-37.5 2301-2812 15-25 0.24-0.40 

2 48.75-51.25 0.0156-0.0164 0.585-0.615 22.5-37.5 2301-2812 15-25 0.24-0.40 

3 78.00-82.00 0.0156-0.0164 0.585-0.615 22.5-37.5 2301-2812 15-25 0.24-0.40 

4 29.25-30.75 0.0156-0.0164 0.585-0.615 51.0-85.0 2301-2812 15-25 0.24-0.40 

5 48.75-51.25 0.0156-0.0164 0.585-0.615 51.0-85.0 2301-2812 15-25 0.24-0.40 

6 78.00-82.00 0.0156-0.0164 0.585-0.615 51.0-85.0 2301-2812 15-25 0.24-0.40 

7 29.25-30.75 0.0156-0.0164 0.585-0.615 108.0-180.0 2301-2812 15-25 0.24-0.40 

8 48.75-51.25 0.0156-0.0164 0.585-0.615 108.0-180.0 2301-2812 15-25 0.24-0.40 

9 7.008-82.00 0.0156-0.0164 0.585-0.615 108.0-180.0 2301-2812 15-25 0.24-0.40 

10 29.25-30.75 0.0156-0.0164 0.585-0.615 205.5-342.5 2301-2812 15-25 0.24-0.40 

11 48.75-51.25 0.0156-0.0164 0.585-0.615 205.5-342.5 2301-2812 15-25 0.24-0.40 

12 78.00-82.00 0.0156-0.0164 0.585-0.615 205.5-342.5 2301-2812 15-25 0.24-0.40 

 

The ranges of the H-R parameters for the local SA (Table 6.4) represent the uncertainty in 

the correct estimation of these parameters in order to compare the relative importance of 

their correct determination with respect to the hydraulic and initial sediment conditions 

inputs. The ranges have been defined from the global SA simulations as the interquartile 

ranges of the parameter sets whose total washed off mass results differed by less than 5% 

from the experimental measurement.   

Table 6.4. Ranges of Hairsine-Rose parameters for the local sensitivity analysis. 

Variable 𝛼0 ℎ0 𝑏 𝑀𝑠,𝑐𝑟  𝐹 Ω0 

Units Kg/m2/m mm - Kg/m2 - W/m2 

Lab. experiment       

1 1504-3040 1.05-1.98 0.81-1.17 0.62-1.22 0.009-0.024 0.005-0.016 

2 1614-2779 1.02-2.00 0.78-1.19 0.77-1.66 0.010-0.023 0.003-0.013 

3 1589-2883 0.95-2.03 0.74-1.14 0.85-1.88 0.008-0.022 0.004-0.014 

4 1536-2891 0.91-2.11 0.82-1.22 0.48-1.11 0.011-0.025 0.003-0.015 

5 1557-2953 1.03-1.92 0.78-1.20 0.36-0.73 0.009-0.026 0.003-0.013 

6 1364-2998 1.08-1.74 0.76-1.12 0.25-0.53 0.009-0.023 0.003-0.014 

7 1391-2917 0.66-1.95 0.82-1.18 0.44-0.92 0.011-0.025 0.005-0.014 

8 1602-2668 0.45-1.93 0.74-1.21 0.20-0.54 0.011-0.026 0.03-0.012 

9 1647-2835 0.95-2.16 0.77-1.16 0.24-0.43 0.010-0.026 0.002-0.012 

10 963-2556 0.72-2.11 0.88-1.21 0.25-0.59 0.013-0.026 0.004-0.013 

11 1770-2629 0.89-1.96 0.83-1.30 0.14-0.31 0.009-0.025 0.004-0.015 

12 1658-2755 1.19-2.07 0.85-1.21 0.12-0.22 0.010-0.025 0.005-0.014 
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2.6 Implementation 

The selected SA methods and metrics have been conditioned by the computationally 

expensive model. The model is solved using the explicit finite volume solver presented in 

Cea and Vázquez-Cendón (2012) and compiled for a Windows environment. Each simulation 

takes about five minutes using an Intel® Core i5-7500 3.4 GHz computer. The methodology 

implementing the different sensitivity methods and the number of simulations performed 

for each analysis are included in the following sections. 

2.6.1 Standardized regression coefficients 

Regarding the SRC, the Latin Hypercube Sampling (LHS) method was used to generate 1000 

sets of H-R parameters for each of the twelve laboratory experiments, and considering the 

ranges of variation established in Table 6.2, using the free Matlab toolbox SAFE (Pianosi et 

al. 2015). Then, the multiple linear regressions were obtained by means of the regress 

function in Matlab. Convergence test considering 100, 500, 1000, 2000 and 5000 simulations 

showed that convergence was achieved with a sample size of 1000 simulations. Thus, over 

the twelve laboratory experiments, the total number of simulations was 12000. 

2.6.2 Extended Fourier amplitude sensitivity test 

 The toolbox Eikos, developed by Ekstrom (2005), was used for the calculation of the EFAST 

indices and for the sampling process, taking into account the ranges defined in Table 6.2. 

Due to the computational cost of the wash-off model, the number of simulations used for 

the implementation of the EFAST method was set to 505 per factor (3030 simulations per 

laboratory experiment and a total of 36360), which remains within the practical 

recommendations accordingly to Saltelli et al. (2005) and Cosenza et al (2013).  

2.6.3 Elementary effects 

Following Campolongo and Saltelli (1997) Campolongo et al. (1999) and Saltelli et al. (2000), 

a number of trajectories 𝑟=10 and values of 𝑝=4 ({0, 1/3, 2/3, 1}) and 𝛥=2/3 were chosen in 

the implementation of the EE method. In order to facilitate a better coverage of the input 

domain, these ten trajectories were selected from a set of twenty-five, which effectively 

maximizes their spread in the input space (Campolongo et al. 2007). The local SA assessed 

thirteen inputs, so the number of simulations was 10(13+1)=140 for each laboratory 

experiment, a total of 1680 simulations. 
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2.7 Assessment of model predictions 

In order to analyze the model performance, we first compared predictions with the results 

of the laboratory experiments, using the mean of the Nash-Sutcliffe model efficiency 

coefficient (NSE) in each of the gully pots as an objective function to assess overall prediction 

performance. Second, we checked the adequacy of the ranges selected for the global SA by 

visual assessment of the contours of the results of simulations. Although Root-Mean-

Squared-Deviation (RMSE) or NSE can be used as objective functions to assess model 

sensitivity (Hong et al. 2016a), in the light of the model performance observed, we chose 

the TSS concentration peaks and the washed off loads as outputs to analyze. These two 

outputs are the most significant ones for practitioners, since they are relevant variables for 

estimating the impacts of the stormwater pollution inflows to sewerage systems or the 

aquatic media. 

3 Results  

3.1 Model and ranges performance 

To assess the suitability of model predictions, Figure 6.3 shows two examples of the five best 

TSS with rain intensities of 50 and 80 mm/h and sediment classes D2 and D3, respectively. 

It can be seen that the flexibility of the model and the established ranges allow for an 

accurate prediction of the TSS pollutographs in both gully pots at the same time and for both 

initial conditions. In addition, the parameter sets of the five best-fitted predictions 

performed for the global SA are also included in Figure 6.3. It can be seen that, as expected, 

different sets of parameters resulted in very similar pollutographs. 
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Figure 6.3. TSS experimental results and five best-fitted TSS simulations for the experiments 
with rain intensities of 50 (up) and 80 mm/h (down) and sediment classes D2 and D3, 
respectively. It can be see that predictions agree well with experimental results. The 
contours of all the simulations performed in the global SA are also included (dashed lines), 
and illustrate the sensitivity of the model output to the plausible values of H-R parameters. 

3.2 Global sensitivity analysis 

3.2.1 Standardized Regression Coefficients (SRC) 

The SRC of the six H-R parameters regarding the total washed off mass and the TSS peak for 

each gully pot are shown in Figure 6.4. The plots show the sensitivity indices of each 

parameter for the twelve laboratory experiments that have been used as layouts for the SA, 

considering the three different rain intensities and the four sediment grain sizes described 

above (Section 2.2).  

In general, the plots in Figure 6.4 show the critical mass (𝑀𝑠𝑐𝑟) as the most important H-R 

parameter, with the highest influence in both outputs and for all the laboratory 

experiments. The critical mass is the mass required to reach the total rain-driven and flow-

driven potential detachment, so its effect on the results is increased in urban catchments 

due to the scattering of sediment in the low loads presented over the street. In addition, the 

relative importance of the H-R parameters varies widely with respect to the grain size, and 

b and Ω0 remain with a low influence in both outputs and for all the laboratory experiments. 
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Figure 6.4. Standardized Regression Coefficients (SRC) of the Hairsine-Rose parameters for 
the total washed off mass (row 1) and the TSS maximum value (row 2) in each gully pot 
(columns) and for each laboratory experiment (colors for the rain intensities and x-position 
for the sediment classes). The degree of transparency represents the R2 value. The plots 
show that the critical mass is the most important H-R parameter and that there is a strong 
relation between the grain size of the sediment and the relative importance of rain-driven 
and flow-driven detachment parameters.  

Looking at the total washed off mass sensitivity results in Figure 6.4 (first row plots), it can 

be seen that as the grain size of the sediment increases, the influence of the rain-driven 

detachment parameters 𝛼0 and ℎ0 decrease and F becomes more important. 𝑀𝑠𝑐𝑟, 𝛼0 and 

ℎ0 are thus key parameters for modelling wash-off with small grain sizes, but F has to be 
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taken into account if bigger diameters are involved. An increase in rain intensity also involves 

a large increase in the sensitivity of the total washed mass results to ℎ0, which depends on 

the water depth. The sensitivity results for the TSS peak (second row plots in Figure 6.4) are 

very similar in terms of the main parameters and in the different laboratory experiments 

analyzed. However, ℎ0 and 𝑏 become wholly negligible to the results, since ℎ0 is the water 

depth threshold from which the rain-driven detachment is dumped, thus the TSS peak, 

which is produced at the beginning of the rain event, and is not affected.  

Another interesting result in Figure 6.4 is the high match between the sensitivity results of 

both gully-pots. Despite gully pot 2 having a far more important curb flow component, only 

a slight increase in the sensitivity to F and a small reduction in the sensitivity to 𝛼0 and ℎ0 

were observed for gully pot 2. Finally, it should be noted that the coefficients of 

determination obtained in the regressions, with values between 0.5 and 0.85 in the total 

mass and between 0.35 and 0.6 in the TSS peak, indicate that a significant part of the 

variance is not explained by a linear regression model, which cannot represent the 

interaction between model parameters. In sum,𝛼0, ℎ0, 𝑀𝑠𝑐𝑟 and F appeared to be the 

important parameters for the washed off mass, and only 𝛼0, 𝑀𝑠𝑐𝑟 and F for the TSS 

concentration peak. In addition, the rain and flow-driven detachment parameters were 

presented as key for smaller (mean grain sizes of 30 and 68 µm) and larger (144 and 274 µm) 

sediment particles, respectively  

3.2.2 Extended Fourier Amplitude Sensitivity Test (EFAST) 

In contrast to SRC, the EFAST method considers the interactions between the different 

parameters. Figure 6.5 shows the direct or first order effect and the total effect of the H-R 

parameters in the total washed off mass and the TSS peak, computed with the EFAST 

methodology. Despite the fact that the coefficients of determination in the SRC analysis 

indicated in the same cases low reliability, with values below 0.6, the ranking of the most 

important parameters considering the first order effect results is very similar, as was also 

found in Cosenza et al. (2013). In addition, variations in the first order indices due to the 

changes of the sediment diameter and rain intensity in the different laboratory experiments 

show the same trends as in the SRC. 

The critical mass (𝑀𝑠𝑐𝑟) is the most important H-R parameter for all the laboratory 

experiments in the plots presented in Figure 6.5. Regarding the total washed off mass results 

(first row plots in Figure 6.5), 𝛼0 and ℎ0 are at a secondary level, with only a low degree of 

influence, including F in the case of the larger grain sizes (sediment classes 3 and 4). b and 

Ω0 appear to be negligible parameters for all the laboratory experiments analysed. In 

addition, some differences in the EFAST indices between both gully pots should be noted: 

𝛼0 and ℎ0 decrease and F increase their influence in the results for gully pot 2, which has an 

important curb flow component. Considering the sensitivities of the TSS peak to the 
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parameters (second row plots in Figure 6.5), the flow-driven detachment parameters F and 

Ω0 are low influential parameters, the rest of the rain-driven detachment parameters, 𝛼0, 

ℎ0 and b, being negligible. 

 

Figure 6.5. EFAST first order and total effect sensitivity indices of the Hairsine-Rose 
parameters for the total washed off mass (row 1) and the TSS maximum value (row 2) in 
each gully pot (columns) and for each of the laboratory experiments (colors for rain 
intensities and x-position for sediment classes). It can be seen that the critical mass is the 
most important H-R parameter. 𝛼0, ℎ0 and F occupy a secondary level of influence with 
respect to the total washed mass, but only F in the case of the TSS peak results. 
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The differences between the total (bars with dark colors) and first order effect indices (bars 

with light colors) in the plots in Figure 6.5 show the variance of the results due to interactions 

between parameters. It can be seen that the interactions play an important role in the 

results, especially in the TSS peak concentration and in the larger diameters (sediment 

classes 3 and 4) for the total washed off mass. Unfortunately, this complicates the separation 

of the individual effect of each parameter and confirms our expectations that it is indeed 

challenging to calibrate this model. Summarizing, washed off mass and TSS peak are very 

sensitivity to 𝑀𝑠𝑐𝑟 in all the experimental layouts. The same trends as in SRC have been 

observed between the relative importance of rain-driven and flow-driven detachment 

parameters and rain intensity and grain size values. In addition, a high level of interaction 

between parameters was found. 

3.3 Local sensitivity analysis 

Figure 6.6 shows the absolute mean (µ∗) of the elementary effects of each input factor with 

respect to the total washed off mass against their standard deviation (𝜎) for the twelve 

laboratory experiments. The relation between µ∗ and 𝜎 is an indicator of the linearity of 

each variable with respect to the model output, assuming that below 0.1 there are no 

substantial interactions with other factors. Only the results corresponding to the gully pot 2 

are plotted here, but similar results are obtained for the gully pot 1. The initial load of 

sediment over the surface (Ms0) and its mean diameter (D50), classified as very poorly known 

variables, are the most influential measurable variables in all cases. The influence of the 

density is lower than that of the sediment diameter, although both variables affect the 

settling velocity of the solid particles. This is because its associated uncertainty is lower.  

The other input factor that shows a notable influence in the results is critical mass (𝑀𝑠𝑐𝑟), 

which was identified as the most influential H-R parameter in the global SA. Regarding the 

rest of the H-R parameters, their relative importance is the same in both the SRC and the 

EFAST analyses. Thus, the influence of 𝛼0 and ℎ0 is higher for the particles with lower 

diameters (sediment classes 1 and 2) and decreases as the sediment diameter increases. The 

influence of the uniformity coefficient (UC) is low in all cases, despite its high level of 

uncertainty, which allows us to conclude that the differences in sediment distribution 

considered do not substantially affect the total washed off mass. This confirms the findings 

of Naves et al. (2017). The hydraulic variables and parameters remain with the lowest 

influence on the results, mainly because of the low uncertainties associated with these. 
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Figure 6.6. Sensitivity results for the Elementary Effects method. Plots show the sensitivity 
to the total washed off mass through gully pot 2 for each of the three rainfall intensities 
and four grain sizes considered in the experiments. The ranking of the three most influential 
input factors is shown in the upper-left corner of each case. In general, Ms0, D50 and Mscr 
are the factors with the most influence on the result for all the laboratory experiments.  
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The local sensitivity results regarding the TSS peak concentration in gully pot 2 for all the 

laboratory experiments are included in Figure 6.7. The input factors with most influence in 

the TSS peak are the same three factors (Ms0, D50 and Mscr) as in the case of the total washed 

off mass. However, the H-R parameters related to the flow-driven detachment, especially F, 

are at a similar level of importance for the TSS peak. Thus, as seen in the global SA, the flow-

driven detachment is key to accurately modelling the maximum TSS concentration. The 

hydraulic input factors and the rain-driven detachment parameters seem to be almost 

negligible for this output.  

In sum, our findings suggest that the initial load of sediment and the mean grain size were 

the most important variables. H-R parameters exhibited a high influence in the model 

outputs, with a similar behavior to that observed in the global SA. Finally, hydraulics input 

factors variations do not affect the outputs, since their determination has a low degree of 

uncertainty associated with it. 
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Figure 6.7. Sensitivity results for the Elementary Effects method. Plots show the sensitivity 
to the TSS maximum value in gully pot 2 in all cases. The ranking of the three most 
influential input factors is shown in the upper-left corner of each case. In general, Ms0, D50, 
Mscr and F are the factors with the most influence on results.  
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4 Discussion 

In the previous sections, we have presented a SA of a physically-based urban wash-off 

model. The study has shown that the flexibility of the model allowed for the replication of 

the laboratory results from accurately measured initial conditions by tuning the H-R model 

parameters. However, this flexibility also leads to identifiability problems and makes it 

difficult to obtain precise predictions in field studies. Therefore, it is important to discuss our 

findings in terms of: i) a careful interpretation of the SA results, ii) transferability to field 

studies, and iii) limitations and future steps towards improving urban wash-off predictions. 

4.1 Interpretation of the sensitivity analysis results 

Uncertainties and interactions between the different processes involved in wash-off 

modelling such as flow and rain characterization, model parameters, or sediment initial 

conditions and characteristics, make it difficult to separate their individual contribution to a 

model’s predictions. Therefore, controlled laboratory experiments have been used to 

eliminate disturbances and to focus the global SA on the H-R model parameters, fixing 

remaining input variables. However, despite the accurate definition of the initial conditions, 

Figure 3 shown a wide range of possible model predictions that might alter the H-R 

parameters. This is a consequence of a lack of knowledge in estimating their possible values 

in urban catchments. In addition, there is no consensus as to model simplifications in the 

literature and, to date, it is difficult to define narrower ranges a priori. However, using the 

obtained global SA results, it is possible to address this lack of knowledge and issues of 

identifiability, and thus to reduce the number of parameters to calibrate in future research. 

While flow-driven detachment is usually negligible in soil erosion (Cea et al. 2016), it was 

seen as an important process for the largest grain sizes (144 and 274 μm) in our urban 

application. Therefore, rain-driven and flow-driven detachment are the two physical 

processes that have to be taken into account via the H-R parameters. Regarding flow-driven 

detachment, exponent 𝑏 is negligible for all the laboratory experiments that we simulated, 

so its value could be fixed at 1. The water depth damping threshold, ℎ0, is typically set to 

two third of the mean raindrop size (Heng et al. 2011, Hong et al. 2016a). However, its high 

influence in modelling TSS peak concentrations, as well as the current lack of studies 

accurately measuring rain drop size distributions (DSD), mean that the development of work 

aimed at adequately fixing this parameter is an interesting line of research. With respect to 

the flow-driven parameters, Ω0 showed a low influence in the results and may be fixed to 

values around 0.01 W/m2, following previous studies (Proffitt et al. 1993, Sander et al. 2007, 

Heng et al. 2011).  

Among the three remainder parameters 𝛼0, 𝑀𝑠𝑐𝑟 and F, which are those with the highest 

influence in the results, only two parameters are strictly necessary to calibrate, respectively, 
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the contribution of rain-driven and flow-driven detachment. 𝑀𝑠𝑐𝑟 affects both processes at 

the same time, and may be fixed in future applications. However, due to the current lack of 

knowledge on this parameter, its notable influence in the results, plus its interactions with 

other parameters, this is not currently recommended. Therefore, given the sensitivity 

results, we proposed in this section a reduction from 6 to 3 calibration parameters. However, 

next field and laboratory urban wash-off studies will increase our understanding of the H-R 

parameters, and may lead to a reduction in parameter ranges and to a consideration of 

further simplifications.    

4.2 Transferability to field studies 

When applying the H-R model in real-world catchments, we currently see three main 

limitations: i) high computational cost, ii) inaccurate input variables, and iii) the 

consideration of sediment heterogeneity.  

The model was already previously calibrated for different rain events in a 2661 m2 road 

urban catchment in Hong et al. (2016a, 2016b, 2019). This work is the first and available field 

application of H-R model in urban environments, and studies in larger field catchments are 

currently challenging due to the mentioned limitations. However, physical-based wash-off 

models are at the beginning of their development and can be compared to 2D flood models 

in the early 2000s, when their applicability to large catchments were limited because 

computers were still slow and high-resolution terrain models were missing. In the same way 

as 2D-1D coupling is currently industry standard in urban drainage models, we think that the 

limitations in the catchment size for urban wash-off physically-based models will be 

significantly decreased in the near future and this will highlight, also for large catchments, 

the opportunities raised by physically-based wash-off models. In this regard, the 2D shallow 

water model Iber has recently been improved, and now takes advantage of the 

parallelization functionalities of both CPUs (central processing units) and GPUs (graphics 

processing units), achieving speedups of up to two orders of magnitude in comparison with 

the version used in the present study (García-Feal et al. 2018). In addition, the use of fast 

emulators has already been applied in hydrodynamic urban drainage models (Carbajal et al. 

2017, Hong et al. 2019), and these might be a very practical solution to reduce the 

computation time. Meanwhile, the application of physically-based wash-off models to small 

and medium-size basins is an opportunity to increase understanding of wash-off process and 

model performance. 

Regarding the definition of input variables, as shown by the local SA, the initial load of 

sediment and mean grain size are the most important input variables in terms of model’s 

predictions, as also found in Hong et al. (2016a). Therefore, the uncertainties associated with 

these variables due to the variability and randomness of sediment build-up can limit the 

reliability of the results and make the model ineffective. The determination of the initial 
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conditions, then, is key to the modelling of urban wash-off, and future research should 

continue to be oriented towards the determination of the initial build-up mass and 

characteristics, either through field studies analyzing urban dust samples (Wijesiri et al. 

2015b) or by following the ideas in Sandoval et al. (2018) where input variables are 

estimated from measured pollutographs using virtual state variables.  

Spatial heterogeneity is other important issue to consider in terms of the transferability of 

the model. First, an accurate representation of the surface flow is needed to reduce the 

propagation of hydraulic uncertainties to the sediment transport equations, since the 

hydrodynamic model is used as a basis for wash-off equations. Visualization techniques such 

as large-scale particle image velocimetry (LSPIV) or surface structure image velocimetry 

(SSIV) can help to achieve the required accuracy here by obtaining useful surface calibration 

data (Naves 2019a), with the possibility of using surveillance camera footage, as proposed 

in Leitão et al. (2018). The accuracy and resolution of elevation data are also key to attaining 

a suitable characterization of surface flow. However, current LIDAR techniques are able to 

provide high-resolution elevations each 0.1 m which, combined with manual measurements 

to incorporate important elements such as curbs, have demonstrated their effectiveness in 

representing adequately flow spatial variations (Hong et al. 2016a, b). In addition, gully pots 

and grid performance should be also included at this level of detail. In fact, this is interesting 

not only for surface flow modelling (Martins et al 2018) but also for water quality 

interactions and gully pot efficiency (Post et al. 2016). 

Rainfall input data involves spatial intensity distribution, which allows for obtaining an 

accurate surface flow, as well as rain energy, which depends on DSD and condition rain-

driven detachment. An extensive literature exists on rain distribution and resolution in 

hydrological processes, but future research in urban wash-off should incorporate DSD 

measurements more frequently, in order to estimate rain-driven particle detachment from 

rain kinetic energy. Rainfall simulators, such as the one used in this study, can contribute to 

an understanding of this process through the use of constant rain intensities and varying 

DSDs. 

Finally, it is necessary to take into account the heterogeneity in the surface sediment mass. 

In the laboratory experiments described here, there are four different sediment classes with 

a uniform granulometry, this as a means of achieving greater control of the process. 

However, available surface sediment presents a high degree of heterogeneity in grain sizes 

and densities in real catchments, and mean diameter and density are not representative. In 

addition, representative characteristics of the sediment can change during the event as the 

lightest particles are washed off first. A multiclass approach, such as the one used in Hong 

et al. (2016b), should therefore be considered as a means of obtaining reliable results with 

heterogeneous sediment masses. This approach leads to an increase in the complexity of 

the model, with adequate parameters needed for each class, and hence an assessment of 
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the benefits and drawbacks that such an approximation might involve would be a useful 

step. In this regard, the experimental data set used in this study (which is taken from the 

dataset Naves et al. 2019c) also includes experiments where the four sediment classes were 

mixed to obtain a realistic granulometry and including coulter samples in the inflow to the 

gully pots, and may be used in future studies. 

4.3 General perspectives for modelling urban wash-off 

The future aims of wash-off modelling in urban areas should not be seek to implement more 

and more complex models in which all the physical processes are perfectly defined. Rather, 

the objective should be to move towards models capable of considering the spatial and 

temporal heterogeneities of the catchment and able to reproduce the key wash-off process, 

overcoming the limitations of empirical equations yet maintaining optimal simplicity in the 

model. For this purpose, more laboratory and field applications of wash-off physical-based 

models should be conducted to increase our understanding of the parameters and processes 

here, one very important focus of attention being an effective characterization of 

catchment, sediment and rain characteristics. The wash-off process is challenging, but in 

view of the promising results of the first physically-based wash-off studies, it is an important 

line of research towards better treatment and management techniques for minimizing the 

impact of urban surface contaminants, such as microplastics, heavy metals and PAH, on the 

environments of cities and towns.  

5 Conclusions 

Physically-based models are currently being introduced as novel alternatives to 

experimental equations in order to consider the spatial and temporal heterogeneities in 

urban pollutant wash-off studies. These models are able to represent the different processes 

involved in the wash-off process, but the lack of experience in urban catchments and the 

need for a large number of input factors lead to a complex calibrations. This study 

contributes to the understanding of physically-based urban wash-off models by presenting 

an in-depth SA using a series of specially-tailored laboratory experiments. Thus, the accurate 

determination of the hydraulics variables and the initial sediment conditions were used to 

focus a global SA on poorly-known H-R parameters using SRC and EFAST. Then, in order to 

ensure the transferability of the results to field studies, the relative importance in the model 

outputs of hydraulics, initial sediment conditions and H-R model parameters was assessed 

through a local SA, using the EE method and considering uncertainties in their determination 

in real field studies. 



Analysis of a physical-based urban wash-off model 

135 
 

Therefore, this work is novel regarding three specific aspects. First, the 2D shallow water 

model, which is coupled with the Hairsine-Rose wash-off formulation, was previously 

calibrated with experimental surface velocities and discharges, so the most realistic 

description of runoff was used. Second, it is the first sensitivity analysis considering all the 

model parameters and variables studying urban wash-off. Without this detailed sensitivity 

analysis, it would be really difficult to condition the model to monitoring data because 

changes in one parameter can be easily compensated by changes in other parameters. Third, 

the high-resolution wash-off experiments provide a most accurate reference dataset. This is 

unique because it is obtained on a realistic and 1:1 scale rainfall simulator of 36 m2. The data 

is available in open access, which makes our research reproducible and enables others to 

test their own models and hypotheses. Specifically, the following can be concluded based 

on the results: 

 The flexibility of the model allowed us to successfully reproduce the results of the 

laboratory experiments by tuning the H-R model parameters. However, the 

predictions obtained suggested a complex calibration process, and thus highlight the 

usefulness of the SA performed for decision-making in order to simplify the model 

and to deal with identifiability problems. 

 The SRC indicated a strong sensitivity of the results to critical mass in comparison to 

the other H-R parameters. The parameters related to rain-driven detachment 𝛼0 

and ℎ0 were at a second level of importance, roughly half that of sensitivity, for the 

total washed off mass with the smallest diameters (mean grain sizes of 30 and 68 

µm). When the grain size of the sediment increased (144 and 274 µm), F was 

included in this second level of influence. In addition, F was also shown to be an 

important variable with respect to the TSS peak, while b and Ω0 remained at a low 

influence for both outputs. 

 Although the ranking of the most important parameters obtained from the EFAST 

analysis was very similar to that for the SRC results, the EFAST total effect indices 

revealed the high importance of the interaction between parameters in the model 

outputs, which is also an indicator of the difficulties that can arise when calibrating 

the model.  

 In the local SA, which considered all the input variables and parameters, the initial 

load of sediment, mean grain size and critical mass were seen to be the most 

important factors for the total washed off mass and the TSS peak, this is all the 

laboratory experiments. Therefore, very accurate measurement of the available 

mass and its characteristics is necessary in order to avoid the variability associated 

with the build-up process affecting to the reliability of results. H-R parameters were 

seen to be at a second level of importance, which illustrates the need for accurate 
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calibration of the model. Finally, variations in hydraulic variables did not affect the 

outputs since the uncertainty associated with their determination was low. 

 In the light of these results, the model may be simplified using the three parameters 

with the highest influence in the results, 𝛼0, 𝑀𝑠𝑐𝑟 and F, as a means of modelling 

the individual contribution of the rain-driven and flow-driven detachment. Future 

research should focus on more laboratory and field studies, to increase our 

knowledge of these parameters and thus to be able to adequately fix them.  

Although the problem is complex, these promising results should stimulate efforts 

towards overcoming the current limitations of physically-based models, such as high 

computational cost, the need for an accurate definition of the input variables, and the 

accurate modelling of spatial and sediment heterogeneities. 
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Resumen extendido de la tesis 

El continuo crecimiento de las ciudades y el consecuente aumento de las superficies 

impermeables produce un incremento de la escorrentía durante los episodios de lluvia que 

es necesario gestionar adecuadamente para un desarrollo urbano sostenible. Esta 

escorrentía moviliza los contaminantes que se depositan en las cuencas urbanas durante el 

tiempo seco, por lo que pueden suponer una fuente importante de contaminación si no se 

realiza un tratamiento adecuado. A pesar de esta importancia, la precisión que se obtiene al 

modelizar los procesos de lavado y transporte de contaminantes en cuencas urbanas es 

actualmente muy limitada. Además de a la complejidad del fenómeno físico, esto es debido 

a la alta variabilidad asociada a los procesos de acumulación y lavado de contaminantes en 

cuencas urbanas, que implica una falta de datos lo suficientemente precisos para el correcto 

desarrollo de este tipo de modelos. Un ejemplo de este problema es la dificultad para medir 

en campo variables importantes como la carga de sedimentos depositados o sus 

características sin afectar a las condiciones iniciales de los eventos.  

Esta tesis tiene como objetivo el desarrollo de una extensa campaña experimental en la que 

se mida con precisión y en condiciones controladas de laboratorio los procesos de lavado y 

transporte de sedimentos en cuencas urbanas. Para ello se ha utilizado un modelo físico de 

drenaje urbano a escala real de unos 36 m2, formado por una sección de calle que se conecta 

a través de dos imbornales a una red de tuberías que drenan la escorrentía generada por un 

simulador de lluvia (Figura A.1). Pretendiendo conseguir la mayor fiabilidad y transferibilidad 

de los resultados, se plantearon tres objetivos parciales: i) el desarrollo de una metodología 

experimental adecuada para analizar la movilización de sólidos a través de las distintas 

partes del modelo, ii) la construcción de un novedoso simulador de lluvia con propiedades 

similares a la lluvia natural y iii) la caracterización precisa de las variables hidráulicas 

involucradas, considerando y midiendo los flujos complejos que se dan en las proximidades 

de cunetas e imbornales. Como último objetivo de la tesis se planteó la utilización de los 

resultados experimentales para la evaluación y análisis de un modelo de lavado de 

sedimentos basado en procesos físicos. Este novedoso modelo, que se planteó 

recientemente como alternativa para representar adecuadamente los complejos 

fenómenos físicos involucrados, requiere una definición precisa de un mayor número de 

variables de entrada que los modelos semiempíricos tradicionales. Por ello, los ensayos 

objeto de la tesis son una inmejorable oportunidad para su análisis, a partir del cual se 

pretende identificar las variables que gobiernan el proceso para simplificar el modelo de una 

manera rigurosa y mejorar su aplicabilidad a casos reales. 

Como se ha planteado, el primer trabajo abordado por la tesis fue el desarrollo de una 

metodología experimental que permitiese medir con precisión la movilización de 

sedimentos, identificando las principales variables a tener en cuenta y asegurando la 

fiabilidad de los resultados. Para ello, en el Capítulo 2 se presentan una serie de ensayos 
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preliminares en los que se analizó el lavado de sedimentos para diferentes cargas y 

distribuciones de sedimentos sobre la superficie del modelo. El simulador de lluvia utilizado 

fue el desarrollado en el trabajo previo de Fraga (2015), en el cual se validó un modelo dual 

2D/1D. El simulador consistía en 4 difusores a presión que generaban una precipitación con 

una intensidad media de 101 mm/h durante 5 minutos. La Figura A.1 muestra un esquema 

del modelo físico y el mapa de intensidades de lluvia generado por el simulador de lluvia 

basado en difusores que se utilizó en estos ensayos preliminares. 

               

Figura A.1. Esquema general del modelo físico de drenaje urbano y mapa de intensidades 
de lluvia generado por el simulador de lluvia basado en difusores a presión que se utilizó en 
los ensayos preliminares. 

En los ensayos se registraron caudales mediante un vertedero triangular y se midieron 

concentraciones de Sólidos en Suspensión Totales (SST) a partir de la toma de muestras 

manuales y registros de turbidez en continuo a la salida de la red de tuberías. Al final de cada 

ensayo se realizaron balances de masa entre la carga inicial de sedimento dispuesta sobre la 

superficie del modelo y la suma de las masas que quedan depositadas en las distintas partes 

del modelo al final de los ensayos (superficie, arquetas y tuberías) y la masa total lavada del 

modelo. Este procedimiento permitió comprobar para cada ensayo si se había podido medir 

con precisión la movilización de SST a través del modelo, indicando la fiabilidad de los 

resultados obtenidos. Se realizaron un total de once experimentos con esta metodología 

para evaluar la influencia de la carga inicial de sedimento, del método de distribución, de la 

posición del sedimento y del área de distribución en el proceso de lavado a partir del análisis 

de los polutogramas y balances de masas resultantes. En la Figura A.2 se presentan las 

configuraciones iniciales de sedimento que se ensayaron. 
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Figura A.2. Cargas iniciales y distribuciones de sedimentos utilizadas en los ensayos 
preliminares.  

Los resultados mostraron que los procesos de lavado y transporte de sedimentos no pueden 

explicarse únicamente atendiendo a la carga inicial de sedimento y su distribución sobre la 

superficie de la calle, ya que otros factores como la uniformidad de la lluvia o las 

características del flujo de escorrentía también afectan a los balances de masas y a los 

polutogramas en el punto de vertido. Esto se puede comprobar en los resultados obtenidos 

en los experimentos donde el sedimento fue distribuido a diferentes distancias de la cuneta 

(Figura A.3). Mientras que la concentración máxima de SST sufrió una esperada y ligera 

reducción en el caso de alejar el área de distribución del sedimento a 1 metro de la cuneta, 

la concentración máxima se redujo a más de la mitad en el ensayo con el sedimento a 2 

metros. El mismo comportamiento puede observarse en los balances de masas, donde la 



Appendix A 

 

162 
 

cantidad de sedimento que permanece depositado en la superficie del modelo se 

incrementó drásticamente. Esto se puede explicar por la presencia de un área de altas 

intensidades situada aproximadamente a 1.5 m de la cuneta (Figura A.1) que condicionaba 

el flujo de escorrentía y afectaba a la movilización de sedimentos distribuidos a una mayor 

distancia. En definitiva, los ensayos preliminares realizados permitieron la puesta a punto de 

una metodología adecuada para la medida precisa del lavado y transporte de sedimentos, 

pudiendo comprobar la fiabilidad de los resultados obtenidos en cada ensayo, mostrando la 

gran influencia de las propiedades de la lluvia simulada y revelando la necesidad de una 

precisa caracterización hidráulica para la comprensión del proceso de lavado y transporte 

de sedimentos en cuencas urbanas. 

 

Figura A.3. Concentraciones de SST y caudales (a) y balances de masas al final de los 
ensayos (b) para una carga de sedimentos de 20 g/m, distribuido uniformemente en un 
área de 5 m x 1 m, pegada a la cuneta o separada 1 o 2 m de la misma. El error en el cierre 
de los balances de masas (ɛ𝑴) se indica para cada caso ensayado.   

A continuación, y a la vista de los resultados anteriores, se decidió abordar dos mejoras en 

la metodología experimental de los ensayos para aumentar la calidad y transferibilidad de 

los resultados obtenidos: la lluvia simulada y la caracterización hidráulica del flujo superficial 

de escorrentía. Primero, dada la alta heterogeneidad de la lluvia generada en los ensayos 

preliminares (Figura A.1) y su gran influencia en los resultados, se construyó un nuevo 

simulador de lluvia de gran escala cuyo desarrollo y calibración se recoge en el Capítulo 3 de 

la presente tesis. El nuevo simulador está basado en un total de 1400 goteros 

autocompensantes en presión instalados en dos circuitos de tuberías que cubren toda la 

superficie del modelo. Bajo los goteros se instaló una malla que rompe y distribuye las gotas 

generadas para incrementar la uniformidad de la lluvia y producir distribuciones de tamaños 

de gotas similares a los de una lluvia real. La posición y la tipología de la malla fueron 

calibradas utilizando un disdrómetro láser Parsivel 2 y pluviómetros para medir 

respectivamente las distribuciones de tamaños y velocidades de gotas y la uniformidad e 

intensidad de la lluvia, comparándolas con medidas de lluvia real. En la Figura A.4 se incluye 
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una imagen general de la solución final alcanzada y un detalle de los goteros instalados sobre 

la malla metálica elegida. 

 

Figura A.4. Imagen general del nuevo simulador de lluvia basado en goteros (a) y detalle 
de los circuitos de goteros sobre la malla horizontal para romper y distribuir las gotas de 
lluvia generadas.  

Una vez que el simulador fue calibrado se midieron con precisión las propiedades de la nueva 

lluvia producida. El simulador desarrollado es capaz de generar tres intensidades de lluvia 

diferentes (intensidades medias de 32.9, 54.9 y 79 mm/h) con Coeficientes de Uniformidad 

de Christiansen (CU) del 81, 89 y 91% respectivamente, un tamaño medio de gota de 0.95 

mm y una velocidad de impacto de entorno al 85% de la velocidad terminal en el caso del 

tamaño de gota medio. En la Figura A.5 se muestra los mapas de intensidades de lluvia y las 

distribuciones de tamaños y velocidades de gotas para las tres lluvias que el simulador 

desarrollado es capaz de generar. La intensidad de lluvia y el tamaño de gota podrían 

modificarse y adaptarse cambiando los parámetros de diseño del simulador. Esta 

flexibilidad, sumada a la lluvia casi uniforme conseguida con tamaños de gota similares a los 

de una lluvia real, presentan a este nuevo generador como una herramienta óptima para el 

estudio del lavado de sedimentos en laboratorio, asegurando la transferibilidad de los 

resultados obtenidos a estudios de campo. 
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Figura A.5. Mapa de intensidades de lluvia y distribuciones de tamaños y velocidades de 
gota para las tres lluvias que el simulador es capaz de generar. La curva negra representa 
la relación experimental entre el diámetro y la velocidad terminal de las gotas.  

Después de la mejora del simulador de lluvia, el siguiente objetivo que se planteó fue la 

definición precisa del flujo superficial de escorrentía, que es clave para entender la 

movilización de sedimentos en la superficie del modelo. Esta importancia viene dada por el 

hecho de que el flujo superficial, junto al impacto de gotas de lluvia, contribuye en el proceso 

de puesta en suspensión de las partículas que se encuentran en la superficie del modelo y, 

una vez puestas en suspensión, las transporta hasta su deposición. En este contexto, se 

desarrolló una modificación de la técnica de visualización Large Scale Particle Image 

Velocimetry (LSPIV) en la que se utilizaron partículas fluorescentes como trazadores e 

iluminación ultravioleta para medir las velocidades superficiales en condiciones de aguas 

muy someras de pocos milímetros de calado y con la presencia de gotas de lluvia. Los 

resultados obtenidos mostraron la existencia de canales preferenciales de drenaje 

perpendiculares a la cuneta debidos a irregulares en la superficie y que condicionan la 

movilización de partículas sobre la superficie del modelo. La Figura A.6 muestra el montaje 

experimental utilizado para la grabación de los videos empleados en el análisis LSPIV y las 

velocidades obtenidas para el caso de la lluvia con menor intensidad. 
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Figura A.6. Configuración experimental para la grabación de los vídeos usados para la 
medida de velocidades superficiales a través de la técnica PIV. Se incluyen además las 
velocidades medias obtenidas en régimen permanente para la lluvia con la intensidad más 
baja. 

Los pequeños calados desarrollados hacen necesaria una definición precisa de las 

elevaciones de la superficie del modelo físico para representar de forma adecuada el flujo 

superficial. Para ello, se utilizó la técnica fotogramétrica Structure from Motion (SfM) para 

obtener una topografía de alta resolución que permitiese modelizar el flujo superficial 

usando un modelo 2D de aguas someras. El modelo se calibró mediante los caudales 

medidos en los dos imbornales existentes, y los resultados se compararon con los obtenidos 

utilizando una topografía tradicional consistente en medidas manuales de elevaciones, que 

tienen una resolución de 0.5 m. Los caudales obtenidos en los imbornales fueron muy 

similares utilizando los mismos valores de los parámetros calibrados. Sin embargo, las 

distribuciones de velocidades en superficie obtenidas muestraron diferencias significativas, 

especialmente para las zonas con flujos más someros donde sólo la topografía de alta 

resolución fue capaz de representar los canales de drenaje preferencial medidos con la 

técnica LSPIV. La Figura A.7 muestra las elevaciones de la superficie obtenidas con cada una 

de las técnicas y los campos de velocidad resultantes de utilizar cada topografía en el modelo 

2D de aguas someras para la lluvia de 30 mm/h. Este trabajo, en el que se planteó la 

representación precisa del flujo (Capítulo 4), puso de manifiesto la importancia de una 

topografía detallada para modelizar el flujo superficial en condiciones de aguas someras, y 
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la necesidad de datos superficiales adicionales para la correcta calibración de modelos. 

Además, la técnica LSPIV desarrollada se presenta como una herramienta adecuada para la 

medida de velocidades en superficie con la presencia de gotas de lluvia. Por último, se evaluó 

positivamente el uso de técnicas fotogramétricas para la obtención de mapas de elevaciones 

para modelización hidráulica. 

 

Figura A.7. Mapas de elevaciones obtenidos mediante medidas manuales puntuales 
(primera fila) y mediante la técnica fotogramétrica SfM (segunda fila). En la segunda 
columna se muestran las distribuciones de velocidades obtenidas con cada una de las 
topografías utilizando un modelo 2D de aguas someras y considerando la menor intensidad 
de lluvia.  

A continuación, la detallada caracterización hidráulica de los experimentos fue completada 

con la medida de calados en superficie y en tubería y con el registro de caudales a la entrada 

de los imbornales y a la salida de la red de tuberías. Se realizaron un total de seis ensayos 

teniendo en cuenta los puntos de medida recogidos en la Figura A.8 y las tres intensidades 

de lluvia que el simulador es capaz de generar. La Figura A.8 también incluye ejemplos de 

los caudales y calados registrados durante los experimentos para el caso de la intensidad de 

lluvia más alta. La metodología utilizada y los datos obtenidos están descritos 

detalladamente en el Capítulo 5. Además, como parte de los ensayos hidráulicos, se incluye 

el uso de una técnica LSPIV en la que no se utilizan partículas y la medida de velocidades se 
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basa en el análisis del movimiento de burbujas y reflejos del agua, pudiendo ser una 

alternativa en aplicaciones de campo donde el uso de partículas fluorescentes e iluminación 

ultravioleta se hace más complejo. 

 

Figura A.8. Puntos de medida de calados superficiales y en tubería, caudales y velocidades 
en los ensayos hidráulicos realizados (a). También se incluye el caudal registrado a la salida 
de la red de tuberías (b), y los calados medidos en el punto S11 de la superficie (c) y en el 
punto S4 de la red de tuberías (d) para la lluvia de mayor intensidad.  

Una vez que los experimentos fueron caracterizados hidráulicamente, se realizó una extensa 

campaña experimental en la que se midió de forma precisa la movilización de sólidos en 

suspensión a través de las distintas partes del modelo físico. Las tres intensidades de lluvia 

(30, 50 y 80 mm/h) y cinco clases de sedimentos con diferentes granulometrías (d50 entre 30 

y 275 µm) fueron utilizadas en 23 ensayos de lavado y transporte de sedimentos (Capítulo 

5). La Figura A.9 (izquierda) muestra la granulometría de las distintas clases de sedimento, 

que se dispusieron sobre la superficie del modelo de una forma realista y con una carga 

inicial de 20 g por metro de cuneta en cada ensayo (Figura A.9, derecha). 
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Figura A.9. Granulometrías de las cinco clases de sedimentos utilizadas incluyendo su 
tamaño medio y su coeficiente de gradación (𝝈𝒈 = √𝑫𝟖𝟒 𝑫𝟏𝟔⁄ )  (izquierda).  Distribución 

inicial de sedimentos sobre la superficie del modelo (derecha). 

Los experimentos consistieron en la generación de una lluvia de 5 minutos de duración y, en 

cuanto la escorrentía alcanzaba los imbornales y el punto de vertido de la red de tuberías se 

tomaban muestras manuales de SST y de Distribuciones de Tamaños de Partículas (DTP) para 

medir la movilización de las diferentes fracciones de partículas a través del modelo. Las 

muestras para el análisis de DTP son especialmente interesantes en el caso de la 

granulometría continua (clase de sedimento D5 en la Figura A.9) para analizar en un mismo 

ensayo el diferente comportamiento de las partículas dependiendo de su tamaño. Además, 

se realizaron medidas en continuo de los polutogramas en el punto de vertido a partir de 

registros de turbidez siguiendo la metodología desarrollada durante los ensayos 

preliminares. Los puntos de medida y las variables analizadas en estos experimentos se 

muestran en la Figura A.10. 

 
Figura A.10. Puntos de medida y variables consideradas en los ensayos de lavado y 
transporte de sedimentos. 
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Los resultados obtenidos midiendo la concentración de SST durante los ensayos para las 

cinco clases de sedimentos y las tres intensidades de lluvia a la entrada de los imbornales y 

en el punto de vertido se muestran en la Figura A.11. A la vista de los resultados, se pudo 

observar cómo el tamaño del sedimento es clave en el proceso de lavado de contaminantes. 

El sedimento más fino (clase de sedimento D1 con un tamaño medio de 30 µm) produjo las 

mayores concentraciones en la entrada de los imbornales y en el punto de vertido con una 

diferencia importante respecto al resto de granulometrías ensayadas. Además, las 

concentraciones de SST medidas para el caso de la granulometría continua D5 (d50=165 µm) 

se situaron entre los resultados obtenidos para los sedimentos D2 (d50=68 µm) y D3 (d50=144 

µm). Por lo tanto, se observó que la consideración del tamaño medio de partícula como 

representativo para la modelización del lavado y transporte de un sedimento podría llevar a 

estimaciones erróneas. 

 
Figura A.11. Sólidos en suspensión totales (SST) en las arquetas y en el punto de vertido 
para las 5 clases de sedimento diferentes (D1-D5) y las tres intensidades de lluvia. 

Siguiendo la metodología desarrollada en los ensayos preliminares, al final de cada ensayo 

se realizó un balance de masas para evaluar la distribución final de sedimento en las 
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diferentes partes del modelo físico y asegurar la fiabilidad de los resultados experimentales. 

En la Figura A.12 se muestran las masas obtenidas para cada uno de los ensayos realizados. 

Los errores máximos en los balances de masas entre la masa inicial de sedimento distribuida 

y la suma de la masa recogida al final de los experimentos y la masa total lavada del modelo 

físico durante los ensayos se situaron alrededor del 5%. Este resultado es muy satisfactorio 

teniendo en cuenta la complejidad del fenómeno físico y asegura la fiabilidad de los 

resultados experimentales proporcionados. 

 
Figura A.12. Balances de masas para las cinco clases de sedimento (D1-D5) e intensidades 
de lluvia de 80, 50 y 30 mm/h.  

Los datos brutos y procesados obtenidos a partir de los diferentes experimentos llevados a 

cabo en esta tesis están publicados en abierto en el repositorio Zenodo dentro del ámbito 

del proyecto WASHTREET (https://zenodo.org/communities/washtreet) y están disponibles 

para su uso por parte de otros autores. El paquete de datos principal (Naves et al. 2019c) 

contiene los resultados obtenidos en los ensayos hidráulicos y de lavado y transporte de 

sedimentos descritos en esta tesis. Los resultados que se proporcionan cubren la necesidad 

existente de datos precisos para desarrollar, calibrar y validar modelos de drenaje urbano, 

incluyendo los procesos de lavado y transporte de sedimentos en los diferentes 

componentes del sistema de drenaje (superficie, imbornales, colectores) y sin tener que 

considerar las incertidumbres en las variables de entrada. Se incluyeron adicionalmente dos 

paquetes de datos más (Naves et al. 2019d, Naves et al. 2019e), en donde se proporciona 

información detallada relacionada con el análisis LSPIV y la técnica fotogramétrica SfM 

https://zenodo.org/communities/washtreet
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respectivamente. Estas bases de datos pueden usarse para evaluar técnicas PIV con y sin 

partículas y optimizar la novedosa aplicación de técnicas fotogramétricas a la modelización 

hidráulica. 

Por último, la tesis presenta la utilización de las concentraciones de SST medidas a la entrada 

de los imbornales para evaluar y analizar un modelo de lavado de sedimentos basado en 

procesos físicos que implementa la formulación de Hairsine-Rose acoplada al modelo 2D de 

aguas someras Iber (Capítulo 6). En la Figura A.13 se muestra las predicciones obtenidas del 

modelo para los casos con intensidades de lluvia de 50 y 80 mm/h y clases de sedimentos 

D2 y D3 respectivamente. Los resultados mostraron que la flexibilidad del modelo permite 

la reproducción de los resultados experimentales ajustando los seis parámetros de la 

formulación de Hairsine-Rose. Sin embargo, también se observó que esta flexibilidad lleva a 

problemas de identificabilidad al calibrar el modelo, ya que se obtuvieron resultados 

similares para diferentes combinaciones de parámetros.  

 

Figura A.13. Resultados experimentales de SST en la entrada de los imbornales y las cinco 
mejores predicciones para los ensayos con intensidades de lluvia de 50 (arriba) y 80 mm/h 
(abajo) y clases de sedimento D2 y D3 respectivamente. Se incluye además los valores de 
los parámetros de la formulación de Hairsine-Rose para los 5 mejores ajustes.   

En este contexto, el estudio contribuye al entendimiento de este tipo de modelos de lavado 

basados en procesos físicos mediante un extenso análisis de sensibilidad con el objetivo de 

proporcionar la información necesaria para identificar las variables y parámetros más 

importantes y ser capaz de simplificar el modelo para lidiar con la identificabilidad mostrada. 
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La medida precisa de las variables de entrada al modelo y la detallada definición de las 

variables hidráulicas permitieron separar la contribución individual de cada uno de los de los 

parámetros de la formulación de Hairsine-Rose en la concentración máxima y en la masa 

total lavada para cada uno de los imbornales. En la Figura A.14 se muestra la sensibilidad 

global de la masa total lavada a cada uno de los parámetros de la formulación de Hairsine-

Rose para los 12 ensayos considerados y utilizando dos métodos diferentes: el método de 

Standardized Regression Coefficients (SRC) y el Extended Fourier Amplitude Test (EFAST). El 

análisis de sensibilidad global realizado mostró que tanto la masa total lavada como la 

concentración máxima de SST presentan una alta sensibilidad a la masa crítica (𝑀𝑠𝑐𝑟), que 

considera la reducción en la puesta en suspensión de las partículas debido a la disminución 

del sedimento disponible en la superficie impermeable. Además, los parámetros que 

condicionan la puesta en suspensión de las partículas debido al impacto de las gotas de lluvia 

(𝛼0, ℎ𝑜) y al flujo superficial (𝐹) se mostraron como parámetros clave para los menores 

(tamaños medios entre 30 y 68 µm) y mayores (entre 144 y 274 µm) partículas 

respectivamente, siendo 𝑏 y Ω0 despreciables. Las diferencias entre los índices de primer 

orden (colores oscuros) y totales (colores claros) en el EFAST representan la variación de los 

resultados debida a interacciones entre parámetros. Se observó que estas interacciones 

juegan un papel importante en los resultados, lo que pone de manifiesto la necesidad del 

análisis realizado para simplificar el modelo antes de realizar una calibración formal del 

mismo. 

 

Figura A.14. Coeficientes de sensibilidad global de la masa total lavada por el imbornal 1, 
obtenidos mediante los métodos SRC y EFAST, respecto a los parámetros de la formulación 
de Hairsine-Rose y para cada uno de los casos experimentales considerados (colores para 
las intensidades de lluvia y posición para la clase de sedimentos utilizada).  
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Por último, se investigó la importancia relativa de los parámetros del modelo analizados con 

respecto a las condiciones iniciales de sedimento y las variables hidráulicas con el objetivo 

de asegurar la transferibilidad de los resultados de sensibilidad obtenidos a estudios en 

campo, donde no es posible definir las entradas al modelo con tanta precisión como en 

laboratorio. En la Figura A.15 se muestran los resultados del análisis de sensibilidad local que 

se ha realizado utilizando el método de Elemmentary Effects y considerando todas las 

variables de entrada para el caso de 30 mm/h y clase de sedimento D1. La carga inicial de 

sedimento y el tamaño medio de partículas resultaron las variables más importantes, 

recalcando la necesidad de medidas precisas de las condiciones iniciales para evitar que la 

variabilidad asociada al proceso de acumulación de contaminantes afecte a la fiabilidad de 

los resultados obtenidos. Esta necesidad de datos de entrada precisos, junto al alto coste 

computacional del modelo, limita actualmente su aplicabilidad a estudios de campo. Sin 

embargo, se están desarrollando mejoras en la velocidad de los modelos que permitirán 

próximamente su utilización en cuencas cada vez mayores, siendo necesario por lo tanto la 

realización de más estudios de laboratorio y en campo para incrementar el conocimiento 

sobre las variables y parámetros del modelo  

 

Figura A.15. Resultados del análisis de sensibilidad local para la masa total lavada por el 
imbornal 2 para el caso de 30 mm/h y clase de sedimento D1, usando el método de 
Elemmentary Effects y considerando todas las variables de entrada del modelo.  

Como conclusión final, el trabajo realizado en esta tesis pretende incrementar el 

conocimiento sobre el proceso de lavado y transporte de sedimentos en cuencas urbanas 

con el objetivo de desarrollar modelos de drenaje urbano más fiables que permitan mejorar 

la gestión y el diseño de medidas de tratamiento para el crecimiento sostenible de las áreas 

urbanas. Los resultados obtenidos son un paso adelante hacia este objetivo proporcionando 

una extensa y precisa base de datos para desarrollar, calibrar o validar formulaciones y 

modelos más fiables. Además, los prometedores resultados obtenidos presentan a los 

modelos de lavado basados en procesos físicos como una alternativa para la identificación 

de las variables que gobiernan el fenómeno de lavado de sedimentos, siendo una importante 

herramienta hacia modelos más precisos. 
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