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Abstract

Breast biopsies are crucial in the process of detect-
ing a wide range of diseases such as breast can-
cer. The evaluation of these biopsies is performed
by trained pathologists that are often overworked
due to the increasing number of pathologies re-
quested. Automatic tumour detection techniques
have been developed, achieving very good results.
In this work, we propose to classify breast biopsies
in all the different types of tissue present in them.
The tissue types were identified by hand-labeling
them following the indications of an expert pathol-
ogist. Afterward, they were trained with different
convolutional neural networks such as GoogleNet
[12], AlexNet [4], SqueezeNet [5] and DenseNet
[4]. Out of these four networks, GoogleNet outper-
formed all of them achieving 95.4% of accuracy.
Finally, we tried to identify why the networks were
underperforming while also suggesting how results
could be improved.

Keywords: Deep learning · Convolutional neu-
ral networks · Breast biopsy · Tissue classification.

1 Introduction

In the last 10 years, several efforts have been
made to apply well-known algorithms and tech-
niques to try and detect the presence of tumours
in whole slide images (WSI). Several approaches
have been taken, ranging from the classic linear
classifiers, self-organizing maps and decision trees
to more novel approaches like artificial neural net-
works (ANN), template matching or support vec-
tor machines (SVM) using hand-crafted features
[2]. The main disadvantages of these approaches
are the limited number of features that can be
hand-crafted, the fact that they cannot be modi-
fied while the model is being trained and the mas-
sive number of parameters to be optimized.

Lately, new architectures and techniques have
been developed, which have made it possible to
further increase the classification accuracy. Out
of these architectures, the one that is currently
more popular is the convolutional neural network

(CNN). These networks are similar to ANNs and
are commonly used for image analysis as well as
for other challenging applications such as speech
recognition and natural language processing.

The main building block of CNNs is the convolu-
tional layer, based on the concept of convolution
or kernel. These kernels are small matrices that
are applied to an image, the process of applying
this kernel to an image is called a convolution. The
concept of convolution is not new as it was widely
used before CNNs as a way to apply filters to an
image such as blur, sharpen, or edge detection.

The main advantages of CNNs against other meth-
ods are their capability of optimizing the kernels
that make up the convolutional layers through
network training, effectively removing the need of
feature engineering and increasing the number of
features explored in a single training session. An-
other advantage of these types of networks is that
they are less prone to overfit, which is achieved by
inserting a pooling layer (Figure 1) between con-
secutive convolutional layers. Other measures to
control overfitting such as dropout are also used.

Figure 1: Example of max pooling operation with
stride 2 (Original in [10])

But these advantages do not come free of draw-
backs, one of the most relevant drawbacks is the
increased number of parameters, which makes the
training process more time consuming than typi-
cal ANNs. One way of solving this problem is to
leverage the computing power of graphics process-
ing units (GPU) in the form of parallel computing
resulting in a dramatic reduction of the training
time. Other approaches have been taken, such as
using a Network in Network (NIN) architecture [7]
that reduces the total training time by drastically
reducing the total sum of parameters of the net-
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work. Successful applications of this architecture
are GoogleNet [12] and DenseNet [4].

Applications of CNNs [8, 14, 3] for tissue recogni-
tion are mostly focused classifying WSIs into tu-
moural and non-tumoural zones whereas in this
work we use CNNs to try and classify all the dif-
ferent types of tissue present in a WSI as pathol-
ogists also use this information to guide their di-
agnostics.

This work is structured as follows. Section 2 de-
scribes the materials and datasets used. In Section
3 some state-of-the-art CNN architectures are dis-
cussed together with the chosen networks where
the dataset will be trained. Finally, Section 5
draws some conclusions from the results obtained
in Section 4.

2 Materials

The dataset used consists of 7 normal (i.e., be-
nign) and 12 malign hematoxylin-eosin stained
slides (Figure 2) provided by the University Hos-
pital at Ciudad Real (Spain), all patients waived
their consent. Although the dataset might look
like it is imbalanced, this is compensated by the
fact that the benign WSIs are an order of magni-
tude larger than their malign counterparts (8500
MB vs. 408 MB), this extra imbalance was finally
solved by using less benign WSIs for the labeling
step.

Figure 2: Example of a malign WSI

2.1 Labelling

WSIs were labeled with the help of a pathologist
working at the hospital. The pathologist came
to the laboratory and illustrated the visual and
contextual differences between the different types
of tissues present in a breast biopsy. With this
help and a biopsy interpretation book [11] we la-
beled the WSIs by extracting patches of images
that contained only one type of tissue. In cases
where the type of tissue was not clear, then the
image patch was discarded.

2.2 Dataset preparation

Extracted patches cannot be directly ingested by
current CNNs, mainly due to their huge sizes. The

process of preparing the dataset for the ingestion
by CNNs can be divided into two steps:

The first step is the random patch extraction, to
match the image size with the CNN input size
smaller patches must be extracted. The number
of patches extracted was equivalent to the 70% of
the total labeled image area with a size of 256x256
pixels. This size was chosen because most CNNs
have an input size close to that size, also, since
patch extraction is random images could overlap
each other. A sample of the patches extracted in
this step is shown in Figure 3.

The second step and the most tedious one is
the non-related tissue patch cleaning because the
shape of the extracted images is rectangular, and
most of the tissues present in WSIs rarely have a
rectangular shape. Figure 4 shows the importance
of a good, clean dataset, mislabelling occurs due
to the random patch extraction and the lack of
heuristics applied to this process. Figure 5 shows
the tissue distribution in the final dataset.

(a) Correctly labelled:
Tumour

(b) Incorrectly labelled:
Background

(c) Incorrectly labelled:
Tumorous stroma

(d) Incorrectly labelled:
Limphocites

Figure 4: All of these images were labelled as tu-
mour but only (a) truly belongs to that class.
Dataset cleaning is crucial to obtain good results
in the training phase.

3 Methods

As mentioned in section 1, NIN architectures al-
lowed an improvement upon previous architec-
tures where the network was limited by the num-
ber of parameters and therefore in its depth. This
can be overcome by replacing a linear filter by a
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(a) Tumour (b) Epithelium (c) Tumoural epithelium (d) Stroma

(e) Tumoural stroma (f) Limphocites (g) Blood (h) Adipose tissue

Figure 3: Patch images samples for every tissue present in a WSI

Tumour

37.76%

Epithelium

2.74%

Stroma

26.04%

Tumorous Stroma

11.56%

Adipose Tissue

20.62%

Others
1.26%

Figure 5: Percentages of tissues present in the final dataset
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Figure 6: ReLU function

multilayer perceptron (MLP) [9]. An MLP is a
feedforward ANN that consists of three or more
layers. Except for the input layer all neurons use a
nonlinear activation function, such as the sigmoid,
hyperbolic tangent and more recently the recti-
fied linear units (ReLU) [1] defined as in Figure
6. ReLU is preferred over the sigmoid or hyper-
bolic tangent because of its non-saturating prop-
erties, both sigmoid and hyperbolic tangent func-
tions have a maximum value of 1 and a minimum
value of -1 hence making large and dissimilar val-
ues have almost the same value, this is called the
vanishing gradient problem.

A successful implementation of a NIN is
GoogleNet’s Inception which is depicted in Figure
7.

Figure 7: GoogleNet inception module. 1x1 con-
volution layers are used for dimensionality reduc-
tion, reducing the total parameters of the network
hence reducing the total training time and increas-
ing the network total depth. (Original in [13])

Other well-known networks, such as DenseNet
overcome the vanishing gradient problem by us-
ing dense blocks. Dense blocks are comprised of
a set of convolutional layers where every layer

has access to the feature map of every preceding
layer. This allows the network to backpropagate
the gradient much faster than traditional dense
networks. The layers after every dense block are
called transition layers; they consist of a 1x1 con-
volution operation; this follows the same reasoning
in GoogleNet, 1x1 convolutions drastically reduce
the number of parameters. A diagram of the dense
blocks and transition layers can be seen in Figure
8.

Lastly, two more networks were chosen, AlexNet
[6] and SqueezeNet [5]. AlexNet is a feedforward
CNN, being the first to win the ImageNet Large
Scale Visual Recognition Competition (ILSVRC)
2012 challenge. It does not incorporate modern
additions such as the previously discussed NIN
or the 1x1 convolutional layers. Additionally,
SqueezeNet is a network focused on achieving the
same level of accuracy of AlexNet with 50 times
fewer parameters and less than 0.5 MB model size,
thus paving the way for CNN usage in embedded
devices.

In conclusion, the networks chosen were:

• AlexNet

• SqueezeNet

• GoogleNet

• DenseNet-201

3.1 Training

The original dataset was split into two smaller
datasets, training-validation and test. 93% of
the original dataset was assigned to training-
validation while 7% was set aside for testing the fi-
nal network. Training-validation was in turn split
into two subsets, training and validation, 85%
of the training-validation dataset was assigned to
training and 15% to validation so as to tune the
parameters of the networks. Figure 9 shows the
final percentages against the original dataset.

After obtaining three datasets the following data
augmentations were applied only to the training
images:

• Translation in both axis.

• Scaling in both axis.

• Reflection in the X axis.

All networks were trained for 6 epochs, with the
exception of DenseNet-201 that was trained for 3
epochs due to the extremely long training times.
No early stopping conditions were set, validation
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Figure 2: A deep DenseNet with three dense blocks. The layers between two adjacent blocks are referred to as transition layers and change
feature-map sizes via convolution and pooling.

ResNets can improve its performance provided the depth is
sufficient [42]. FractalNets also achieve competitive results
on several datasets using a wide network structure [17].

Instead of drawing representational power from ex-
tremely deep or wide architectures, DenseNets exploit the
potential of the network through feature reuse, yielding con-
densed models that are easy to train and highly parameter-
efficient. Concatenating feature-maps learned by different
layers increases variation in the input of subsequent layers
and improves efficiency. This constitutes a major difference
between DenseNets and ResNets. Compared to Inception
networks [36, 37], which also concatenate features from dif-
ferent layers, DenseNets are simpler and more efficient.

There are other notable network architecture innovations
which have yielded competitive results. The Network in
Network (NIN) [22] structure includes micro multi-layer
perceptrons into the filters of convolutional layers to ex-
tract more complicated features. In Deeply Supervised Net-
work (DSN) [20], internal layers are directly supervised
by auxiliary classifiers, which can strengthen the gradients
received by earlier layers. Ladder Networks [27, 25] in-
troduce lateral connections into autoencoders, producing
impressive accuracies on semi-supervised learning tasks.
In [39], Deeply-Fused Nets (DFNs) were proposed to im-
prove information flow by combining intermediate layers
of different base networks. The augmentation of networks
with pathways that minimize reconstruction losses was also
shown to improve image classification models [43].

3. DenseNets
Consider a single image x0 that is passed through a con-

volutional network. The network comprises L layers, each
of which implements a non-linear transformation H`(·),
where ` indexes the layer. H`(·) can be a composite func-
tion of operations such as Batch Normalization (BN) [14],
rectified linear units (ReLU) [6], Pooling [19], or Convolu-
tion (Conv). We denote the output of the `th layer as x`.

ResNets. Traditional convolutional feed-forward net-
works connect the output of the `th layer as input to the
(` + 1)th layer [16], which gives rise to the following
layer transition: x` = H`(x`−1). ResNets [11] add a
skip-connection that bypasses the non-linear transforma-
tions with an identity function:

x` = H`(x`−1) + x`−1. (1)

An advantage of ResNets is that the gradient can flow di-
rectly through the identity function from later layers to the
earlier layers. However, the identity function and the output
of H` are combined by summation, which may impede the
information flow in the network.

Dense connectivity. To further improve the information
flow between layers we propose a different connectivity
pattern: we introduce direct connections from any layer
to all subsequent layers. Figure 1 illustrates the layout of
the resulting DenseNet schematically. Consequently, the
`th layer receives the feature-maps of all preceding layers,
x0, . . . ,x`−1, as input:

x` = H`([x0,x1, . . . ,x`−1]), (2)

where [x0,x1, . . . ,x`−1] refers to the concatenation of the
feature-maps produced in layers 0, . . . , `−1. Because of its
dense connectivity we refer to this network architecture as
Dense Convolutional Network (DenseNet). For ease of im-
plementation, we concatenate the multiple inputs of H`(·)
in eq. (2) into a single tensor.

Composite function. Motivated by [12], we define H`(·)
as a composite function of three consecutive operations:
batch normalization (BN) [14], followed by a rectified lin-
ear unit (ReLU) [6] and a 3× 3 convolution (Conv).

Pooling layers. The concatenation operation used in
Eq. (2) is not viable when the size of feature-maps changes.
However, an essential part of convolutional networks is
down-sampling layers that change the size of feature-maps.
To facilitate down-sampling in our architecture we divide
the network into multiple densely connected dense blocks;
see Figure 2. We refer to layers between blocks as transition
layers, which do convolution and pooling. The transition
layers used in our experiments consist of a batch normal-
ization layer and an 1×1 convolutional layer followed by a
2×2 average pooling layer.

Growth rate. If each function H` produces k feature-
maps, it follows that the `th layer has k0+k× (`−1) input
feature-maps, where k0 is the number of channels in the in-
put layer. An important difference between DenseNet and
existing network architectures is that DenseNet can have
very narrow layers, e.g., k = 12. We refer to the hyper-
parameter k as the growth rate of the network. We show in
Section 4 that a relatively small growth rate is sufficient to

Figure 8: DenseNet dense blocks can be observed in conjunction with transition layers. (Original in [4])

79.05%

Training

13.95% Validation

7% Test

Figure 9: Number of images present in each of the
three datasets.

frequency was set to 3 iterations, learning rate was
set to 0.0003 and the solver was SGDM. The learn-
ing rate and validation frequency parameters were
chosen ad-hoc.

The technique used to train the networks was
transfer learning. Transfer learning takes advan-
tage of pre-trained networks to train only the last
two layers, those who take as input the features
extracted by the previous layers and classify them
into the new classes. This significantly reduces
both the necessary data to train the network and
the time required to do so.

4 Results

Training was performed in a laptop computer with
an NVIDIA Geforce GTX 970M , training times
in minutes versus the accuracy of each network
are shown in Figure 10. As the figure shows, the
best performing network with a 95.4% accuracy
is GoogleNet, with SqueezeNet following it closely
with a 93.6%. On top of this, it is surprising for
DenseNet to be the worst network, taking into ac-
count the massive number of parameters it has
when compared with GoogleNet (20 million vs. 7
million).

By looking at GoogleNet’s confusion matrix (Fig-
ure 11) an observation can be made, the network
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Figure 10: Training time vs Accuracy plot

struggles to differentiate between tumoural and
tumoural stroma tissues. This observation was
confirmed by looking at the classification errors
on the test dataset, the conclusion drawn was that
a particular WSI had very similar tumoural and
tumoural stroma tissue, as shown in Figure 12.
Lastly, all networks underperform in both lym-
phocytes and tumoural epithelium tissues due to
the small number of images present in the dataset.

5 Conclusions

This work focuses on classifying all the tissues
present in a breast biopsy instead of trying to clas-
sify each patch as positive or negative (tumour
or non-tumour), four convolutional networks were
trained of which GoogleNet scored the highest,
with 95.4% accuracy, it outperformed DenseNet,
a much deeper network in a tenth of the training
time.

Future work could consider the use of an ex-
pert pathologist to label the biopsies, increasing
the number of samples for underrepresented tis-
sues, applying other data augmentation transfor-
mations or normalizing color in the patches due
to the differences in staining between WSIs.
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Figure 11: Confusion matrices for each of the four
networks trained. Target class corresponds to the
true classes while output class corresponds to the
classed predicted by the network.
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