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Plenary lectures
Optimal electricity demand response contracting
with responsiveness incentives

RENÉ AÏD
UNIVERSITÉ PARIS–DAUPHINE, PSL UNIVERSITY
EMAIL: rene.aid@dauphine.psl.eu
URL: https://sites.google.com/view/reneaid/home

DYLAN POSSAMAÏ
COLUMBIA UNIVERSITY
EMAIL: dp2917@columbia.edu

NIZAR TOUZI
ÉCOLE POLYTECHNIQUE
EMAIL: touzi@polytechnique.edu
URL: http://www.cmap.polytechnique.fr/touzi/

Abstract. Despite the success of demand response programs in retail electricity markets in reducing average consumption, the literature shows failure to reduce the variance of consumers’ responses. This paper aims at designing demand response contracts which allow to act on both the average consumption and its variance. The interaction between the producer and the consumer is modeled as a Principal-Agent problem, thus accounting for the moral hazard underlying demand response programs. The producer, facing the limited flexibility of production, pays an appropriate incentive compensation in order to encourage the consumer to reduce his average consumption and to enhance his responsiveness. We provide closed-form solution for the optimal contract in the case of linear energy valuation. Without responsiveness incentive, this solution decomposes into a fixed premium for enrolment and a proportional price for the energy consumed, in agreement with previously observed demand response contracts. The responsiveness incentive induces a new component in the contract with payment rate on the consumption quadratic variation. The calibration of our model to publicly available data of a large scale demand response experiment predicts a significant increase of responsiveness under our optimal contract, a significant increase of the producer satisfaction, and a significant decrease of the consumption volatility.
Abstract. XVAs refer to various financial derivative pricing adjustments accounting for counterparty risk (CVA) and its funding (FVA) and capital (KVA) implications for a bank. We show that the XVA equations are well posed, including in the realistic case where capital (including capital at risk) is deemed fungible as a source of funding for variation margin. The intertwining of capital at risk and FVA, added to the fact that the KVA is part of capital at risk, then lead to a system of anticipated McKean BSDEs (ABSDEs) for the FVA and the KVA, with coefficients entailing a conditional risk measure of the one-year-ahead increment of the martingale part of the FVA. But these ABSDEs can be recast as a forward/backward SDE system, which suggests a Picard iteration, shown convergent, for decoupling the forward simulation of the trading P&L of the bank (martingale part of the CVA plus the FVA, in the converging limit of the Picard iteration) from the backward XVA and economic capital pricing task.
Abstract. First, we will concentrate upon the pricing of some multivariate European options when the underlying asset prices are driven by Markov-modulated Lévy processes (MMLPs) with dependence between the asset’s components, and where synchronous jumps are allowed. In particular, the asset prices may jump whenever there is a change of phase of the underlying Markov process. When considering exchange options and quanto options, pricing formulae are based upon the characteristic exponents by using the well known FFT methodology. For the evaluation of spread and basket options in this general regime-switching framework, we provide lower and upper bounds to the exact option prices based upon ideas from Caldana and Fusai (2013) and Caldana et al. (2016). These bounds are obtained via univariate Fourier inversion under the assumption that the joint characteristic functions of the MMLPs are known.

Next, we consider the risk-neutral pricing of vanilla, digital and down-and-out call options when the (single) underlying asset price evolves like the exponential of a Markov-modulated Brownian motion (MMBM) with two-sided phase-type jumps. The price of such options is intimately related to the first passage properties of the MMBM. To analyse these first passages, we randomize the time horizon using Erlang distributions with suitable parameters and apply matrix-analytic methods. This provides us with closed form approximations of the option prices, with a very high precision, as shown by several numerical illustrations.

Joint work with: Sinem Kozpinar, Guy Latouche, Matthieu Simon.
Abstract. Markets trade thousands of underlyings, each one with tens or even hundreds of options, quoted throughout the day. Needless to say, the quotes are not generated manually, they are automated and derived from a functional form with a few parameters. If we know this parameterization, we know in advance that the prices tomorrow of many traded securities will belong to a low dimensional (number of parameters) manifold in a high dimensional (number of securities). If the vector of today prices does not belong to the convex hull of the manifold it creates arbitrage. We examine market practice (Black-Scholes, stochastic volatility models, interest rate interpolation by piecewise constant instantaneous forward rates converging implied volatility for extreme strikes in FX...) and show that many violate the no arbitrage condition.
Multi-period Mean CVAR Asset Allocation: Is it Advantageous to be Time Consistent?

PETER A. FORSYTH*
CHERITON SCHOOL OF COMPUTER SCIENCE, UNIVERSITY OF WATERLOO, WATERLOO ON, CANADA, N2L 3G1
EMAIL: paforsyt@uwaterloo.ca
URL: https://cs.uwaterloo.ca/paforsyt/

Abstract. We formulate the multi-period, time consistent mean-CVAR (Conditional Value at Risk) asset allocation problem in a form amenable to numerical computation. Our numerical algorithm can impose realistic constraints such as: no shorting, no-leverage, and discrete rebalancing. We focus on long term (i.e. 30 year) strategies, which would be typical of an investor in a Defined Contribution (DC) pension plan. A comparison with pre-commitment mean-CVAR strategies shows that adding the time consistent constraint compares unfavourably with the pure pre-commitment strategy. Since the pre-commitment strategy computed at time zero is identical to a time consistent strategy based on an alternative objective function, the pre-commitment mean-CVAR strategy is implementable in this case. Hence it would seem that there is little to be gained from enforcing time consistency.

Keywords: multi-period mean-CVAR, time consistent, pre-commitment, asset allocation

*This work was supported by the Natural Sciences and Engineering Research Council of Canada
The Joint S&P 500/VIX Smile Calibration Puzzle Solved

JULIEN GUYON
BLOOMBERG L.P., QUANTITATIVE RESEARCH, 731 LEXINGTON AVE, NEW YORK, NY 10022, USA
EMAIL: jguyon2@bloomberg.net
URL: http://cermics.enpc.fr/~guyon/

Abstract. Since VIX options started trading in 2006, many researchers and practitioners have tried to build a model that jointly and exactly calibrates to the prices of S&P 500 (SPX) options, VIX futures and VIX options. So far the best attempts, which used continuous-time jump-diffusion models on the SPX, could only produce an approximate fit. In this talk we solve this puzzle using a discrete-time model. Given a VIX future maturity $T_1$, we build a joint probability measure on the SPX at $T_1$, the VIX at $T_1$, and the SPX at $T_2 = T_1 + 30$ days which is perfectly calibrated to the SPX smiles at $T_1$ and $T_2$, and the VIX future and VIX smile at $T_1$. Our model satisfies the martingality constraint on the SPX as well as the requirement that the VIX at $T_1$ is the implied volatility of the 30-day log-contract on the SPX. In particular, this proves that the SPX and VIX markets are jointly arbitrage-free. The discrete-time model is cast as a dispersion-constrained martingale transport problem and solved using the Sinkhorn algorithm, in the spirit of De March and Henry-Labordère (2019). We explain how to handle the fact that the VIX future and SPX option monthly maturities do not perfectly coincide, and how to extend the two-maturity model to include all available monthly maturities.
Characteristics of random times

Monique Jeanblanc
LaMME, 23 Boulevard de France, 91037 Evry Cedex, France
Email: monique.jeanblanc@univ-evry.fr
URL: http://www.maths.univ-evry.fr/pages_perso/jeanblanc/

Libo Li
UNSW, Sydney
Email: libo.li@unsw.edu.au

Abstract. The purpose of this talk is to present the processes associated to a random time (we call them characteristics) useful to perform computations: pricing, portfolio optimization. One of them is the intensity, another one is the Azéma supermartingale, a last one is the conditional density.

In a second part, we show how we can construct random times with given characteristics.
Analysis of intraday power markets using Hawkes processes

Ruediger Kiesel
Universität Duisburg-Essen, Germany
Email: Ruediger.Kiesel@uni-due.de

Nikolaus Graf von Luckner
Universität Duisburg-Essen, Germany
Email: nikolaus.graf-von-luckner@uni-due.de

Anke Kramer
Universität Duisburg-Essen, Germany
Email: Anke.Kramer@uni-due.de

Abstract. Due to the increasing share of renewable energies the German intraday electricity market (IDM) has gained importance in recent years. The trading activity on the IDM, in particular, the arrival of market orders, can be modeled by point processes. Intraday market data provide evidence that orders tend to arrive in clusters. Therefore, self-exciting processes are often used to account for this feature. We focus on whether Hawkes processes with time-varying baseline intensities and exponential kernels are suited to model these counting processes. We deploy standard methods in the context of counting processes to assess goodness-of-fit. We apply our model to study the problem of optimal market making on the IDM.
Valuation Adjustments in Practice

ANDREA PALLAVICINI
DEPARTMENT OF MATHEMATICS, IMPERIAL COLLEGE, LONDON.
EMAIL: a.pallavicini@imperial.ac.uk

Abstract. The financial crisis started in 2007 has shown that any pricing framework must include from the very beginning the possibility of default of any market player. As a consequence, derivative valuation and risk analysis have moved from exotic derivatives managed on simple single-asset classes to simple derivatives embedding credit risk and new, or previously neglected, types of complex and interconnected non-linear effects.

The detailed analysis of how a trade is really implemented between two counterparties in the market is a requirement to track all the possible costs and risks. Derivative valuation is adjusted to include counterparty credit risk and contagion effects along with funding costs due to collateral posting, treasury policies, and regulatory constraints. A second level of complexity is produced by moving from a single trade to the whole bank portfolio. Aggregation-dependent valuation processes, and theirs operational challenges, arising from non-linearities are discussed both from a mathematical and practical point of view.

By following the developments of recent literature, an arbitrage-free valuation framework is developed for bilateral counterparty risk adjustments, inclusive of wrong-way and contagion risks, collateralization and funding costs. The resulting valuation equations take the form of semi-linear PDEs, or backward SDEs, depending only on real market rates and processes, and no longer on unobservable risk-free rates. Collateralization is described starting from the day-by-day operations followed by the counterparties to implement the credit support annex. Segregation and re-hypothecation policies are discussed both for bilateral-traded and centrally-cleared deals along with funding implications. Margining and funding costs are included into the derivation of pricing formulae, along with their relationship with hedging strategies and liquidity policies. Fund transfer pricing procedures driving the business strategies of the bank are presented and their impact on funding costs is described.
Applications of Deep Learning to Partial Differential Equations and Finance

Olivier Pironneau
Sorbonne University, Paris, France
Email: olivier.pironneau@upmc.fr

Abstract. Neural networks have been game changers in many optimization and classification problems. Google, Facebook and Nvidia have written highly optimized and user-friendly open source toolboxes with which it is easy to assess to potentials of deep learning on control, inverse and classification problems for distributed systems. On the other hand the mathematical results which certify that the problems are solved are few.

In this talk we will try to survey the mathematical results available and present applications on 3 classes of problems:

- Classification of linear PDEs.
- Identification of parameters for fluid structure problem and for the Heston model in finance.
- Computation of solutions of linear parabolic PDE in high dimensions.
Deep neural network approximations to high-dimensional control and games in finance

CHRISTOPH REISINGER
UNIVERSITY OF OXFORD, UNITED KINGDOM
EMAIL: christoph.reisinger@maths.ox.ac.uk

YUFEI ZHANG
UNIVERSITY OF OXFORD, UNITED KINGDOM
EMAIL: yufei.zhang@maths.ox.ac.uk

Abstract. In this talk, we discuss the feasibility of algorithms based on deep artificial neural networks (DNN) for the solution of high-dimensional stochastic control problems and zero-sum games arising in financial engineering. In the first part, we show that in certain cases, including those with open loop controls, the value functions can be represented by a DNN whose complexity grows at most polynomially in both the dimension of the state equation and the reciprocal of the required accuracy, demonstrating that DNNs can break the curse of dimensionality. In the second part, we exploit policy iteration to reduce the nonlinear problem into a sequence of linear problems, which are then further approximated via a multilayer feedforward neural network ansatz. We establish that in suitable settings the numerical solutions converge globally in the $H^2$-norm. Moreover, we construct the optimal feedback controls based on the superlinear convergence of the numerical solutions. Preliminary numerical experiments are presented to illustrate the theoretical results and to demonstrate the effectiveness of the method.
Abstract. Using representation results from second order backward SDEs, we provide a general solution approach to continuous time Principal Agent problems. The same technique allows also to formulate the optimal planning problem in mean field games as an optimal transport problem along controlled dynamics.
Polynomial maps of polynomial processes for energy prices

ANTONY WARE
DEPT. OF MATHEMATICS AND STATISTICS, UNIVERSITY OF CALGARY, CANADA
EMAIL: aware@ucalgary.ca
URL: people.ucalgary.ca/~aware

Abstract. In the context of energy price modelling, prices are formed from exponential maps of underlying factor processes, and the mathematical convenience this offers means that this is no surprise. In this talk we will show various ways in which models based on polynomial maps of polynomial processes (PMPP models) can function in a similar way.

Polynomial processes have the property that expectations of polynomial functions of the future state of the process, conditional on the current state, are themselves polynomial functions of the current state. It is this property that means that PMPP models also provide a level of mathematical convenience (for forming futures prices). But they also provide an additional level of flexibility, which means that they are capable of capturing the extreme dynamics that are commonly seen in energy market prices even with relatively tame dynamics in the underlying factor process.

We will end by discussing numerical methods for the valuation of energy contracts in the PMPP setting.
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Abstract. We present and study several discrete time financial models with one risky asset and a risk free asset that may thought to result as a discretization of a suitable continuous time model. We compare the pricing results, obtained with these models, with results obtained from the related continuous time models. Our approach relies on some known important results describing a particular class of discrete time models – the conditionally Gaussian models – a class that, nevertheless, contains many interesting instances. We aim at a better understanding of the implications of the discretization procedures which are inevitable, both at the parameter estimation and derivative price computation moments, by reason of the computational implementations.

1. Introduction. Given a financial market model with dynamics defined by stochastic differential equations (SDE) we have that often, the estimation procedures rely in the observation of the processes at discrete times and so, it would be natural to consider discrete time models associated to the initially given continuous time models. As it happens, the Euler-Maruyama discretization scheme (see [3, p. 62]) allows us to consider models for which it is possible to retrieve a computable martingale measure. The case of a SDE model with deterministic coefficients, dealed in Section 3 below, is easier. A more general case, with the coefficients being allowed to be random, is treated in Section 4.

2. Discretization of a discounted price process. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space and \((B_t)_{t \geq 0}\) a standard Brownian motion and \(\mathcal{F} = (\mathcal{F}_n)_{n \geq 0}\) the Brownian filtration. For the financial market model we may consider a SDE of the type:

\[
dS_t = \mu_t S_t dt + \sigma_t S_t dB_t, \quad t \in [0, T], \quad S_0 = S_0 \in \mathbb{R}_+^*,
\]

as a model for stock prices and admitting a strong solution. We suppose that the risk free rate process \((\rho_t)_{t \in [0,T]}\) of the market satisfies \(d\rho_t = \rho_t dt, \quad t \in [0,T], \quad \rho_0 = 1\) and that \((\mu_t)_{t \in [0,T]}, (\sigma_t)_{t \in [0,T]}\) and \((\rho_t)_{t \in [0,T]}\) are predictable with respect to \(\mathcal{F}\). Then (see [2, pp. 160]), the discounted price process \((\tilde{S}_t)_{t \in [0,T]}\) given by,

\[
d\tilde{S}_t = (\mu_t - \rho_t) \tilde{S}_t dt + \sigma_t \tilde{S}_t dB_t, \quad t \in [0, T], \quad S_0 = S_0 \in \mathbb{R}_+^*, \quad \tilde{S}_0 = \exp \left( \int_0^t \left( \mu_s - \rho_s - \frac{\sigma_s^2}{2} \right) ds + \int_0^t \sigma_s dB_s \right).
\]
And so, we have that the process \((X_t)_{t \in [0,T]}\) defined by:

\[ X_t = \log \left( \tilde{S}_t \right), \]

verifies the SDE given by,

\[ dX_t = \left( \mu_t - \rho_t - \frac{\sigma_t^2}{2} \right) dt + \sigma_t dB_t. \tag{2} \]

We now consider the Euler-Maruyama discretization of a stochastic differential equation having in mind applying it to an equation such as (2). Let \( T < +\infty \) be the temporal time horizon, and for a given integer \( N \geq 1 \) let:

\[ \Delta t := \Delta^N t = \frac{T}{N}. \]

Suppose that \((X_t)_{t \in [0,T]}\) is a continuous time stochastic process adapted to Brownian filtration \((\mathcal{F}_t)_{t \in [0,T]}\). Consider the discretized stochastic process given by:

\[ X_{k\Delta t}, \ k = 0, 1, \ldots, N, \]

that has a natural interpretation as the process of observations of the continuous time process made at the epochs \(0, \Delta t, 2\Delta t, \ldots, T\). Let us consider the discrete time stochastic process defined by:

\[ \forall k \geq 0, \ X_{(k+1)\Delta t} = X_{k\Delta t} + \mu \left( (k+1)\Delta t \right) \Delta t + \sigma \left( (k+1)\Delta t \right) \Delta t \cdot Z_{k+1}, \tag{3} \]

where we have that \((Z_k)_{k \geq 1}\) is a sequence of standardized normal random variables.

3. The non random coefficients case. In the simpler case — for formula (3) — in which \((\mu_t)_{t \in [0,T]}, (\sigma_t)_{t \in [0,T]}\) are non random, we have that \(\mathbb{F} = (\mathcal{F}_n)_{n \geq 0}\) may be the natural filtration generated by \((Z_k)_{k \geq 0}\) or, equivalently by \((X_{k\Delta t})_{k \geq 0}\) — as the coefficients \(\mu, \sigma\) are non random — and we have the following result.

**Proposition 3.1.** The sequence of random variables defined by,

\[ Y_k = \exp \left( -\sum_{n=0}^{k} \frac{\mu (n\Delta t)}{\sigma (n\Delta t)} Z_n - \sum_{n=0}^{k} \frac{\mu (n\Delta t)^2}{2\sigma (n\Delta t)^2} \right), \]

is an \(\mathbb{F}\)-martingale and the process \((X_{k\Delta t} Y_k)_{n \geq 0}\) is an \(\mathbb{F}\)-martingale.

As a consequence, by considering the probability space \((\Omega, \mathcal{F}, \mathbb{Q})\) with \(\mathbb{Q}\) defined by:

\[ \forall F \in \mathcal{F} \quad \mathbb{Q}[F] = \int_F Y_N d\mathbb{P}, \]

also represented by \(d\mathbb{Q} = Y_N d\mathbb{P}\) — with \(Y_N\) the Radon-Nicodym density of \(\mathbb{Q}\) relatively to \(\mathbb{P}\) — we have that the discretized process is a \(\mathbb{Q}\) martingale with respect to \(\mathbb{F} = (\mathcal{F}_n)_{n \geq 0}\) that is,

**Proposition 3.2.** In the space \((\Omega, \mathcal{F}, \mathbb{Q})\) the process \((X_{k\Delta t})_{k=0,1,\ldots,N}\) is an \(\mathbb{F}\) martingale.

**Remark 3.3.** We observe that we may now easily compute the arbitrage free prices of derivatives in a financial market model with discounted prices given by formula (2) in the case where the coefficients are deterministic. For that it is obviously required to estimate the coefficients (see for instance [7]).
4. The random coefficients case. For the case where the coefficients of both the price SDE model and the risk free rate are random we may also consider the discrete market model obtained by the Euler-Maruyama discretization of the continuous market model by using what we may call the Girsanov theorem in discrete time in the conditionally Gaussian case. In [8, pp. 433–446] and in [1, pp. 123–125] we may find a detailed explanation that can be summarized in the next result.

**Theorem 4.1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space and \(\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}\) a filtration over this space such as \(\mathcal{F}_0 = \{\emptyset, \Omega\}\). Let the process \(X = (X_n)_{n \geq 1}\) verify the following decomposition:

\[
\forall n \geq 0, \quad X_{n+1} = X_n + \mu_{n+1} + \sigma_{n+1}Z_{n+1},
\]

with \((\mu_n)_{n \geq 1}\) and \((\sigma_n)_{n \geq 1}\) previsible processes, \((Z_n)_{n \geq 1}\) an \(\mathcal{F}\)-adapted process of independent random variables identically distributed such that the law of \(Z_n\) conditioned to \(\mathcal{F}_{n-1}\) is a standardized normal random variable. Let the Girsanov process be given by:

\[
Y_n := \exp \left( -\sum_{k=1}^{n} \frac{\mu_k}{\sigma_k} - \frac{1}{2} \sum_{k=1}^{n} \left( \frac{\mu_k}{\sigma_k} \right)^2 \right), \quad n \geq 1
\]

such that the following Novikov condition is verified:

\[
\forall n \geq 1, \quad \mathbb{E}\left[ \frac{1}{2} \sum_{k=1}^{n} \left( \frac{\mu_k}{\sigma_k} \right)^2 \right] < +\infty.
\]

We then have that:

1. the Girsanov process \(Y = (Y_n)_{n \geq 1}\) is a \(\mathcal{F}\) uniformly integrable martingale which converges, almost surely to a random variable \(Y_\infty\) verifying:

\[
\mathbb{P}[Y_\infty \geq 0] = 1, \quad \mathbb{E}[Y_\infty] = 1;
\]

2. considering the probability measure \(\mathbb{Q}\) defined over \((\Omega, \mathcal{F})\) by:

\[
\forall F \in \mathcal{F}, \quad \mathbb{Q}[F] = \int_F Y_\infty d\mathbb{P},
\]

then, in the probability space \((\Omega, \mathcal{F}, \mathbb{Q})\), the probability law of \((X_{n+1} - X_n)_{n \geq 1}\) conditioned by \(\mathcal{F}\), coincides, term by term, with the probability law of \((\sigma_nZ_n)_{n \geq 1}\);

3. in the probability space \((\Omega, \mathcal{F}, \mathbb{Q})\), the process \((X_{n+1} - X_n)_{n \geq 1}\) is a local martingale.

We observe that the hypothesis made that \(Z_n\) conditioned to \(\mathcal{F}_{n-1}\) is a standardized Gaussian implies that the probability law of \(X_{n+1} - X_n\) conditioned to \(\mathcal{F}_{n-1}\) is given for \(F \in \mathcal{F}\), by:

\[
\mathbb{P}\left[ (X_{n+1} - X_n) \in F \mid \mathcal{F}_{n-1} \right] := \mathbb{E} \left[ \mathbb{1}_{(X_{n+1} - X_n) \in F} \mid \mathcal{F}_{n-1} \right] = \frac{1}{\sqrt{2\pi\sigma_n^2}} \int_F e^{-\frac{(y-\mu_n)^2}{2\sigma_n^2}} dy.
\]

Following [8, pp. 62, 103] this formula may be interpreted by saying that the probability law of \(X_{n+1} - X_n\) conditioned to \(\mathcal{F}_{n-1}\) is a mixture of Gaussian random variables with parameters \(\mu_n\), and \(\sigma_n^2\) that in themselves are random variables

**Remark 4.2.** The second result in the theorem 4.1. is that in the probability space \((\Omega, \mathcal{F}, \mathbb{Q})\) the law of \(X_{n+1} - X_n\) conditioned to \(\mathcal{F}_{n-1}\) is given for \(F \in \mathcal{F}\), by:

\[
\mathbb{Q}\left[ (X_{n+1} - X_n) \in F \mid \mathcal{F}_{n-1} \right] := \mathbb{E}_\mathbb{Q} \left[ \mathbb{1}_{(X_{n+1} - X_n) \in F} \mid \mathcal{F}_{n-1} \right] = \frac{1}{\sqrt{2\pi\sigma_n^2}} \int_F e^{-\frac{y^2}{2\sigma_n^2}} dy,
\]

that is, with the new probability \(\mathbb{Q}\), the coefficient \(\mu_n\) is suppressed and we now have a local martingale.
5. Discrete conditionally Gaussian models. The methodology proposed in this work may now be described as follows. We have discrete time observations of a discounted price process and we want to model it as a discrete conditionally Gaussian model to which we may apply theorem 4.1. in order to obtain a martingale measure and to price derivatives. We may consider following [8, pp. 89, 104–108], a discrete model in which the discounted price process \((S_n)_{n \geq 1}\), defined in a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F})\) and adapted to \(\mathbb{F} = (\mathcal{F}_n)_{n \geq 0}\) satisfying,

\[
S_n = S_0 e^{h_1 + h_2 + \ldots h_n} \text{ with } \mathbb{E}[|h_n|] < +\infty ,
\]

(6)

with \(h_n = \mu_n + \sigma_n \epsilon_n\) where \((\epsilon_n)_{n \geq 1}\) is a sequence of independent standardized Gaussian random variables adapted to \(\mathbb{F}\) and,

\[
\text{Law}(h_n | \mathcal{F}_{n-1}) = N(\mu_n, \sigma_n^2) ,
\]

(7)

with the processes \((\mu_n)_{n \geq 1}\) and \((\sigma_n)_{n \geq 1}\) predictable with respect to \(\mathbb{F}\) and formula (7) having an interpretation similar to the one given for formula (5). This class of models for \((h_n)_{n \geq 1}\) is quite rich as it encompasses, among others, the ARMA\((p,q)\), the ARCH\((p)\) and the GARCH\((p,q)\) models. For instance, for the ARMA\((p,q)\) model we have \(\mathcal{F}_n = \sigma(\epsilon_1, \ldots, \epsilon_n)\), the prescribed initial conditions \(h_{-p}, \ldots, h_{-1}, h_0\) and \(\epsilon_{-q}, \ldots, \epsilon_{-1}, \epsilon_0\) and,

\[
\mu_n = a_0 + a_1 h_{n-1} + \ldots + a_p h_{n-p} + b_1 \epsilon_{n-1} + \ldots + b_p \epsilon_{n-q} ,
\]

with \(\sigma_n \equiv \sigma\) constant. Estimating the adequate time series model we may get under suitable hypothesis a martingale measure and the possibility of computing derivative prices. There are nevertheless important questions to be dealt with, namely, under what conditions, the model given by (6) and (7),

\begin{itemize}
  \item is a Euler-Maruyama discretized model of a continuous time model? That is, does the discretized model converges—see [6]—to some continuous time market model with good properties?
  \item is a arbitrage free and complete model—see [4] and [5]—for all discretization steps considered?
\end{itemize}

We will develop some instances of models studied under the methodology here presented.
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Abstract. We explore the fundamental optimal asset allocation problem using option-implied distributions when the underlying risky asset price is modeled by an exponentially tempered stable Lévy process. The risk-neutral densities are extracted from option prices and are transformed to the risk-adjusted (real-world) densities. The optimal portfolios are constructed, rebalanced periodically and their performance is analyzed. We found that the portfolios formed using option-implied distributions under the Lévy market model, which are flexible enough to capture the higher moments of the implied distribution, are far more robust to left-tail market risks and offer statistically significant improvements to risk-adjusted performance when investor risk aversion is low, however this diminishes as risk aversion increases.
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Abstract. In this article, we present a methodology to simulate the evolution of interest rates for multiple credit ratings under the real world probability measure, as needed for risk management calculations, e.g., to compute Value at Risk indicators.

Given the current market conditions where negative interest rates are present, in our methodology the presence of negative interest rates is allowed while ensuring the positivity of credit spreads, taking into account that investors demand a risk premium for bonds with higher credit risk.

More precisely, we implement the multidimensional Shifted Lognormal LIBOR market model with credit risk ratings and specify the the market price of risk vector process needed to perform simulations of the real world forward rates in future.
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Abstract. Option pricing theory determines the structure of call and put option pricing functions. Usually, in a nonparametric risk neutral density estimation based on kernel functions, constraints are imposed locally, not allowing for restrictions related to the fact that density integrates one, and to global imposed convexity and monotonicity. Also, we propose a new global risk-neutral density estimation approach, based on kernel functions imposing those constraints and permitting the simultaneously use of calls and puts without applying the put-call parity formula. Our approach is tested through a simulation experiment using Heston’s model.

1. Introduction. The availability of huge amounts of option data leads to different ways of dealing with existing problems. By this way new approaches and methods could appear giving rise to new strategies and opportunities. A few years ago a fundamental change occur in capital markets allowing access to massive intra-day high-frequency data. In fact, among other factors, electronic trading and high-frequency trades are responsible for this change in available data. This huge amount of data, usually called Big Data, plays a fundamental role in several domains namely, in risk management. However, this process raises some concerns since it augments the susceptibility to errors.

We propose a novel approach for risk-neutral density (RND) estimation based on a nonparametric regression setting [2, 1, 7]. First, we consider a strategy to solve a generalized least squares problem by estimating simultaneously all variables of the problem. This contrast with existing kernel approaches that follow a local nonparametric estimation. Global estimation allows to redefine a set of constraints related to the definition of a density function and to no-arbitrage constraints. Regarding these last constraints, existing approaches using kernel functions do not provide a guarantee that, density estimates integrate one over its support. Second, following [6] we use call and put option prices directly in the optimization problem. Previous approaches have used one-side version of option prices, since they essentially used call prices through put-call parity formula. Using call and put option prices simultaneously improves the robustness of RND estimation. Reformulating our local polynomial approach [6], we propose a nonparametric kernel method using global optimization.

2. No-arbitrage constraints and risk-neutral densities. [4] and [3] derive a way of estimating RNDs from financial options prices, by considering second derivatives of option pricing functions. The European call option price, for contracts on the underlying asset $S$, can be given by

$$C(S_t, X, \sigma_t, \tau, r, \delta) = e^{-r\tau} \int_X^{\infty} (S_T - X) f(S_T | S_t, \sigma_t, \delta, \tau) dS_T,$$

where $t$ represents the current date, $X$ the strike price, $r$ the risk-free interest rate, $S_t$ the current underlying asset price, $S_T$ the asset price at maturity, $\tau = T - t$ the time-to-maturity, $\delta$ the dividend
yield, and $f(\cdot)$ represents the conditional risk-neutral density for the underlying asset at expiration $T$. When considering the price of a European put option, we have

$$P(S_t, X, \sigma_t, \tau, \delta, \tau) = e^{-r\tau} \int_0^X (X - S_T) f(S_T|S_t, \sigma_t, \tau, \delta, \tau) dS_T.$$  

Central to the results presented in this paper is the fact that, risk-neutral density functions and respective cumulative distribution functions are inter-related through first and second derivatives of call and put pricing functions. They can be expressed as,

$$f(S_T|S_t, \sigma_t, \tau, \delta, \tau) = e^{r\tau} \frac{\partial^2 C(S_t, X, \sigma_t, \tau, r, \delta)}{\partial X^2}|_{X=S_T} = e^{r\tau} \frac{\partial^2 P(S_t, X, \sigma_t, \tau, r, \delta)}{\partial X^2}|_{X=S_T} \quad (1)$$

$$F(S_T|S_t, \sigma_t, \tau, \delta, \tau) = 1 + e^{r\tau} \frac{\partial C(S_t, X, \sigma_t, \tau, r, \delta)}{\partial X}|_{X=S_T} = e^{r\tau} \frac{\partial^2 P(S_t, X, \sigma_t, \tau, r, \delta)}{\partial X^2}|_{X=S_T}. \quad (2)$$

These relations between first and second derivatives of call and put pricing functions, risk-neutral densities and respective cumulative distribution functions will be explored within the nonparametric estimation process. Through a no-arbitrage framework, bound constraints for the call pricing function and respective derivatives assume the form

$$-e^{-r\tau} \leq \frac{\partial C}{\partial X}(X) \leq 0; \quad \frac{\partial^2 C}{\partial X^2}(X) \geq 0; \quad C(X) \geq 0, \quad \forall X \in [0, \infty[. \quad (3)$$

By using put-call parity, the same kind of constraints can be associated with the put pricing function

$$0 \leq \frac{\partial P}{\partial X}(X) \leq e^{-r\tau}; \quad \frac{\partial^2 P}{\partial X^2}(X) \geq 0; \quad P(X) \geq 0, \quad \forall X \in [0, \infty[. \quad (4)$$

These constraints, and the equality ones above, will be used within a quadratic optimization problem associated with an extended criterion function. The constraints just considered are the only ones possible in the implementation of a sequential local estimation approach. If a global framework is considered, a further set of constraints can be added, namely the ones that impose that the call (put) pricing function is monotone decreasing (increasing) on strikes, and respective first derivatives are monotone increasing, implying the convexity of the respective pricing functions. The aim is to estimate a risk-neutral density, as non-negativity constraints were already considered, we only have to add the constraint related to integration to one. This will be the subject mainly addressed in this paper, and made us develop what we designated as a global nonparametric estimation.

3. Global vs local nonparametric estimation. When applied to an economical problem, theoretical results can give different degrees of guidance on sound characteristics of a function relating dependent and independent variables. The cases where the bounds too stringent are rare, meaning that, for example, the theory says that on average when one variable grows the other also grows, and vice-versa. [2] presented a nonparametric kernel regression problem to estimate RNDs. For the kernel regression, it is assumed that the process can be described as $y_i = m(x_i) + \sigma(x_i)e_i$, where $m(x)$ is the unknown function to be estimated at a given point $x$. If the function needs to be approximated for different points, in the sense of approximating the function as a whole, sequential local nonparametric estimations can be performed. [2] use the Nadaraya-Watson (NW) estimator, where the implied volatility function is defined through a kernel estimator. Black-Scholes formula is then used to calculate a call pricing function and its second derivative, the estimated risk neutral density. Other authors such as [1, 9, 8] improve this approach by introducing new features to the respective optimization problem.

When a more rich structure is given by the theory, its inclusion in the estimation process will certainly be useful in terms of amelioration of estimators’ statistical properties. This is clearly the case of estimation of risk-neutral density estimation through option prices. The RND corresponds to a function that is defined through the second derivative of option pricing functions, in this context represented by $m(x)$, where $x$ represents strike prices.
Theoretical results establish a set of important constraints on the possible forms of option pricing functions, and also of their first and second derivatives. For call pricing functions, as functions of strikes, it must be assured that they are monotone decreasing and convex. Also near the boundaries, they must comply with no-arbitrage constraints. On the other hand, their first derivatives resembles a cumulative distribution function subtracted by one, and the second derivatives must be proportional to a density function. This is a lot of structure that should be incorporated within an estimation method to obtain interpretable estimates. The same kind of analysis can be performed for puts, considering monotone increasing and convex functions. These important characteristics cannot be taken into account when a sequential point by point estimation method, without global constraints, is implemented to approximate call and put pricing functions, and respective derivatives. Without such global constraints, there is no guarantee that estimated functions are monotone or convex. On the other hand, as the main object of interest is the risk-neutral density, and due to the necessary characteristics of a density function, positiveness and integration to one, the global estimation approach guarantees that estimates comply with such characteristics.

In the context of RND estimation through nonparametric regression methods, using NW estimator is equivalent to a zero order local polynomial approximation (local constant), the associated optimization problem is an unconstrained one. We begin with a local cubic polynomial approximation, considering jointly calls and puts, and the restrictions from (1) to (4). In this paper, we went further by considering global nonparametric estimation method that approximates the objects of interest, for a set of points \( \{x_j\}_{j=1}^m \) representing a partition for the range of RND to estimate.

With this general approach we can include constraints implicit on (1) through (4), constraints associated with monotonicity and convexity of option pricing functions, and also, the one making explicit that estimated RNDs must integrate one. Theoretical results establish a set of important constraints on the possible forms of option pricing functions, and also of their first and second derivatives. These elements are encompassed on \( \beta_j^{(k)}(x_j) \), which are estimated jointly. This framework makes use of all the theoretical structure behind the definition of risk-neutral prices and respective densities associated with options. All the drawbacks associated with a partial view of the problem, making use of cleaning data procedures, smoothing intermediate
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Figure 1: Heston option prices with put and call mean estimates (left-side); RND estimation; sequential local estimation (red), median (solid line), 90% confidence intervals (dashed lines); global estimation (blue), median (solid line), 90% confidence intervals (dashed lines)

steps, and even ad-hoc tuning procedures can be removed by this global view of the problem. It has to be noticed that this approach can result in a large scale optimization problem. Considering that the functions of interest are approximated through 100 points, the decision vector has length of 800, and 1601 constraints need to be considered. As the quadratic programming problem is strictly convex it has a feasible solution, having the advantage of being able to integrate all relevant factors that need to be considered.

4. Empirical demonstration. Our aim in this research is to demonstrate that RNDs estimation accuracy is improved using a global nonparametric estimation. This approach is compared with a sequential local nonparametric estimation. The former allows a new set of constraints to be included in the optimization problem associated. The global approach allows to consider all no-arbitrage constraints in the estimation process. Using this general framework, pricing functions will comply with theoretical-based results, and the resulting RND estimation gives a proper density function, strictly positive that integrates one. Compared with a sequential local approach, more accurate estimates are obtained, which results in narrower confidence intervals.

To demonstrate the feasibility and robustness of the considered global nonparametric estimation of the RND, we considered a simulated experiment where the [5] model is used, in this case the true RND is known. By simulating \( n \) samples with Heston’s prices, added with errors, the estimation process is applied successively and the distribution of the estimators can be approximated, which allows the computation of confidence intervals. Using [5] model allows us to consider a more general diffusion process which is subjected to stochastic volatility, but still compatible with a closed form for option prices. By considering a negative value for the leverage effect, negative asymmetric RNDs are obtained. For the underlying process it is assumed 

\[
\frac{dS_t}{S_t} = \mu dt + \sqrt{v_t} dW_t, \quad dv_t = \kappa(\theta - v_t) dt + \sigma \sqrt{v_t} dZ_t,
\]

where \( W_t \) and \( Z_t \) are two standard Brownian motion processes with \( E(dW_t dZ_t) = \rho dt \), \( \kappa \) represents the mean-reverting volatility parameter, \( \theta \) the long-run volatility, and \( \sigma \) the volatility of volatility. The parameters adopted are \( \kappa = 5 \), \( \theta = 0.03 \), \( \sigma = 0.3 \), and \( \rho = -0.7 \). In the simulation a zero dividend yield, a risk-free rate \( r = 0.02 \), and a time to maturity of 3-months (\( \tau = 0.25 \)), are adopted. It is assumed that at \( t \) the price of the underlying asset is \( S_t = 50 \), and the range of strikes is given by the interval \([35, 62]\). For prices obtained using the model, random noise was added to mimic observed market prices.
In Figure 1 is depicted the results of a simulation using the model described above. Given the model and respective parameters, theoretical prices for calls and puts are calculated, and using a fine grid for strike prices, first and second derivatives are calculated numerically with high precision. This is assumed to be the true RND. For the range of strikes considered, steps of 0.5 were adopted, and for each, 79 observations were simulated for calls and puts, mimicking intraday data with a frequency of 5-min within a daily transaction period. In the figure it is compared the true RND and respective estimates given through the evolution of three quantiles, 5%, 50%, and 95%. Using the extreme quantiles, a confidence interval of 90% is established, and we can appreciate the degree of accuracy obtained. In the tails, intervals are extremely narrow, less in the center due to the curvature, and its influence on the bias and standard error of nonparametric estimators. However, due to the structure imposed, mean and first derivatives compatible with no-arbitrage constraints, and proper density functions are a by-product of the method, without the need of further intermediate steps within the estimation process.

5. Concluding remarks. The approach developed in this paper leads to a proper smooth risk-neutral density due to the imposed constraints considered in a global estimation framework. With this approach no further ad-hoc tuning procedures need to be implemented in order to obtain interpretable estimates. Through the definition of a large scale optimization problem, including all relevant constraints, it is guaranteed that estimates mimic monotone and convex option pricing functions. Second derivatives estimates are compatible with the definition of a RND, positiveness and integration to one. Further, simulation results show that this approach represents an improvement in terms of accuracy when compared with a sequential local estimation framework.
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Investment with decreasing cost due to technological innovation improvements
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Abstract. In this paper we address, in the context of real options, an investment problem with two sources of uncertainty: the price (reacted in the revenue of the rm) and the level of technology. The level of technology impacts in the investment cost, that decreases when there is a technology innovation. The price follows a geometric Brownian motion, whereas the technology innovations are driven by a Poisson process. As a consequence, the investment region may be attained in a continuous way (due to an increase of the price) or in a discontinuous way (due to a sudden decrease of the investment cost). For this optimal stopping problem no analytical solution is known, and therefore we propose a quasi-analytical method to find an approximated solution that preserves the qualitative features of the exact solution. This method is based on a truncation procedure and we prove that the truncated solution converges to the solution of the original problem.

We provide results for the comparative statics for the investment thresholds. These results show interesting behaviors, particularly, the investment may be postponed or anticipated with the intensity of the technology innovations and with their impact on the investment cost.
Mining extraction projects: mathematical analysis and numerical methods for new PDE models
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Abstract. In this work, a new mathematical model related to a mining extraction project under uncertainty is proposed. We mainly follow the modelling approaches developed in [1] and [3], where the commodity price and the resource size are considered as the relevant stochastic factors. The main innovative modelling feature comes from considering the extraction rate to be proportional to the commodity price. In this way, an ultraparabolic hypoelliptic differential operator governs the associated PDE of the mathematical model. The mathematical analysis allows to obtain the existence and uniqueness of a classical solution. Uniqueness follows from a suitable Feynman-Kac representation formula and existence is obtained after a suitable change of variables, the determination of sub and supersolutions and passing to the limit from problems in bounded domains to the unbounded one. For the numerical solution, after justifying the required boundary conditions on the computational bounded domain, the proposed numerical techniques consist of a Crank-Nicolson characteristics method for the time discretization to cope with the convection dominating setting and Lagrange finite elements for the discretization in the commodity and resource variables. Finally, some numerical examples are discussed. Further details are available in [2].
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Low-rank tensor approximation for Chebyshev interpolation in parametric option pricing
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Abstract. We propose a new method for the efficient computation of high-dimensional parametric conditional expectations such as option prices. The method extends the recently developed approach of [1] to high dimensionality in the parameter space. To overcome the curse of dimensionality, we additionally exploit low-rank structures. The core of our method is to express the tensorized interpolation in tensor train (TT) format and to develop an efficient way, based on tensor completion, to approximate the interpolation coefficients. The method is based on a novel adaptive sampling strategy for tensor completion. Efficiency is, moreover, gained from an offline/online decomposition.

As examples we consider American option pricing in the Heston model and European basket option pricing in the multi-dimensional Black-Scholes model. We treat parameter spaces of dimensions up to 25. The numerical results confirm the low-rank structure of these problems and the effectiveness of our method compared to advanced techniques.

Figure 1: Representation of financial data. Left: tensor of values at interpolation nodes, middle: reduction by sampling, right: data representation in TT-format.

References


*This project has received funding from the European Union’s Horizon 2020 research and innovation program under grant 665667.)
Pricing American options using radial basis functions

MICHÈLE VANMAELE
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Abstract. We study the price of American options as solutions to partial differential equations. We will discuss several methods depending on the type of option and the type of model. For example under Heston’s stochastic volatility model we propose a radial basis function with partition of unity method applied to a linear complementary formulation of the free boundary partial differential equation problem. This results in an algebraic problem with sparse matrices which have a moderate condition number. Next, a Crank-Nicolson time discretisation is combined with the operator splitting method to get a fully discrete problem. To better control the computational cost and the accuracy, adaptivity is used in the spatial discretisation.

Numerical experiments are performed with European and American options, and results are compared with numerical results available in the literature to illustrate the accuracy and efficiency of the proposed algorithms.
Abstract. In the first part of this talk, we will present schemes for the simulation of McKean SDEs, e.g., the particle method which is used to approximate the true distribution of the current state of some process. Considering time-stepping schemes, classical approaches, such as the Euler-Maruyama method and the tamed Euler-scheme find applications for these SDEs. Here, we also introduce an adaptive scheme and demonstrate its performance numerically for several examples.

Moreover, we discuss a range of existing Multi-level Monte Carlo schemes for McKean SDEs and consider their applications in computational finance. In particular, calibration conditions for local stochastic volatility models (LSVMs) lead to a complex class of McKean SDEs, which require the use of kernel density estimation methods. Quasi-Monte Carlo methods applied to this problem can significantly improve the variance convergence rate of estimators for certain conditional expectations appearing in the calibration problem. This will be demonstrated numerically for multiple examples of LSVMs.
A truncated semi-Lagrangian scheme for second order degenerate Hamilton-Jacobi-Bellman equations in bounded domains

Elisabetta Carlini ∗
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Abstract. We study the numerical approximation of parabolic, possibly degenerate, Hamilton-Jacobi-Bellman (HJB) equations in bounded domains. It is well known by the seminal paper [1] that convergence of the numerical approximation to the exact solution of the equation (considered here in the viscosity sense) is achieved under the assumptions of monotonicity, consistency and stability of the scheme. While standard finite difference schemes are in general non monotone, the so-called semi-Lagrangian (SL) schemes (see [2, 3] and the references therein) are monotone by construction. These schemes make use of a wide stencil and, when the equation is set in a bounded domain, this typically causes an overstepping of the boundary. A truncated version of SL schemes has been presented in [4]. We discuss here a suitable modification of this scheme adapted to the treatment of degenerate boundary problems.
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Statistical Learning For Higher Moments of Asset Returns
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Abstract. Statistical learning methods has received increasing attention in financial economics recently. In particular, researchers tend to revisit the familiar and fundamental empirical problems such as return prediction and measuring risk premia in asset pricing. We augment this growing literature by investigating the second moment of risky asset returns. In particular, we study the predictability of realized variances and covariances of stock returns for the firms in the US. Knowledge about the direction as well as size of comovements of the asset returns is of great importance to both academia and industry for asset management and portfolio risk management purposes. We do so by designing a statistical learning framework where a large set of stock-level and macro-finance features form a function beyond what is devised by standard linear methods. In particular we deploy decision tree learning method in order to carve the functional form that results in the best out of sample forecast for the realized covariance. Our main finding is that statistical learning methods consistently enrich our understanding of the behaviour of asset return covariances. Ultimately, we are interested in conducting a comparative analysis across various statistical learning methods and find independent key factors that best explain the cross-section and time series of asset returns covariances.
Small-time and large-time smile behaviour for the rough Heston model
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Abstract. We characterize the asymptotic small-time and large-time implied volatility smile for the rough Heston model introduced by El Euch, Jaisson and Rosenbaum. We show that the asymptotic short-maturity smile scales in qualitatively the same way as a general rough stochastic volatility model, and is characterized by the Fenchel-Legendre transform of the solution a Volterra integral equation (VIE). The solution of this VIE satisfies a space-time scaling property which simplifies its computation. We corroborate our results numerically with Monte Carlo simulations. We also compute a power series in the log-moneyness variable for the asymptotic implied volatility, which yields tractable expressions for the vol skew and convexity, thus being useful for calibration purposes. We also derive formal asymptotics for the small-time moderate deviations regime and a formal saddlepoint approximation for call options in the large deviations regime. This goes to higher order than previous works for rough models, and in particular captures the effect of the mean reversion term. In the large maturity case, the limiting asymptotic smile turns out to be the same as for the standard Heston model, for which there is a well known closed-form formula in terms of the SVI parametrization.
A penalty scheme and policy iteration for stochastic hybrid control problems with nonlinear expectations

YUEFEI ZHANG  
UNIVERSITY OF OXFORD, UNITED KINGDOM  
EMAIL: yuefei.zhang@maths.ox.ac.uk

Abstract. We propose a penalty method for mixed optimal stopping and control problems where the objective is evaluated by a nonlinear expectation. The solution and free boundary of an associated HJB variational inequality are constructed from a sequence of penalized equations, for which the penalization error is estimated. The penalized equation is then discretized by a class of semi-implicit monotone approximations. We further propose an efficient iterative algorithm with local superlinear convergence for solving the discrete equation. Numerical experiments are presented for an optimal investment problem under ambiguity to demonstrate the effectiveness of the new schemes. Finally, we extend the penalty scheme and its convergence analysis to stochastic hybrid control problems involving continuous and impulse controls.
Learning with kernels in finance

LOTFI BOUDA BSA
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE, SWITZERLAND
EMAIL: lotfi.boudabsa@epfl.ch

DAMIR FILIPOVIĆ

Abstract. We use Reproducing Kernel Hilbert Spaces to approximate functions in $L^2(E, \mathcal{E}, \rho(dx))$, where $(E, \mathcal{E}, \rho(dx))$ is a probability space. We give both approximation and estimation convergence results (Central Limit Theorems, $L^2$ convergence and concentration inequalities). Furthermore, we show that our approximation/estimation scheme is robust with respect to the function to approximate.

Our scheme has applications in finance. We show how to price and hedge path-dependent options. More generally, our scheme can be seen as an alternative to efficiently compute conditional expectations.
Efficient numerical techniques for parametric problems in option pricing
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Queen Mary University of London
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Abstract. This talk presents some recent developments of efficient numerical techniques, in particular for the fast evaluation of the implied volatility. The implied volatility is one of the most frequently used function in finance and its efficient computation is of high interest in industry. In (Glau, Herold, Madan, and Pötz 2017), a new method to efficiently compute the implied volatility based on multivariate Chebyshev interpolation was introduced. We present adaptations of the method for a high performance implementation of the method.
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Stochastic Algorithmic Differentiation of discontinuous functions (and other stochastic operators) and application in mathematical finance

CHRISTIAN P. FRIES
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Abstract. In this paper we present a method for the accurate estimation of the derivative (aka. sensitivity) of expectations of functions involving an indicator function by combining a stochastic algorithmic differentiation and a regression.

The method is an improvement of the approach presented in [1, 2].

The finite difference approximation of a partial derivative of a Monte-Carlo integral of a discontinuous function is known to exhibit a high Monte-Carlo error. The issue is obvious, since the Monte-Carlo approximation of a discontinuous function is just a finite sum of discontinuous functions and as such not even differentiable.

The algorithmic differentiation of a discontinuous pay-off is problematic. A natural approach is to replace the discontinuity by continuous functions (aka. pay-off smoothing). This is equivalent to replacing a path-wise automatic differentiation by a (local) finite difference approximation.

We show that this local finite difference approximation can be seen as a linear regression with the simplest regression basis function (a single indicator). Investigating the expression, we observe that we can separate the expectation of the indicator function (the density) and the regression of the size and speed of the discontinuity. With this formulation, we then replace the regression(s) by more accurate estimators.
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Abstract. Though it is experiencing steady progress in its evolution (see Blake et al. (2018)), the market for mortality linked instruments or so-called life market, is far from reaching its full potential estimated to be of tens of trillions of dollars (see Michaelson and Mulholland (2014)). Currently highly illiquid and compared to equity markets with relatively very low number of transactions, the life market is comprised of series of negotiated, high monetary value, over-the-counter transactions between few agents that have different risk preferences. To accommodate these realities we consider a partial equilibrium model for pricing a longevity bond. We do this under the assumption of stochastic mortality intensity that affects the income of economic agents who trade in risky financial security and longevity bond to maximize their monetary utilities. As a practical contribution in answering an important open question of pricing of longevity bonds in life market, we find the endogenous equilibrium bond price which is numerically computed. In a realistic setting of two agents in a transaction, numerical experiments confirm the expected intuition of price dependence of model parameters.
1. Introduction. We discuss how utility optimization can help to shape improved product design that appropriately unveils and takes into account the demand for life insurance among young individuals and the demand for annuities among old individuals. Classes of objectives lead to classes of optimal life-cycle profiles of consumption, investment, insurance and annuitization decisions that can help pension funds to better target the needs of an individual, both in the savings and the payout phase. To some extent these profiles can also help politicians make an improved design of the pension system as such. We discuss some of the homogeneous issues and dilemmas that turn up in pension policy making in different countries with heterogeneous pension systems. Can utility optimization really help, not only in insurance policy making but also in economic policy making?

2. The dynamics of consumption, investment and insurance. Richard [3] solved the consumption-investment-insurance problem of an individual with uncertain lifetime. The problem and the result were unnoticed for 30 years until actuarial researchers during the 2000s realized its impact. They have then generalized, interpreted, and implemented the ideas during the last decade. Often the consumption, investment and insurance decisions are specified as explicit functions of ages and wealth. With the optimal wealth plugged in, we derive and discuss the dynamics of all three decision processes to learn details about their life-cycle profiles. Many of the stylized facts are well-known although not always rooted in the Richard [3] formulation of the problem. Others are less-known but have appealing connotations, in particular for the actuary.

3. Reasons for Hump-shaped consumption. In positive economics, one aims to explain observed or realized economic behavior with features within a model. Observed hump-shaped consumption patterns are difficult to explain, but the literature does offer a couple of explanations. We present here three: The change of the sign of the market price of diversifiable insurance risk over the lifecycle, as obtained by Richard (1975); lack of exasticity of consumption as alive or dead in combination with patience of consumption, see [1]; and habit formation in combination with impatience for consumption, see [2]. The impact of hump-shaped consumption on the design of pension schemes is obvious. E.g. as decreasing life annuity benefit matches best the demand for consumption. Yet, many countries do not allow for tax benefits of such a product. We discuss this disproportion between individual demand and political supply.

4. Stochastic mortality in a complete market. One generalization of the Richard [3] model is in the direction of systematic (non-diversifiable) mortality risk. Results in that direction are briefly reviewed. Generally, one needs mortality-linked derivatives to complete the market in order to obtained closed-form stylized results. Intuitively, this is easiest to realize because the value of labor income is not unique unless the market has established a market price of systematic mortality risk. An obvious discussion to take in that relation is whether the mortality-linked derivatives market will ever come and why/why not?

5. Stochastic mortality in an incomplete market. In the payout-phase one does not need a mortality-linked derivatives market to complete the market because the labor income is zero. This allows for the calculation of optimal consumption-investment-insurance in a realistic situation where the policy holder has to bear non-diversifiable mortality risk himself. We derive and analyse the solution, in particular the generalization of the dynamics of optimal consumption, investment, and insurance arising from systematic mortality risk. The profile of these dynamics serve as a cornerstone that every pension
scheme designer, provider and law maker must relate to. All deviations from such a profile, being in terms of product design or economic policy (incentives) must be carefully argued for.
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Optimal consumption, investment, and life insurance purchase: a state-dependent utilities approach
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Abstract. We consider the problem of an individual who has to make decisions (under uncertainty) about optimal consumption, investment, and life insurance purchase in a financial market with a finite number of securities; the role of the life insurance is to protect the individual’s family of an eventually early death. We propose facing the problem of optimal election under the alternative approach of state–dependent utilities; so we assume that preferences measure the agent’s satisfaction for future cash flows valued by the market when the individual is making his/her decisions.

1. Introduction. The problem of optimal consumption and investment for a “small investor” whose actions do not influence market prices is at the core of portfolio management. The modern treatment of this problem when asset prices follow Itô processes started with the seminal works of [14, 15]. Merton developed his well-known model solving the problem of optimal consumption and investment under uncertainty but without having into account life insurance acquisition; to obtain explicit solutions, it is necessary that the utility function belongs to the family of HARA (Hyperbolic absolute risk aversion) utility functions. Subsequently, [20] generalized the work of Merton to incorporate life insurance decisions for a consumer whose lifetime is random, independent of the filtration generated by asset prices, and supported on a bounded interval. Richard assumed a finite number of securities whose prices are generated by a geometric Brownian motion; parameters such as labor income, the appreciation rate, and the volatility are deterministic functions. In Richard’s framework, the life insurance is offered instantaneously; the individual buys an insurance that promises to him/her a payment of $p(t)/\lambda(t)$ in case of death at time $t$, the individual pays premiums at the rate $p(\cdot)$ at each time, and the function $\lambda(\cdot)$ is specified in the insurance contract. Here, the individual’s objective is to maximize

$$E \left( \int_0^\tau U_1(s, c(s)) \, ds + U_2(\tau, Z(\tau)) \right),$$

where $\tau \in [0, T]$ is the uncertain lifetime, $c(\cdot)$ is the consumption process, $Z(\cdot)$ is the legacy he/she leaves at death, and $U_1(\cdot, \cdot), U_2(\cdot, \cdot)$ are his/her time-dependent preferences for consumption and bequest, respectively. Richard solved this problem by using dynamic programming techniques; to obtain explicit solutions, he assumed that the utilities belong to the family of CRRA (Constant relative risk aversion) utility functions. Moreover, Richard imposed the condition that the individual cannot purchase the life insurance just at time $T$ if the individual is alive at that time. However, his solution shows that the individual tends to purchase the infinity life insurance just before his maximal possible lifetime $T$. Then, [18] and [23] extended the model proposed by Richard. In this setting, the individual’s lifetime is a random variable which takes values in the interval $(0, \infty)$ and is independent of the process defining the underlying market; now the time $T$ is interpreted as the retirement time. In the model of Pliska and Ye, the individual is endowed with an initial wealth, and he/she also receives a deterministic income continuously until the time of death or retirement (the minimum of them). Here, the individual’s
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objective is to maximize

\[ E \left( \int_0^{T \wedge \tau} U_1(s, c(s)) \, ds + U_2(Z(\tau), \tau) 1_{\{\tau < T\}} + U_3(X(T)) 1_{\{\tau \geq T\}} \right), \]

where \( X(\cdot) \) represents the wealth process, and \( U_3(\cdot) \) is the utility function for the terminal wealth. Pliska and Ye employed the dynamic programming approach to attack this problem and found explicit solutions for the family of CRRA utility functions. The model of Pliska and Ye relies on the hypothesis that parameters governing the financial market (such as the volatility; and the interest rate) and labor income are deterministic functions.

Following the same line, [7] supposed that the stochastic income is correlated with the risky asset; they modeled the utility of the family instead of separating consumption and bequest and studied numerical solutions. For their part, [5, 4] extended the work of Pliska and Ye by allowing the financial market to have an arbitrary finite number of risky securities whose prices are driven by a multi-dimensional Brownian motion. Shortly after, [17] investigated the problem by considering a complete financial market with one risky security having mean reverting drift and constant volatility, and one riskless security evolving with a constant return per unit of time. Also, the authors modeled labor income as a geometric Brownian motion adapted to the filtration generated by the stock price, and they obtained closed solutions. Then, [21] examined the optimization problem in a complete market; they assumed that the interest rate, the appreciation rate, the volatility, the force of mortality, the premium-insurance ratio, the income, and the discount rate are random processes adapted to the Brownian motion filtration which not necessarily are bounded nor have Markovian structures. In spite of Shen and Wei allowed unbounded random parameters, the interest rate; the force of mortality; the premium-insurance ratio; the discount rate; and labour income must be bounded away from zero, and satisfy some exponential integrability conditions. Later, [3] studied the impact of the introduction of a class of time-inconsistent utilities (heterogeneous discount) in the problem. Recently, [6] generalized the results of [21] to a jump-diffusion model with random parameters. All works cited after [18], with the exception of [3], assume CRRA utility functions to obtain explicit solutions.

Motivated by the structure of pension funds, some authors such as [16] and [10] have considered a variation of the problem proposed by [18]; there, the individual’s objective is to maximize

\[ E \left( \int_0^{T \wedge \tau} U_1(s, c(s)) \, ds + U_2(D(\tau), \tau) 1_{\{\tau < T\}} + U_3(X(T)) 1_{\{\tau \geq T\}} \right), \]

where \( D(\cdot) \) represents the insured sum to be paid if the policyholder dead prematurely. In particular, [16] derived optimal strategies under minimum and maximum constraints on the insured sum; and [10] computed optimal strategies with surrender option guarantee.

In the context of financial mathematics, the work of [14, 15] has been extended by considering different models for the security prices and by assuming less restrictive utility functions. For example, with security prices modeled as semi-martingales, [19] decomposed the problem into two sub-problems and used a martingale technique to solve them. For their part, [9] and [2] used independently a martingale technique to show how to decompose the relevant Hamilton–Jacobi–Bellman equation for the problem into linear partial differential equations. Despite the existence of these theoretical results, authors such as [12] have pointed out some disadvantages of this approach. First, to obtain numerical solutions, it is often necessary to use numerical methods to solve partial differential equations; and these techniques are difficult to implement when the dimension of interesting variables increases. Also, the classical approach to attack the problem of optimal consumption and investment has been unable to link with empirical data. This lack of agreement has been documented under the name of several puzzles, namely, the equity premium puzzle (see, e.g., [13]), the risk-free rate puzzle (see, e.g., [22]), and the risk aversion puzzle (see, e.g., [8]). Keeping this in mind, Londoño proposed an alternative approach to utilities in state-complete markets. In Londoño’s framework, the consumer is supposed to have utilities that reflect his/her preference for future flows of money valued by the market when he/she is making his/her decisions (state-dependent). Another way to look at this is that people tend to value things according to their social and economic context, instead of just looking at quantitative values. For instance, people
tend to appreciate more the ability to have enough money to pay off their debts in depression times than the ability to buy luxuries in good times. In this context, the individual’s objective is to maximize

\[ E \left( \int_0^T U_1(s, H(s), c(s)) \, dt + U_3(H(T), X(T)) \right), \]

where \( H(\cdot) \) is the state price density. By considering the valuation and arbitrage theory presented in [11], Londoño developed a martingale methodology to obtain complete solutions of the problem in a quite general setting.

Hence, thinking of the drawbacks of state-independent utility models, we propose facing the problem of optimal consumption, investment, and life insurance purchase studied by [16] and [10] under the alternative approach of state-dependent utilities; following [12]. As the martingale methodology developed in [2, 1], and [9] is adaptable here; we obtain full solutions of the optimal choice problem (with and without minimum-maximum restrictions on the life insurance acquisition) in a general setup including several of the functional forms for utilities in the literature.
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State-dependent utility with mortality risk
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Abstract. We solve the problem of optimal consumption and investment for intermediate consumption and final wealth where agents are assumed to have a state-dependent utility, mortality risk and have to their disposal life insurance. Life insurance is assumed to serve as collateral on depth in case of premature death, in a way that guarantees to siblings a positive inheritance. The optimization criteria are based on a state-dependent utility functional as proposed in Londoño (2009). Full solutions of the optimal consumption and portfolio problem of a consumer are obtained in a very general setting that includes incomplete markets as long as the income is hedgeable.
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Abstract. In this talk we consider a jump-diffusion driven asset with time and price dependent volatility and vanilla option prices on such asset. We propose a splitting strategy to identify simultaneously the local-volatility surface and the jump-size distribution from quoted European prices. Our approach uses a forward Dupire-type partial-integro-differential equations for the option prices to produce a parameter-to-solution map. The ill-posed inverse problem for such map is then solved by means of a Tikhonov-type convex regularization. We shall discuss the convergence and stability of the proposed algorithm together with numerical examples that substantiate the robustness of the method both for synthetic and real data.
A New View at Local Volatility and Local Correlation
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Abstract. We show how to derive the Black-Scholes equation and the local volatility model forward equation without making use of the arguments of hedging, absence of arbitrage, change of measure, Tanaka formula... We show how we can apply the Functional Itô Calculus to obtain a fine analysis of the volatility risk. Then we look at the case of two assets and give examples of families of options that are sufficient to span any payoff and to derive the risk neutral joint density. If we assume a classical local volatility model for each of the assets we show how to compute a single local correlation function that calibrates to all two-asset European options.
Abstract. We devise a neural network parameterization of the daily snapshot of vanilla option prices, which, for a suitable architecture and nonnegative weights, is shown to be increasing in the maturity and convex in the (discounted) strike. Building on this parameterization, the local volatility calibration problem can be cast as a constrained neural network training problem, i.e. training the network to market prices of vanilla option prices under nonnegative weights condition, possibly subject to additional regularization constraints, such as imposing a priori bounds on the ensuing local volatility. The resulting local volatility deep calibration procedure is benchmarked numerically to the classical Tikhonov regularization approach.
Inversion of convex ordering: local volatility does not maximize the price of VIX futures

**Julien Guyon**
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**Abstract.** It has often been stated that, within the class of continuous stochastic volatility models calibrated to vanillas, the price of a VIX future is maximized by the Dupire local volatility model. In this talk we prove that this statement is incorrect: we build a continuous stochastic volatility model in which a VIX future is strictly more expensive than in its associated local volatility model. More generally, in this model, strictly convex payoffs on a squared VIX are strictly cheaper than in the associated local volatility model. This corresponds to an inversion of convex ordering between local and stochastic variances, when moving from instantaneous variances to squared VIX, as convex payoffs on instantaneous variances are always cheaper in the local volatility model. We thus prove that this inversion of convex ordering, which is observed in the SPX market for short VIX maturities, can be produced by a continuous stochastic volatility model.
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Machine learning for quantitative finance: fast derivative pricing
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Abstract. In the derivatives world, daily zillion computations need to be done. Since financial models and instruments have become more and more complex, this is not always trivial and one often has to rely on time-consuming techniques. We show how machine learning algorithms can be used in this context. For many classical computations, we arrive to speed-ups of several orders of magnitude by deploying Gaussian process regression models. The price we have to pay for this extra speed is some loss of accuracy. However, we show that this reduced accuracy is often well within reasonable limits and hence very acceptable from a practical point of view.

In this talk, we focus on speeding up derivative pricing methods. In particular, we price European vanilla options, American options and exotic options under advanced market models like Heston’s model and the Variance Gamma model.

Keywords: machine learning, Gaussian processes, derivative pricing, computation time.
Reservoir computing with stochastic inputs: volatility forecasting

Lukas Gonon *
University of St. Gallen, Bodanstrasse 6, 9000 St. Gallen, Switzerland
Email: lukas.gonon@unisg.ch

Abstract. We study dynamic machine learning for discrete-time stochastic processes by means of reservoir computing, putting particular emphasis on echo state networks. Recent theoretical results prove that these systems possess universal approximation capabilities and provide error bounds for learning tasks based on them. Motivated by these results, we use reservoir computing systems to forecast realized covariances of financial time series and compare the empirical performance to state-of-the-art methods. We show that these systems demonstrate superior predictive ability and we also discuss implications on option pricing.

*The talk is based on joint works with Juan-Pablo Ortega and Lyudmila Grigoryeva
Maximum entropy approach for nonstationary time series analysis with application to volatility modelling

GANNA MARCHENKO  
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EMAIL: marchenko.anna@gmail.com

Abstract. Traditional models for modelling time-dependent volatility impose explicit parametric assumptions on the data-generating process. The proposed nonparametric approach extends the maximum entropy principle to nonstationary setting and models the volatility as a persistent locally-stationary signal. Described numerical framework allows for the simultaneous identification of the optimal number of hidden regimes in data and their nonparametric regime-switching dynamics. The TV regularization is applied to recover a persistent regime-switching path and $l_1$ regularization is used for identification of the optimal number of maximum entropy distribution parameters in each of the regimes. It is demonstrated that the proposed model outperforms GARCH-type conditional volatility models with respect to the log-likelihood, information criteria, and the ability to reproduce the long memory patterns observed in the absolute returns for all considered data sets.
Overcoming the course of dimensionality with DNNs: Theoretical approximation results for PDEs

PHILIPPE VON WURSTEMBERGER
ETH ZURICH, SWITZERLAND
EMAIL: philippe.vonwurstemberger@sam.math.ethz.ch

Abstract. Artificial neural networks (ANNs) have very successfully been used in numerical simulations for a series of computational problems ranging from image classification to numerical approximations of partial differential equations (PDEs). Such numerical simulations suggest that ANNs have the capacity to very efficiently approximate high-dimensional functions and, especially, such numerical simulations indicate that ANNs seem to admit the fundamental power to overcome the curse of dimensionality when approximating the high-dimensional functions appearing in the above named computational problems. Although there are numerous results on approximation capacities of ANNs such as, e.g., the universal approximation theorem, most of them cannot explain the empirical success of ANNs when approximating high-dimensional functions. In this talk I will explain recent theoretical developments which demonstrate that ANNs can efficiently approximate solutions of high-dimensional PDEs. More precisely, I will present results revealing that the minimal required number of parameters of an ANN to approximate solutions of certain PDEs grows at most polynomially in both the reciprocal $1/\varepsilon$ of the prescribed approximation accuracy $\varepsilon > 0$ and the PDE dimension $d \in \mathbb{N}$. Those statements prove that ANNs do indeed have the capacity to overcome the curse of dimensionality in the numerical approximation of PDEs.
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Abstract. After the liberalization of electricity markets, prices are stated from the supply and demand principle, thus increasing volatility and uncertainty. So, companies use contracts to protect themselves from high prices and take advantage from low prices. Swing options represent a standard contract and mainly consist of path dependent options giving the holder the possibility to exercise a right multiple times over a period, where two consecutive exercises are separated by a refracting period. As it is mentioned in [3], the consideration of this refracting period avoids the exercise of all the rights at once. Following [4], in our work [2] we consider that the electricity price dynamics is described by two stochastic factors with the possibility of incorporating spikes. Thus, according to [7], the swing option pricing problem can be posed as a sequence of free boundary problems, one for each exercise right. In the presence of jumps in the electricity price, each problem is associated with a partial integro-differential equation (PIDE). Since the obstacle function associated with the free boundary problem involves the contract value with one exercise right less, additionally an initial boundary value problem linked to the same integro-differential operator has to be solved.

In order to obtain a numerical solution of the PIDE problem, we propose a Lagrange-Galerkin method for time and space discretization [1], combined with an Augmented Lagrangian Active Set (ALAS) algorithm [5] and with the treatment of the integral term by means of the explicit scheme for time discretization proposed in [6] which involves for each time step, the solution of the PIDE in the two previous steps. Moreover, we apply to the localized bounded domain artificial boundary conditions. Finally, some numerical results are presented in order to illustrate the performance of the numerical schemes and the observed properties of the solution.
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Wind park valuation and risk management in German intraday power markets
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Abstract. The rapid growth of renewables in Germany in the last decade has led to various new modeling challenges for many energy firms. Wind park owners and operators in particular require valuation and risk analysis techniques which capture the high volatility and intermittency of wind power generation, the dynamics of intraday prices and their correlation with changes in wind forecast levels. Under typical contract terms, owners of wind parks receive production volume times the spot price minus a premium $p$, while managers receive revenues dependent on how they nominate the power and rebalance their positions in the day-ahead and intraday markets. Here we present a trading and hedging strategy for determining a fair premium $p$, which can vary significantly across wind parks, for example due to their forecast variability and whether they are more or less correlated with overall wind in Germany, which drives market prices. This valuation problem is of significant interest to many market participants, including investors and policy makers looking to further grow the penetration of renewables.
Efficient gas swing and storage valuation with neural network and PDE/MC

KLAUS SPANDEREN
UNIPER
EMAIL: klaus.spanderen@uniper.energy

Abstract. Swing and storage contracts are fundamental tools for supply and risk management of gas markets. These options are usually valued by means of approximation formulas, partial differential equations or least square Monte-Carlo methods. Typically, the valuation of swings and storages is complicated and computational demanding. We trained a deep neural network on a large set of market reflective market data to obtain real-time valuation and compare it with state of the art stochastic local volatility models. In our experiments we show that the valuation error of the net is of the same order as the LSMC error of the training data, however the computation time is several magnitudes faster.
Forecasting intra-day price spread density matrices for electricity storage operations

Derek Bunn
London Business School
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Ekaterina Abramova
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Abstract. This paper formulates dynamic density functions, based upon skewed-t and similar representations, to model and forecast electricity price spreads as a matrix between different hours of the day. This supports an optimal day ahead storage and discharge schedule, and thereby facilitates a bidding strategy for a merchant arbitrage facility into the day-ahead auctions for wholesale electricity. The four latent moments of the density functions are dynamic and conditional upon exogenous drivers, thereby permitting the mean, variance, skewness and kurtosis of the densities to respond hourly to such factors as weather and demand forecasts. The best specification for each spread is selected based on the Pinball Loss function, following the closed form analytical solutions of the cumulative density functions. Those analytical properties also allow the calculation of risk associated with the spread arbitrages. From these spread densities, the optimal daily operation of a battery storage facility is determined, if it seeks revenue from arbitrage. Some observations on multiple, alternative revenue streams for battery operations are advanced.
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Operator splitting schemes for the two-asset Merton jump-diffusion model
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Abstract. Under the two-asset Merton jump-diffusion model, the value of a European-style option satisfies a two-dimensional time-dependent partial integro-differential equation (PIDE). We study seven recent and novel operator splitting schemes when applied to this PIDE, with a keen focus on implicit-explicit (IMEX) and alternating direction implicit (ADI) methods. Each of the schemes conveniently treats the nonlocal integral part in an explicit fashion. Through ample numerical experiments we investigate the convergence behaviour of the different splitting schemes and study their relative performance.

Under the two-asset Merton jump-diffusion model the value $v = v(s_1, s_2, t)$ of a European-style option, with maturity date $T > 0$ and $s_i$ ($i = 1, 2$) the price of asset $i$ at time $T - t$, satisfies the PIDE

$$
\frac{\partial v}{\partial t} = \frac{1}{2} \sigma_1^2 s_1^2 \frac{\partial^2 v}{\partial s_1^2} + \rho \sigma_1 \sigma_2 s_1 s_2 \frac{\partial^2 v}{\partial s_1 \partial s_2} + \frac{1}{2} \sigma_2^2 s_2^2 \frac{\partial^2 v}{\partial s_2^2} + (r - \lambda \kappa_1) s_1 \frac{\partial v}{\partial s_1} + (r - \lambda \kappa_2) s_2 \frac{\partial v}{\partial s_2} - (r + \lambda) v + \lambda \int_0^\infty \int_0^\infty v(s_1 y_1, s_2 y_2, t) f(y_1, y_2) dy_1 dy_2
$$

for $s_1 > 0$, $s_2 > 0$, $0 < t \leq T$. Here $f$ is the probability density function of a bivariate lognormal distribution. After semidiscretization of the two-dimensional Merton PIDE, a large system of ordinary differential equations (ODEs) is obtained,

$$
V'(t) = AV(t)
$$

for $0 < t \leq T$. The given matrix $A$ can be decomposed as $A = A^{(M)} + A_1 + A_2 + A^{(J)}$, where $A^{(M)}$ represents the mixed derivative term, $A_i$ ($i = 1, 2$) represents all spatial derivatives in the $s_i$-direction, and $A^{(J)}$ represents the integral part. Since the integral part is nonlocal, the matrix $A^{(J)}$ is dense and this poses a particular challenge for an efficient implicit temporal discretization. In our talk we study seven recent and novel operator splitting schemes of the IMEX and ADI kind, where the integral part is always conveniently treated in an explicit fashion. The convergence behaviour and the relative performance of these schemes shall be investigated in ample numerical experiments for European put-on-the-min and put-on-the-average options [1, 2].
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A penalty-like method for CVA pricing by a PDE model
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Abstract. Counterparty risk is the risk to each party of a contract that a counterparty may not live up to its contractual obligations. Counterparty risk must be evaluated properly, and the risk neutral value of a derivative must be adjusted accordingly. For the pricing of the credit valuation adjustment (CVA), or, more generally, the total valuation adjustment, known as XVA, we adopt a Black-Scholes PDE model with additional nonlinear terms. For the discretization, we use standard second order differences in space and Crank-Nicolson timestepping. For the treatment of the nonlinearity, we formulate a penalty-like iteration. We present numerical experiments indicating that the penalty method converges in about one iteration per timestep, irrespectively of the discretization size, and that second order convergence is exhibited.

1. Introduction. After the 2007-2008 financial crisis, the accurate evaluation of counterparty risk, also known as default risk [5, 6], and the appropriate adjustment of a financial derivative’s risk neutral value have become increasingly important. This adjustment is called credit valuation adjustment (CVA). There are several types of adjustments, the sum of which is often referred to by the generic name XVA. We are interested in calculating the the total valuation adjustment to the price of a derivative, that is, calculate

\[ U = \hat{V} - V \]

where \( \hat{V} \) the value taking into account credit risk, \( V \) the value without credit risk, and \( U \) the XVA. According to the International Swaps and Derivatives Association (ISDA) 2002 Master Agreement, in case either party defaults, the value of the derivative is determined by a mark-to-market rule \( M \), which can be either \( \hat{V} \) or \( V \). By convention, the positive derivative values correspond to seller’s assets and counterparty liabilities, while the negative derivative values correspond to seller’s liabilities and counterparty assets. The positive and negative values of any security \( W \) are denoted by \( W^+ \) and \( W^- \), respectively. Note that \( W^+ = \max\{W, 0\} \), \( W^- = \min\{W, 0\} \) and \( W = W^+ + W^- = \max\{W, 0\} + \min\{W, 0\} \).

In this paper, we focus on a PDE model for \( U \), which is nonlinear in the case \( M = \hat{V} \). In Section 2, we define some notations and introduce the nonlinear PDE model. In Section 3, we consider numerical methods for approximating the solution of the PDE. In particular, we focus on a penalty-like method to handle the nonlinearity. In Section 4, we present numerical results that demonstrate the performance of the method. We conclude in Section 5.

2. PDE model to price bilateral counterparty risk.

2.1. Notation. Let \( S \) be the underlying stock value, \( \sigma \) the volatility in \( S \), \( r \) the risk-free interest rate, \( \gamma \) the dividend yield of \( S \), \( q \) the stock repo rate, \( r_B \) the seller’s bond yield, \( r_C \) the counterparty’s bond yield, \( \lambda_B = r_B - r \) (bank hazard rate, instantaneous probability of bank default), \( \lambda_C = r_C - r \) (counterparty hazard rate), \( R_B \) the recovery percentage on \( M \) if seller defaults, \( R_C \) the recovery percentage on \( M \) if counterparty defaults, \( r_F \) the seller’s funding rate for borrowed cash, where \( r_F = r \) if derivative can be used as collateral, and \( r_F = r + (1 - R_B)\lambda_B \) if derivative cannot be used as collateral, \( s_F = r_F - r \).

∗This research was partly supported by the Natural Sciences and Engineering Research Council of Canada (NSERC)
†This research was partly supported by the Ontario Graduate Scholarship (OGS)
Define also the differential operator

\[ A \equiv \sigma^2 S^2 \frac{\partial^2}{\partial S^2} + (q - \gamma)S \frac{\partial}{\partial S}. \]

2.2. The PDE problem. In [3], using replicating portfolio arguments, it is shown that, under certain assumptions, \( \hat{V} \) satisfies the PDE

\[ \frac{\partial \hat{V}}{\partial t} + A \hat{V} - r \hat{V} = (\lambda_B + \lambda_C)\hat{V} - \lambda_B (R_B M^- + M^+) - \lambda_C (R_C M^+ + M^-) + s_F M^+ \]

with initial conditions

\[ \hat{V}(T, S) = H(S), \]

where \( t \) is the (forward) time variable and \( T \) the maturity time of the derivative.

Note also that \( V \) satisfies the Black-Scholes PDE

\[ \frac{\partial V}{\partial t} + AV - r V = 0 \]

with initial conditions

\[ V(T, S) = H(S). \]

When \( M = \hat{V} \), and recalling that \( \hat{V} = \hat{V}^+ + \hat{V}^- \), PDE (1), becomes

\[ \frac{\partial \hat{V}}{\partial t} + A \hat{V} - r \hat{V} = \lambda_B (1 - R_B) \hat{V}^- + \lambda_C (1 - R_C) \hat{V}^+ + s_F \hat{V}^+ \]

with initial conditions

\[ \hat{V}(T, S) = H(S). \]

Using \( \hat{V} = V + U \) and PDE (2), PDE (3) can be written for \( U \) as

\[ \frac{\partial U}{\partial t} + AU - rU = \lambda_B (1 - R_B) (V + U)^- + \lambda_C (1 - R_C) (V + U)^+ + s_F (V + U)^+ \]

with initial conditions

\[ U(T, S) = 0. \]

Note that, in (4), \( V \) is considered known. It can be computed by the Black-Scholes formula, or numerically. Note also that \( \hat{V} \) in (3) and \( U \) in (4) are unknown, and, since these PDEs involve unknowns in the max or min notation, they are nonlinear.

3. Numerical solution of nonlinear PDE. In [1, 2], a numerical method to approximate the solution of (4) is proposed and tested. The method involves using a characteristics (semi-Lagrangian) method for time-stepping, a finite element method for the space discretization, and a fixed-point iteration scheme to handle the nonlinearity. The authors of [1, 2] report experimental results indicating that their method is first order convergent.

In this paper, we focus on the iteration scheme for the nonlinearity. In order to describe our proposed iteration scheme, we present a simplified version of the iteration scheme in [1, 2]. For this reason, we assume that the time-stepping is handled by the \( \theta \)-method, which, for \( \theta = \frac{1}{2} \) and \( \theta = 1 \) becomes the Crank-Nicolson and Backward Euler methods, respectively. We also assume that the space discretization is handled by a standard (second-order) finite difference method. With

\[ f(U, V) \equiv - (\lambda_B (1 - R_B) (V + U)^- + \lambda_C (1 - R_C) (V + U)^+ + s_F (V + U)^+) \]

and with \( \tau = T - t \), the PDE (4) is written in a more concise and more convenient for numerical computation form as

\[ \frac{\partial U}{\partial \tau} = AU - rU + f(U, V). \]
Let $\tau_j, j = 0, \ldots, N_t$, be the timesteps at which the solution is computed, with $\tau_0 = 0 < \tau_1 < \ldots < \tau_{N_t} = T$, and $\Delta \tau^j = \tau_j - \tau_{j-1}$ be the jth time stepsize. Let $u_j, j = 0, \ldots, N_t$, denote the computed solution vector arising from approximate values of $U$ at the spatial gridpoints, and at timestep $j$, with $u^0$ being the initial condition vector. Let $u^{j,k}, k = 0, \ldots, \text{maxit}$, denote the computed solution vector at iteration $k$ of timestep $j$, with maxit the maximum number of iterations allowed. Let $v^j, j = 0, \ldots, N_t$, and $P^j, j = 0, \ldots, N_t$, denote the vectors arising from the values of $V$ and $f(U, V)$, respectively, at the spatial gridpoints, and at timestep $j$. Let also $A$ be the matrix arising from the space discretization of $A U - r U$, and $I$ be the identity matrix of same dimension. We assume, for simplicity, that the spatial gridpoints remain the same at all timesteps. Then a simplified version of the fixed-point iteration method in [1, 2] at timestep $j$ can be presented in high-level notation as follows.

**Algorithm 1:** Fixed-point iteration for (6) at step $j$, with $\theta$-timestepping
1. initialize $u^{j,0} = u^{j-1}$
2. for $k = 1, \ldots, \text{maxit}$
3. solve $(I - \theta \Delta \tau^j A) u^{j,k} = (I + (1 - \theta) \Delta \tau^j A) u^{j-1} + \theta \Delta \tau^j f(u^{j,k-1}, v^j) + (1 - \theta) \Delta \tau^j f(u^{j-1}, v^{j-1})$
4. check stopping criterion
5. endfor ($k$)
6. set $u^j = u^{j,k}$

Note that the above iteration method is considered to be explicit, in the sense that the matrix solved at each iteration is the same and only the right-hand side vector changes.

We next present another iteration method for handling the nonlinearity in (6). We refer to it as discrete penalty iteration as it is motivated by the same-name method in [4], designed to handle the nonlinear PDE arising from the linear complementarity problem in American option pricing. For this reason, with generic vectors $u$ and $v$, we define the diagonal penalty matrix $P = P(u, v)$ by

$$P_{i_1, i_2}(u, v) \equiv \begin{cases} -\lambda_R (1 - R_B) & \text{if } i_1 = i_2 \text{ and } v_{i_1} < -u_{i_1} \\ -\lambda_C (1 - R_C) - s_F & \text{if } i_1 = i_2 \text{ and } v_{i_1} \geq -u_{i_1} \\ 0 & \text{otherwise.} \end{cases}$$

(7)

Note that, with the above matrix $P$, the vector arising from the discretized form of $f(U, V)$ can be written as

$$f(u, v) = P(u, v)(u + v),$$

where, since $P(u, v)$ depends on $u$, there is nonlinearity between $P(u, v)$ and $u$. Note also that, in a typical case, $\lambda_R \geq 0, \lambda_C \geq 0$, and $s_F \geq 0$, and we have $P_{i_1, i_2}(u, v) \leq 0$.

Let now $P^k = P(u^{j,k}, v^j)$, where, for brevity, in the notation $P^k$, we omitted the superscript $j$. Using the penalty matrix $P^k$, the proposed discrete penalty iteration for (6) is as follows.

**Algorithm 2:** Discrete penalty iteration for (6) at step $j$, with $\theta$-timestepping
1. initialize $u^{j,0} = u^{j-1}$ and $P^0 = P(u^{j,0}, v^j)$
2. for $k = 1, \ldots, \text{maxit}$
3. solve $(I - \theta \Delta \tau^j (A + P^{k-1})) u^{j,k} = (I + (1 - \theta) \Delta \tau^j A) u^{j-1} + \theta \Delta \tau^j P^{k-1} v^j + (1 - \theta) \Delta \tau^j f(u^{j-1}, v^{j-1})$
4. compute $P^k = P(u^{j,k}, v^j)$
5. check stopping criterion
6. endfor ($k$)
7. set $u^j = u^{j,k}$

Note that the above iteration method is considered to be implicit, in the sense that the matrix solved at each iteration depends on the iteration index $k$. However, since the matrix solved at each iteration is adjusted by only a diagonal matrix, the sparsity structure of the matrix remains the same, which is also the same structure as of the matrix corresponding to a linear PDE with the same differential operator as in (6). Furthermore, since, in a typical case, $P_{i_1, i_1}(u, v) \leq 0$, and also $A_{i_1, i_1} < 0$, the matrix $P$ enhances the diagonal dominance of $A$.

### 3.1. Stopping criterion.
In our method, motivated by [4], we use as stopping criterion

$$P^k = P^{k-1} \text{ or } \left( \max_i \frac{|u_{i,k} - u_{i,k-1}|}{\max(1, |u_{i,k}|)} \leq \text{tol} \right).$$

(8)
4. Numerical results. We present results from pricing the XVA of a 5-year European Put option $(T = 5)$ with strike $K = 15$ and the following parameters: $\sigma = 0.25$, $r = 0.03$, $q - \gamma = 0.015$, $r_B = 0.05$, $r_C = 0.08$, $R_B = R_C = 0.4$, $r_F = r + (1 - R_B) \lambda_B$. For this problem, we have an exact solution formula as given in [3], thus we can calculate exact errors. We truncate the semi-infinite domain of $S$ to $[0, 12K]$, and discretize the spatial domain in $N$ subintervals, so that the (nonuniform) gridpoints are concentrated around the strike $K$. The number of timesteps is $N_t$, and $\Delta \tau = T/N_t$. We formulate Dirichlet boundary conditions using the techniques in [1, 2] for the left end, and linear far-field conditions as in [7].

In Table 1, we report, for several discretization sizes, the maximum in absolute value error over all gridpoints at time $t = 0$ ($\tau = T$), the associated convergence rates, the total and average per timestep number of iterations. The penalty iteration tolerance was set to $10^{-7}$. We notice that the average number of penalty-like iterations is very close to 1, irrespectively of the grid size, and note that this is optimal. Essentially, in each of the first few timesteps two or three iterations are needed, and in each of the remaining timesteps just one iteration. The convergence rate is stably close to 2.

5. Conclusions. The penalty-like method presented is very efficient in handling the nonlinearity of the XVA pricing PDE and together with standard space and time discretization techniques produces second order approximations.
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Abstract. We study Backward Differentiation Formula (BDF) 2 and BDF 3 schemes for the approximation of one-dimensional diffusion equations with an obstacle term, of the form

$$\min (v_t - a(t, x)v_{xx} + b(t, x)v_x + r(t, x)v, v - \varphi(t, x)) = f(t, x).$$

For the scheme building on BDF2, we discuss unconditional stability, present an $L^2$–error estimate and show numerically second order convergence, in both space and time, unconditionally on the ratio of the mesh steps.

Two academic problems for parabolic equations with an obstacle term with explicit solutions and the American option problem in mathematical finance are used for numerical tests.
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Abstract. We present a new high-order compact finite difference scheme [4, 5] for option pricing in stochastic volatility jump models, e.g. in Bates model [1] and the stochastic volatility with contemporaneous jump model (SVCJ) model [2]. In such models the option price is determined as the solution of a partial integro-differential equation. The implicit-explicit scheme is based on the approaches in Düring and Fournié [3] and Salmi et al. [6]. The scheme is fourth order accurate in space and second order accurate in time. Numerical experiments for the European option pricing problem are presented. We validate the stability of the scheme numerically and compare its performance to standard finite difference and finite element methods. The new scheme outperforms a standard discretisation based on a second-order central finite difference approximation in all our experiments. At the same time, it is very efficient, requiring only one initial LU-factorisation of a sparse matrix to perform the option price valuation. Compared to finite element approaches, it is very parsimonious in terms of memory requirements and computational effort, since it achieves high-order convergence without requiring additional unknowns, unlike finite element methods with higher polynomial order basis functions. The new high-order compact scheme can also be useful to upgrade existing implementations based on standard finite differences in a straightforward manner to obtain a highly efficient option pricing code.
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Abstract. In this work, we derive new linear and nonlinear partial differential equations (PDEs) models for pricing American options and total value adjustment in the presence of counterparty risk. Moreover, stochastic spreads are considered, which increases the dimension of the problem.

1. Introduction. Since the last crisis, suitable relevant adjustments are taken into account when pricing derivatives, their goal being to mitigate the counterparty risk associated to derivatives contract. The set of these adjustments is continuously increasing and is known as total value adjustment or XVA. In [1], we have studied the XVA modelling and numerical methods based on partial differential equations (PDEs) for European and American options depending on one stochastic factor, as a result of considering constant intensities of default.

However, default intensities from counterparties do not always exhibit constant behaviour. In [3], where both risky counterparties are considered to have stochastic intensities of default, a three underlying stochastic factors model is obtained. Following this work, we extend the model introduced in [1] to the case of stochastic spreads. A similar approach has been developed in [2] for European options.

2. Mathematical model. In this section, we obtain the models for American options considering counterparty risk. We assume an investor as a risky counterparty and consider that the issuer’s intensity of default is null. Thus, the dynamics of underlying asset price $S_t$ and the short term CDS spread of the investor $h_t$ are modelled by the following system of stochastic differential equations:

$$dS_t = (r(t) - q(t)) S_t dt + \sigma^S(t) S_t dW^S_t,$$

$$dh_t = (\mu^h(t) - M^h(t) \sigma^h(t)) dt + \sigma^h(t) dW^h_t,$$

where $(r(t) - q(t))$ and $(\mu^h(t) - M^h(t) \sigma^h(t))$ are the (respectively) drifts of the processes. Moreover, $r(t)$ denotes the risk-free interest rate, $q(t)$ is the asset dividend yield rate, $M^h(t)$ is the market price of investor’s credit risk, $\sigma^S(t)$ and $\sigma^h(t)$ are the volatility functions, and $W^S_t$ and $W^h_t$ are two correlated Wiener processes (i.e., $\rho dt = dW^S_t dW^h_t$) such that $\rho$ is the instantaneous correlation between $S_t$ and $h_t$.

In order to derive the value of American options with counterparty risk, we consider the self-financing portfolio $\Pi_t$, which at time $t$ is given by

$$\Pi_t = \alpha(t) H(t) + \beta(t) + \gamma(t) \text{CDS}(t,T) + \varepsilon(t) \text{CDS}(t, t + dt) + \Omega(t) B(t, t + dt).$$
Moreover, with the aim to avoid arbitrage opportunities, we introduce the following hedging inequality:
\[ d\hat{V}_t \leq d\Pi_t. \]  
Next, applying Itô’s Lemma for jump diffusion processes, and replacing the change of the portfolio and the change of the derivative in the hedging inequality (4), we deduce a complementarity problem modelling the American option value with counterparty risk:
\[
\begin{aligned}
&\mathcal{L}(\hat{V}) = \frac{\partial \hat{V}}{\partial t} + \mathcal{L}_{sh} \hat{V} + \frac{\Delta \hat{V}}{1-R} h - f\hat{V} \leq 0 \\
&\hat{V}(t, S, h) \geq G(S) \\
&\mathcal{L}(\hat{V})(\hat{V} - G) = 0 \\
&\hat{V}(T, S, h) = G(S),
\end{aligned}
\]  
where \( G(S) \) represents the option payoff, \( \Delta \hat{V} = \hat{V}_M + \hat{V} - \hat{V} \) and \( M \) is the mark-to-market close-out.

Moreover, the differential operator \( \mathcal{L}_{sh} \) is
\[
\mathcal{L}_{sh} \equiv \frac{1}{2}(\sigma S)^2 \frac{\partial^2 V}{\partial S^2} + \frac{1}{2}(\sigma h)^2 \frac{\partial^2 V}{\partial h^2} + \rho \sigma S \frac{\partial^2 V}{\partial h \partial S} + \frac{(r - q)}{1-R} h \frac{\partial V}{\partial h}.
\]

We consider two possible values for the mark-to-market close-out, which leads to a nonlinear or linear problem:

- If \( M = \hat{V} \), we deduce the following nonlinear complementarity problem:
\[
\begin{aligned}
&\mathcal{L}_1(\hat{V}) = \frac{\partial \hat{V}}{\partial t} + \mathcal{L}_{sh} \hat{V} - f\hat{V} - h\hat{V}^+ \leq 0, \quad \text{in } [0, T) \times (0, \infty) \times (0, \infty) \\
&\hat{V}(t, S, h) \geq G(S) \\
&\mathcal{L}_1(\hat{V})(\hat{V} - G) = 0 \\
&\hat{V}(T, S, h) = G(S).
\end{aligned}
\]  

- If \( M = V \), the following linear complementarity problem is derived:
\[
\begin{aligned}
&\mathcal{L}_2(\hat{V}) = \frac{\partial \hat{V}}{\partial t} + \mathcal{L}_{sh} \hat{V} - \left( \frac{h}{1-R} + f \right) \hat{V} \\
&-((1-R)V^+ - V)h \frac{h}{1-R} \leq 0, \quad \text{in } [0, T) \times (0, \infty) \times (0, \infty) \\
&\hat{V}(t, S, h) \geq G(S) \\
&\mathcal{L}_2(\hat{V})(\hat{V} - G) = 0 \\
&\hat{V}(T, S, h) = G(S).
\end{aligned}
\]  

Moreover, the calculus of the XVA value, \( U = \hat{V} - V \), requires the previous computing of the counterparty risk-free American option value, which is modelled by the classical Black-Scholes equation for American options.

In order to solve model (5) by a finite element method, we first localize the problem on a bounded domain. For this purpose, let us consider \( \Omega = (0, S_\infty) \times (0, h_\infty) \) for large enough values of \( S_\infty \) and \( h_\infty \), so that their choice does not affect the solution in the domain of financial interest. We need to impose appropriate boundary conditions on the risky derivative value problem in the bounded domain. We consider the same boundary conditions than for \( V \) and \( \hat{V} \) as in the case of European options [2]. Then, focusing on the nonlinear case, we deduce the following nonlinear complementarity problem for
the XVA:
\[
\begin{align*}
\mathcal{L}_t(U) &= \frac{\partial U}{\partial t} + \mathcal{L}_{sh}U - fU - h(U + V)^+ \leq -\frac{\partial V}{\partial t} - \mathcal{L}_S V + fV, \quad t \in [0,T), \quad (S,h) \in \Omega \\
U(t,S,h) &\geq G(S) - V(t,S) \\
\left[ \mathcal{L}_t(U) - \left( -\frac{\partial V}{\partial t} - \mathcal{L}_S V + fV \right) \right] [U - (G(S) - V(t,S))] &= 0 \\
U(T,S,h) &= 0 \\
U(t,0,h) &= 0 \\
U(t,S_{\infty},h) &= 0 \\
U(t,S,0) &= 0 \\
(\mathcal{A}U \cdot \vec{n})(\tau,S,h_{\infty}) &= 0.
\end{align*}
\]

3. Mathematical analysis. In this section, we prove the existence and uniqueness of solution for the XVA problem (8) for a given function $V$. Then, taking into account the existence and uniqueness of solution $V$ for the classical Black-Scholes problem, we constate the existence and uniqueness of solution for (6). Introducing the time to maturity variable, $\tau = T - t$, as well as the new variables and unknown
\[
x = \ln S, \quad u(\tau,x,h) = U(t,S,h), \quad v(\tau,x) = V(t,S),
\]
we pose the nonlinear complementarity problem (8) in $(0,T) \times \tilde{\Omega}$ as follows:
\[
\begin{align*}
\mathcal{L}_\tau(u) &= \frac{\partial u}{\partial \tau} + Au - \Phi(\tau,u) \geq \ell, \quad (x,h) \in \tilde{\Omega}, \quad \tau \in (0,T) \\
u &\geq \psi \\
[\mathcal{L}_\tau(u) - \ell][u - \psi] &= 0 \\
u(0,S,h) &= 0 \\
u(\tau,x_0,h) &= 0 \\
u(\tau,x_{\infty},h) &= 0 \\
u(\tau,x,0) &= 0 \\
(\mathcal{A}v \cdot \vec{n})(\tau,x,h_{\infty}) &= 0.
\end{align*}
\]

**Theorem 3.1.** The following statements are satisfied:

1. The continuous operator $A$ satisfies Garding’s inequality, i.e.:
\[
(Az,z) \geq \omega_1 \|z\|^2_{H_0^1(\tilde{\Omega})} - \omega_2 \|z\|^2_{L^2(\tilde{\Omega})} \quad \forall z \in H_0^1(\tilde{\Omega}),
\]
for $\omega_1 > 0$ and $\omega_2 \in \mathbb{R}$.

2. $\ell \in L^2(0,T;L^2(\tilde{\Omega})) \subset L^2(0,T;W^*)$.

3. Let $D(\phi) = \left\{ z \in H_0^1(\tilde{\Omega}) / (\phi(z) < \infty) \right\}$ and $u_0 = u(0,x,h)$. Then, $u_0 \in \overline{D(\phi)}$.

4. $\Phi(\tau,\varphi)$ is Lipschitz continuous on variable $\varphi$, i.e.
\[
\|\Phi(\tau,\varphi_1) - \Phi(\tau,\varphi_2)\|_{L^2(\tilde{\Omega})} \leq L_G \|\varphi_1 - \varphi_2\|_{H_0^1(\tilde{\Omega})}.
\]

Therefore, by [4] the nonlinear complementarity problem (9) has a unique solution $u \in L^2(0,T;H_0^1(\tilde{\Omega})) \cap C([0,T];L^2(\tilde{\Omega}))$; in particular $u \in W^{1,2}(0,T;L^2(\tilde{\Omega}))$ and satisfies
\[
\|u\|_{W^{1,2}(0,T;L^2(\tilde{\Omega}))} \leq C_1 \left(1 + \|u_0\|_{L^2(\tilde{\Omega})} + \|\ell\|_{L^2(0,T;H_0^1(\tilde{\Omega}))}\right).
\]
4. Numerical simulation. The numerical approximation is mainly based on finite elements combined with the method of characteristics. More precisely, we introduce the finite element space and convex set:

\[ W_h = \{ \varphi_h \in C(\Omega) / \tilde{\varphi}|_{T_j} \in P_1, \forall T_j \in T \}, \]
\[ K_h = \{ \varphi_h \in W_h / \varphi_h = \hat{V} \text{ on } \Gamma^+_1 \cup \Gamma^+_2 \text{ and } \varphi_h \geq G(S) \}, \]

in order to find \( \hat{V}^{n+1,k+1}_h \in K_h \) satisfying the boundary conditions and such that:

\[
\int_{\Omega} (1 + \Delta \tau^n f) \hat{V}^{n+1,k+1}_h (\varphi_h - \hat{V}^{n+1,k+1}_h) \, dS \, dh + \Delta \tau^n \int_{\Omega} A \nabla \hat{V}^{n+1,k+1}_h \nabla (\varphi_h - \hat{V}^{n+1,k+1}_h) \, dS \, dh \\
\geq \int_{\Omega} (\hat{V}^{n}_h \circ \chi^n)(\varphi_h - \hat{V}^{n+1,k+1}_h) \, dS \, dh - \Delta \tau^n \int_{\Omega} h(\hat{V}^{n+1,k}_h)^+ (\varphi_h - \hat{V}^{n+1,k+1}_h) \, dS \, dh,
\]

for all \( \varphi_h \in K_h \).

The previous variational problem is discretized by a \( P_1 \) Lagrange finite elements method. This technique leads to an obstacle-like system of linear equations, which is solved by an augmented Lagrangian active set (ALAS) algorithm [5]. Figure 1 shows the total value adjustment and the exercise region.
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Abstract. The classical linear Black-Scholes model based on a solution to a linear parabolic partial differential equation is a popular model used in financial markets. But it relies on several restrictive assumptions such as the liquid, complete and frictionless market. Relaxing the complete market hypothesis and assuming a Lévy stochastic process dynamics for the underlying stock price we obtain a nonlocal partial integro-differential equation as a model for pricing options. We consider a model for pricing vanilla call and put options on underlying assets following Lévy stochastic process. Using the theory of abstract semilinear parabolic equations we proved existence and uniqueness of solutions in the Bessel potential space. Our aim is to generalize known existence results for a wide class of Lévy measures including those having strong singular kernel. We also prove existence and uniqueness of solutions to the penalized PIDE representing approximation of the linear complementarity problem arising in pricing American style of options under Lévy stochastic process.
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Abstract. We consider a problem of dynamic stochastic portfolio optimization based on terminal expected utility optimization, which leads to solving a Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation is transformed to a simpler quasi-linear PDE by means of the so-called Riccati transformation. An auxiliary quadratic programming problem is obtained, which uses a vector of expected asset returns and a covariance matrix of returns as input parameters. This basic concept can be extended to modified portfolio optimization problems. Since this problem can be sensitive to the input data, we modify the problem from fixed input parameters to worst-case optimization over convex or discrete uncertainty sets both for asset returns and covariance matrix. We also look at how solutions change if we allow for non-constant risk aversion parameter. Next, we can investigate the case when not only terminal expected utility is to be maximized, but also overall inter-temporal utility during entire investment period. Qualitative properties of the corresponding value functions and solutions to selected types of problems are analyzed along with providing illustrative numerical examples.
Option pricing in illiquid markets with jumps

JOSE M. T. S. CRUZ
ISEG, UNIVERSITY OF LISBON, RUA DE QUELHAS 6, 1200-781 LISBON, PORTUGAL
EMAIL: jmcruz@iseg.ulisboa.pt

DANIEL ŠEVČOVIČ
COMENIUS UNIVERSITY IN BRATISLAVA, MLYNSKÁ DOLINA, 84248 BRATISLAVA, SLOVAKIA
EMAIL: sevcovic@fmph.uniba.sk

Abstract. The classical linear Black–Scholes model for pricing derivative securities is a popular model in financial industry. It relies on several restrictive assumptions such as completeness, and frictionless of the market as well as the assumption on the underlying asset price dynamics following a geometric Brownian motion. The main purpose of this paper is to generalize the classical Black–Scholes model for pricing derivative securities by taking into account feedback effects due to an influence of a large trader on the underlying asset price dynamics exhibiting random jumps. The assumption that an investor can trade large amounts of assets without affecting the underlying asset price itself is usually not satisfied, especially in illiquid markets. We generalize the Frey–Stremme nonlinear option pricing model for the case the underlying asset follows a Lévy stochastic process with jumps. We derive and analyze a fully nonlinear parabolic partial-integro differential equation for the price of the option contract. We propose a semi-implicit numerical discretization scheme and perform various numerical experiments showing influence of a large trader and intensity of jumps on the option price.
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Abstract. We consider optimal investment for an individual pension savings plan in receipt of gradual contributions against which one cannot borrow, using expected power utility as the optimality criterion. Risky assets are modelled using a multidimensional Ito process. In addition, there is a risk-free asset with deterministic value process. It is known that, in the case of no credit constraints, the optimal investment can be described by constant proportions of assets out of lifetime wealth (including current savings and present value of future contributions). On the other hand, in the presence of credit constraints, this solution is no longer applicable, and the optimal investment leads to so-called stochastic lifestyling, whereby for low levels of savings it is optimal to invest fully in stocks and then gradually switch to safer assets as the level of savings increases. We highlight that not only does the leverage between risky and safe assets change, but also mutual proportions of investments in different risky assets vary over time.

We formulate a problem of dynamic stochastic programming with credit constraints and present the corresponding Hamilton-Jacobi-Bellman (HJB) equation. The fully nonlinear HJB equation is transformed (using Riccati transformation) into equivalent quasi-linear parabolic equation for which we prove (under natural conditions) the existence and uniqueness of sufficiently smooth solution.

Since the computation of the fully optimal strategy is prohibitively technical for practitioners, we propose a quasi-optimal strategy involving only a static constrained quadratic programme (CQP), easily implementable in a spreadsheet. We show numerically that the CQP strategy is practically indistinguishable from the optimal investment in terms of its welfare implications. We provide an explicit formula which helps visualize the lifestyling effect and further lowers the technical barrier towards its implementation. Furthermore, we compare the CQP strategy with other frequently used heuristic strategies. In order to confirm the accuracy of the proposed strategy, we perform a robustness analysis within a reasonable set of parametric settings.

Finally, we apply the CQP strategy to the system of retirement savings in Slovakia. In this particular situation, we are only dealing with the possibility of splitting the contributions between two types of funds, one of which is equity (unsecured) and one bond (guaranteed) pension fund. The strategy is tested on a typical lifecycle for different wage profiles. The accumulated savings are recalculated (using a standard annuity formula) to the replacement rate in order to assess the adequacy of the savings level.
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Abstract. The exponential time differencing (ETD) method is a promising approach for solving time-dependent partial differential equations (PDEs) in many fields. In computational finance, the price of an American option is described as the solution of a free boundary PDE problem that is to be solved then numerically. In present paper, semi-discretisation is used to transform the nonlinear PDE to a system of ordinary differential equations (ODEs). A numerical solution is constructed by using ETD and matrix quadrature rules.

1. Introduction. The most widely used in the field of computational finance Black-Scholes model provides a simple computable pricing formula of European option in an idealistic market. For American options, the closed form solution does not exist due to the early exercise opportunity. It makes the problem of American option pricing be a challenging task and a question of great interest in the field.

Due to the early exercise privilege, American put option pricing problem is described by the following free boundary PDE:

\[
\frac{\partial P}{\partial \tau} = \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} + r S \frac{\partial P}{\partial S} - r P, \quad S > B(\tau), \quad 0 < \tau \leq T,
\]

together with the initial and boundary conditions:

\[
B(0) = E, \quad P(S,0) = \max(E - S,0), \quad S \geq 0, \quad \frac{\partial P}{\partial S}(B(\tau),\tau) = -1,
\]

\[
P(B(\tau),\tau) = E - B(\tau), \quad \lim_{S \to \infty} P(S,\tau) = 0, \quad P(S,\tau) = E - S, \quad 0 \leq S < B(\tau),
\]

where \( \tau = T - t \) denotes the time to maturity \( T \), \( S \) is the price of the asset, \( P(S,\tau) \) is the option price at time \( \tau \), \( B(\tau) \) is the unknown early exercise boundary, \( \sigma \) is a volatility of the asset, \( r \) is the risk free interest rate and \( E \) is the strike price.

Previous research (see [2] and references therein) has suggested to apply the front-fixing transformation to treat the free boundary

\[ x = \ln \frac{S}{B(\tau)}, \quad p(x,\tau) = \frac{P(S,\tau)}{E}, \quad S_t(\tau) = \frac{B(\tau)}{E}, \]

that leads to the nonlinear PDE problem

\[
\frac{\partial p}{\partial \tau} = \frac{\sigma^2}{2} \frac{\partial^2 p}{\partial x^2} + \left( r - \frac{\sigma^2}{2} + \frac{S_t(\tau)}{S_t} \right) \frac{\partial p}{\partial x} - rp, \quad x > 0, \quad 0 < \tau \leq T,
\]

\[
S_t(0) = 1, \quad p(x,0) = 0, \quad x \geq 0, \quad \frac{\partial p}{\partial x}(0,\tau) = -S_t(\tau), \quad p(0,\tau) = 1 - S_t(\tau), \quad \lim_{x \to \infty} p(x,\tau) = 0,
\]

\]

[115]
Assuming that equation (5) holds at \( x = 0 \), it follows that

\[
\frac{\sigma^2}{2} \frac{\partial^2 p}{\partial x^2}(0, \tau) + \frac{\sigma^2}{2} S_t(\tau) - r = 0.
\]  

(7)

Problem (5)–(6) has to be solved numerically. In this work, we use semi-discretisation of the PDE to construct a system of nonlinear ODEs that is written in integral form. Then it is solved by the ETD method.

2. Numerical solution. Let us define a computational domain \( \Omega = [0, x_{\text{max}}] \) with uniformly distributed spatial nodes \( x_j \):

\[ x_j = jh, \ h = \frac{x_{\text{max}}}{M}, \ 0 \leq j \leq M. \]  

(8)

Then, denoting an approximate solution at the point \( x_j \) by \( p_j(\tau) \), the semi-discretisation of the equation (5) is obtained by applying the second order central difference approximation for the spatial derivatives, resulting in the system of ODEs on the time variable (for interior nodes, \( 1 \leq j \leq M - 1 \))

\[
p_j' = \frac{\sigma^2}{2} \frac{p_{j+1} - 2p_j + p_{j-1}}{h^2} + \left( r - \frac{\sigma^2}{2} + \frac{S'_t}{S_t} \right) \frac{p_{j+1} - p_{j-1}}{2h} - rp_j.
\]

(9)

The values at the boundaries of the computational domain are derived from (6) as follows

\[
p_0(\tau) = 1 - S_t(\tau), \quad p_M(\tau) = 0.
\]

(10)

From (6) and (7), by using the central finite difference of the second order one gets

\[
p_1(\tau) = \alpha - \beta S_t(\tau), \quad \alpha = 1 + \frac{rh^2}{\sigma^2}, \quad \beta = 1 + h + \frac{h^2}{2}.
\]

(11)

Deriving (11) with respect to \( \tau \), we obtain ODE:

\[
p_1'(\tau) = -\beta S'_t(\tau).
\]

(12)

From (10) and (11) the connection between \( p_0(\tau) \) and \( p_1(\tau) \) can be expressed as follows

\[
p_0(\tau) = \frac{1}{\beta} (\beta - \alpha + p_1(\tau)) \quad \tau > 0.
\]

(13)

The nonlinear system (9) contains \( M - 1 \) ODEs for \( M \) unknown functions \( (p_j(\tau), j = 1, \ldots, M - 1 \) and \( S_t(\tau) \)). To exclude \( S_t(\tau) \) from the system, the equations (12) and (11) are used to obtain the following relation

\[
\frac{S'_t}{S_t} = -\frac{p'_1}{\alpha - p_1}.
\]

(14)

Hence, taking into account (13) and (14), system (9) takes the vector form

\[
p' = A\bar{p} + \Phi(\bar{p}),
\]

(15)

where \( \bar{p} = [p_1, \ldots, p_{M-1}]^T \), \( A \) is a \((M - 1) \times (M - 1)\) tridiagonal matrix, \( \Phi(\bar{p}) \) is the vector that contains nonlinear part of the equations. Let us introduce constant coefficients

\[
a_{\pm 1} = \frac{\sigma^2}{2h^2} \pm \left( r - \frac{\sigma^2}{2} \right) \frac{1}{2h}, \quad a_0 = -\frac{\sigma^2}{h^2} - r,
\]

(16)

then matrix \( A \) takes the form

\[
A = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
a_{-1} & a_0 & a_1 & \ldots & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ldots & 0 & a_{-1} & a_0
\end{pmatrix}.
\]

(17)
Denoting relation (14) by $-\phi$, vector $\Phi(\bar{p})$ of nonlinear part of the system (15) can be written as follows

$$\Phi(\bar{p}) = \begin{pmatrix}
\phi(\alpha - p_1) \\
-\phi_{p_2 - p_1} \\
\cdots \\
-\phi_{p_{j+1} - p_j} \\
\cdots \\
\phi_{\|p_{M+1} - p_M\|} \\
\end{pmatrix}$$

(18)

Finally, system (15) is solved numerically employing the ETD method [3]. For the temporal discretisation we fix the time step $k = \frac{T}{N}$, so that $t^n = nk$, $n = 0, \ldots, N$. Then the system of ODE (15) in some given interval $\tau \in [t^n, t^{n+1}]$ is equivalent to the vector integral equation (see Section 2.1 of [3]):

$$\bar{p}(t^{n+1}) = e^{Ak} \bar{p}(t^n) + \int_0^k e^{As} \Phi(\bar{p}(t^{n+1} - s))ds.$$  

(19)

We propose a first explicit approximation of the integral in (19) by replacing $\bar{p}(t^{n+1} - s)$ by the known value $\bar{p}(t^n)$ that corresponds to $s = k$. The local truncation error of such approximation is $O(k^2)$ [3]. Then (19) takes the form

$$\bar{p}(t^{n+1}) = e^{Ak} \bar{p}(t^n) + \left( \int_0^k e^{As} \Phi(\bar{p}(t^n)) \right).$$  

(20)

3. Results. In this Section, we present the numerical results of the proposed method performed by using MatLAB R2018a software.

The American option pricing problem considered in [4] takes the following parameters

$$r = 0.1; \quad \sigma = 0.2; \quad E = 100; \quad T = 1.$$  

(21)

For the transformed problem (5)–(6) with parameters (21) we set $x_{\text{max}} = \ln 3$, that corresponds to the choice $S_{\text{max}} = 3E$ at the initial moment. The proposed method is compared with the finite-difference method of [2] and with results of [4]. The numerical solution is constructed with $h = 10^{-2}$ and $k = 10^{-4}$.

The numerical solution of the problem is constructed as described above by using the ETD method. Then the inverse transform is applied to the solution in order to obtain the option price at the moment $\tau = T$, i.e. at the moment of signing the contract. Optimal stopping boundary $S_f(\tau)$ is given in 2 comparing with the results of the proposed in [2] FDM with logarithmic front-fixing transformation.

The results of this study indicate that it is a promising approach that can be extended to other scenarios as American call options and models taking into account jumps in the underlying asset becoming in partial integro-differential equations.
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Figure 1: Prices of American option with parameters (21) as initial conditions ($\tau = 0$) and numerical solution by the proposed ETD method with $h = 0.01$, $k = h^2$.

Figure 2: Optimal stopping boundary by the proposed method (ETD) with $h = 0.01$, $k = h^2$ and the FDM from [2] for the problem with parameters (21).
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Quasi-Regression Monte-Carlo scheme for semi-linear PDEs and BSDEs
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Abstract. We present a novel quasi-regression Monte Carlo algorithm in order to approximate the solution of discrete time backward stochastic differential equations, and we analyze the convergence of the proposed method. The algorithm also approximates the solution to the related semi-linear parabolic partial differential equation obtained through the well known Feynman-Kac representation. For the sake of enriching the algorithm with high order convergence a weighted approximation of the solution is computed and appropriate conditions on the parameters of the method are inferred. With the challenge of tackling problems in high dimensions we propose suitable projections of the solution and efficient parallelizations of the algorithm taking advantage of graphics processing units (GPUs).
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Abstract. The goal of this talk is to present a methodology enabling us to assess the contribution of the various market participants to market quality. To do so, we use a generalized order book model involving both state dependence and memory effects for the dynamics of the order flows. In this framework, we are able to compute the effect of each participant on important market quantities such as volatility or liquidity. This leads us to the possibility to rank market makers in term of the effect of their activity on market quality.
Some neural network-based schemes to solve high-dimensional nonlinear PDEs
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Abstract. We propose new neural network-based schemes to solve high dimensional nonlinear partial differential equations (PDEs). Our algorithm rely on the classical backward stochastic differential equation (BSDE) representation of PDEs, to estimate simultaneously the solution and its gradient by neural networks. These approximations are performed at each time step from the minimization of loss functions defined recursively by backward induction. The methodology is extended to variational inequalities arising in optimal stopping problems. We analyze the convergence of the deep learning schemes and provide error estimates in terms of the universal approximation of neural networks. Numerical results show that our algorithms give very good results till dimension 50 (and certainly above), for both PDEs and variational inequalities problems. For the PDEs resolution, our results are very similar to those obtained by the recent method in [1] when the latter converges to the right solution or does not diverge. Our numerical tests indicate that the proposed methods are not stuck in poor local minima as it can be the case with the algorithm designed in [1], and no divergence is experienced.
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Optimal relative consumption by competing with past spending maximum
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Abstract. We consider the financial problem of optimal investment and consumption where the investors utility function depends on not only the consumption but rather on the consumption level compared with the past spending maximum. In terms of financial interpretation, this means a type of habit formation where the investors satisfactory level depend on its past living standard. We provide the closed form expressions for the optimal consumption and investment strategy in the dual formulation and prove that the candidate value function is indeed verified.
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Abstract. We develop a new unbiased estimation method for Lipschitz continuous functions of multi-dimensional stochastic differential equations with Lipschitz continuous coefficients. This method provides a finite variance estimator based on a probabilistic representation which is similar to the recent representations obtained through the parametrix method and recursive application of the automatic differentiation formula. Our approach relies on appropriate change of variables to carefully handle the singular integrands appearing in the iterated integrals of the probabilistic representation. It results in a scheme with randomized intermediate times where the number of intermediate times has a Pareto distribution.
Conditional Monte Carlo learning for diffusions
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Abstract. We present a new algorithm based on a One-layered Nested Monte Carlo (1NMC) to simulate functionals $U$ of a Markov process $X$. The main originality of the proposed method comes from the fact that it provides a recipe to simulate $U_{t \geq s}$ conditionally on $X_s$. This recipe can be used for a large number of situations including; Backward Stochastic Differential Equations (BSDEs), Reflected BSDEs, risk measures and beyond. In contrast to previous works, our contribution is based on a judicious combination between regression and 1NMC used for localization purpose. Although the procedure is initially developed for diffusions, we also explain in which situations it can be applied to jump diffusions. The generality, the stability and the iterative nature of this algorithm, even in high dimension, make its strength. It is of course heavier than a straight Monte Carlo (MC), however it is far more accurate to simulate quantities that are almost impossible to simulate with MC. Moreover, the parallel suitability of 1NMC makes it feasible in a reasonable computing time. In this presentation, we explain this algorithm, study its convergence and complexity. We also provide various numerical examples with a dimension bigger than 100 that are executed in few minutes on one Graphics Processing Unit.
Numerical approximation of BSDEs with polynomial growth driver
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Abstract. Backward Stochastic Differential Equations (BSDEs) provide a systematic way to obtain Feynman–Kac formulas for linear as well as nonlinear partial differential equations (PDEs) of parabolic and elliptic type, and the numerical approximation of their solutions thus provide Monte-Carlo methods for PDEs. BSDEs are also used to describe the solution of path-dependent stochastic control problems, and they further arise in many areas of mathematical finance.

In this talk, I will discuss the numerical approximation of BSDEs when the nonlinear driver is not Lipschitz, but instead has polynomial growth and satisfies a monotonicity condition. The time-discretization is a crucial step, as it determines whether the full numerical scheme is stable or not. Unlike for Lipschitz driver, while the implicit Bouchard–Touzi–Zhang scheme is stable, the explicit one is not and explodes in general. I will then present a number of remedies that allow to recover a stable scheme, while benefiting from the reduced computational cost of an explicit scheme. I will also discuss the issue of numerical stability and the qualitative correctness which is enjoyed by both the implicit scheme and the modified explicit schemes. Finally, I will discuss the approximation of the expectations involved in the full numerical scheme, and their analysis when using a quasi-Monte Carlo method.
Abstract. The goal of this work is to parallelise the multistep method for the numerical approximation of the Backward Stochastic Differential Equations (BSDEs) in order to achieve a high accuracy and a reduction of the computation time as well. In the multistep scheme, the computations at each grid point are independent and this fact motivates us to select GPU computing using CUDA. In our investigations we identify performance bottlenecks and apply appropriate optimization techniques for reducing the computation time, using a uniform domain. Finally, various numerical examples including financial applications are provided to demonstrate the achieved acceleration on GPU for solving BSDEs.
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Abstract. This paper considers variable annuity contracts embedded with guaranteed minimum accumulation benefit riders (GMABs) promising the return of the premium paid by the policyholder, or a higher stepped up value at the end of the investment period in the absence of taxation. The valuation framework is presented in partial differential form which is solved for fair fees with the aid of the method of lines algorithm. Two taxation regimes are considered; one where capital gains can offset losses and a second where gains cannot offset losses, reflecting the institutional arrangements in Australia and the U.S., respectively. When capital losses cannot offset gains, the separation between the insurer and policyholder contract valuation curves increases as tax increases, reflective of the increasing value of the contract to the governments. If capital losses can be offset by capital gains, policyholder’s optimal surrender behavior changes to the benefit of the insurer, reducing the insurer liabilities for any fee rate they choose to charge.

1. Introduction. Variable annuities (VAs) are notoriously popular in the US where the net asset value was approximately $1.95 trillion as of March 2018 [2]. On the other hand, there is a very thin market for VAs in Australia, Europe and the rest of the world. The variable annuity market is relatively immature in Australia. In Europe, the VAs’ market was worth 188 billion in 2010 [3]. However, after the Global Financial Crisis, their popularity decreased and various life insurers stopped offering such contracts[7]. In Japan, the VA market grew from a market of less than $1 billion in 2000 to over $50 billion, due to financial deregulation in the late 90s [4]. VAs are among the few assets which grow tax-deferred within the US and Australia.

The greater part of existing literature has focused on risk-neutral valuation of VA contracts using a variety of techniques without considering income and wealth tax. For example, Bauer et. al. (2008) provide a universal pricing framework for various riders embedded in variable annuities using Monte Carlo based algorithms under the geometric brownian motion (GBM) framework[1].

2. Methodology. The GMAB rider discussed in this paper involves a policyholder entering into a VA contract by investing an initial amount $x_0$ into a mutual fund. Upon maturity of the contract, the policyholder is promised the greater of the minimum guarantee, $G$, and the fund value. In order to finance this guarantee, the insurer charges a continuously compounded fee at rate $q$ which is deducted as a percentage of the fund. Assume that the underlying $(S_t)$ follows a standard geometric Brownian
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motion (GBM) under the risk-neutral measure. The VA fund value \(x_v\) evolves according to the following dynamics:

\[ dx_v = (r - q)x_v dt + \sigma x_v dW_v. \]

(1)

Furthermore, although the income of the policyholder is taxable, they are not taxed until early surrender or maturity. This is consistent with the US tax system where such contracts are tax deferred and switching funds is tax free. The taxable income of the policyholder at maturity can be re-written:

\[ \max(G, x_T) - x_0 - C_0 - y(T)_+, \]

(2)

where \(C_0\) is any additional up front cost incurred on top of the premium \(x_0\), \([z]_+ = \max(z, 0)\) and \(y(T)\) is the numerical value of the total fees paid from the fund throughout the life of the contract. This reflects tax system in which the policyholder is only taxed upon withdrawal from the account reflecting its tax-deferred nature of VAs in the US and Australia. Moreover, we assume that the guarantee fees paid constitute the cost base of the product. Hence, we subtract out the fees paid \(y(T)\) for tax calculation purposes. In general, \(y(\nu) = \int_0^\nu q \cdot x(s)ds\) is the cumulative fees paid at time \(\nu\). We assume two tax treatments for losses. The first assumption is that taxable income is nonnegative, that is, capital losses incurred by the VA account cannot be offset by gains from other investments. This is reflective of the tax situation in the US [5]. The case when losses offset gains is considered as an extension that reflects the tax treatment in Australia.

Let \(u^p(x, y, \nu)\) be the value of the GMAB contract for the policyholder where \(x\) represents the fund value, the accumulative fees paid is \(y(\nu) = \int_0^\nu q \cdot x(s)ds\) and the time elapsed since the inception of the contract is \(\nu\). Using hedging arguments and Ito’s Lemma, it can be shown that the value of the contract is the solution to the following partial differential equation:

\[ \frac{1}{2} \sigma^2 x^2 u_{xx} + xq \cdot u_y + (r - q) \cdot xu_x - ru_y - u^p_t = 0. \]

(3)

Note that we applied the transformation \(t = T - \nu\) and \(t\) represents the time to maturity on the contract. The PDE(3) is solved subject to the initial and following boundary conditions:

\[ u^p(x, y, 0) = \max(x, G) - \tau \left[ \max(x, G) - y - x_0 - C_0 \right]_+ \]

(4)

\[ u^p(s(t, y), y, t) = s(t, y) \gamma_t - \tau [s(t, y) \gamma_t - y - x_0 - C_0]_+, \]

(5)

\[ u^p(0, y, t) = (G - \tau [G - y - x_0 - C_0]_+)e^{-rt}, \]

(6)

\[ u^p_y(s(t, y), y, t, \gamma_t) = \gamma_t - \tau \gamma_t I \{ s(t, y) \gamma_t - y - x_0 - C_0 > 0 \}, \]

(7)

where \(\gamma\) is the proportion that the policyholder is allowed to keep subsequent to surrender, \(x_0\) is the initial fund value (that is, the ‘premium’), \(C_0\) is the initial upfront cost, \(\tau\) is the tax rate, \(G\) is the guarantee amount and \(s(t, y)\) is the minimum fund value to trigger surrender, given that there are still \(t\) years to maturity and \(\gamma\) fees have been paid so far. \(s(t, y)\) is a free boundary that must be computed along with the valuation solution \(u\). The first two boundary conditions, Equations (4) and (5), represent the post-tax payoff at maturity or upon surrender, which occurs when the fund value \(x\) exceeds \(s(t, y)\). Equation (6) is the present value of the taxable income at maturity when the fund value is 0 as given by Equation (2). Hence, in this case the guarantee is paid with all certainty and the payoff is deterministic. Also note that it is usually the case that \(G < y + x_0 + C_0\), so there is no tax and the right hand side simplifies to \(Ge^{-rt}\). The final boundary condition, Equation (7), enforces the continuity of \(u^p\) at the free boundary \(x = s(t, y)\).

For the case in which capital losses on the GMAB rider can be used to offset other income sources, as is the case for nonqualified plans in the US and Australian variable annuities. Mathematically, this entails the following replacement

\[ \tau(\gamma x - y - x_0)_+ \rightarrow \tau(\gamma x - y - x_0), \]

\[ ^1\text{We reserve the use of t for the time to maturity and } \tau \text{ for the tax rate. Therefore, we use } \nu \text{ to denote the time elapsed since the inception of contract}. \]
in the boundary conditions (4)-(7). In this case, however, the additional condition at \( y = Y \) will be different as high levels of fees paid do not tend to the no-taxation case. In order to solve the PDE (3) subject to the initial and boundary conditions (4)-(7), we utilise the numerical method of lines algorithm [6].

3. Findings. An insightful way of visualising policyholder surrender behaviour is to plot the surrender boundaries. Figure 1 below illustrates the surrender boundaries under different tax regimes: in the absence of tax, when the tax paid is allowed to be negative (‘offset’) and when the tax paid must always be positive (‘no offset’).

![Figure 1: Impact of tax regime on surrender surface](image)

In Figure 1 we present the surrender boundaries under various tax systems. Due to the fair fee being low for the no offset case, the surrender boundary ends up being much higher than the other two cases, with the exception of the ‘valley of surrender’. In contrast, when offsets are allowed the surrender boundary is monotonically decreasing in \( y \), reflecting the incentive of the policyholder to surrender sooner if they have already paid a large amount of fees since they will be eligible for a large deduction on their taxes.

We adopt an exponential decreasing surrender fee structure such that \( \gamma_t = e^{-\kappa t} \). This parameter \( \kappa \) is also varied in the sensitivity analysis in Table 1 above.

Table 1 demonstrates that when the parameters \( r \) and \( \sigma \) are varied within realistic ranges, there is a significant impact on the fair fees from the policyholder and insurer perspectives. A higher \( r \) is accompanied by a lower fee rate. Since policyholders can obtain a greater return in the risk-free market, they may be less interested to enter the contract for the same level of maturity guarantee. A greater value for the volatility \( \sigma \) also implies an increase in the fair fee, since the guarantee has greater value in a more volatile market.

4. Conclusion. In this paper we have illustrated the impact of different tax systems on policyholder behaviour and the implications for insurers. We have also examined contract values to highlight the
Table 1: Sensitivity analysis: analysis of the impact of $r$, $\sigma$ and $\kappa$ on policyholder ($q^p,^*$) and insurer ($q^i,^*$) fair fees.

<table>
<thead>
<tr>
<th>Losses offset gains</th>
<th>Capital gains only</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma=0.20$, $r=0.03$</td>
<td>$\kappa=0.005$</td>
</tr>
<tr>
<td>$r=0.025$</td>
<td>$q^p,^*$</td>
</tr>
<tr>
<td>$\tau=0$</td>
<td>3.35</td>
</tr>
<tr>
<td>$\tau=0.225$</td>
<td>1.97</td>
</tr>
</tbody>
</table>

impact of various fee rates being charged on the tax revenue that is collected by the government. We presented a method of lines approach that enables us to efficiently determine optimal surrender boundaries, contract values and fair fee rates. A model incorporating taxation is able to more accurately capture policyholder surrender behaviour.

We have formulated the valuation problem of a GMAB contract from the policyholder perspective as a free boundary problem which can be solved using the method of lines. We have used the method of lines to solve the free boundary problem to value the contract from the insurer’s perspective. The corresponding policyholder fair fee and insurer fair fee has also been computed. The numerical results illustrate that $r$, $\sigma$ and $\kappa$ have an impact on optimal surrender. This impact is contingent on how much fees the policyholder has cumulatively paid so far and also on the particular taxation system, such as whether or not capital losses are permitted.
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Abstract. We present HPC.FASSR, a High Performance Computation Fundamental Analysis Stock Screener and Ranker system, build on PyCOMPSs to compare the performance of various supervised learning algorithms like neural networks, random forests, support vectors machines, or AdaBoost, and well-known human expert trader’s criteria for selecting stocks based on fundamental factors. The parallelization of HPC.FASSR with PyCOMPSs allow us to explore a huge number of configurations in a short time. Our experiments are extensive. Here we only report the performance of the machines against the human expert. The best models do exceed the expert; however the expert is able to beat the average model for each class of learning machine. All tests have been executed in MareNostrum 4, the main supercomputer in the Barcelona Supercomputing Center.

1. Data and Methods.

1.1. Overview. The HPC.FASSR system involves the integration of many techniques. Figure 1 shows the pipeline of processing and transforming the data from source to results. This is divided into four major stages. The first stage is responsible for downloading the desired data from the API and merging the financial statements. Next follows the data processing stage where the final datasets are created by joining fundamental indicators, generating the features and targets, computation of z-scores, oversampling to weekly periods, and filtering missing values. At the third stage all models considered are trained with all of their possible parametrizations, and every available dataset. At the fourth stage each trained model is tested simulating a real trading environment.

1.2. Variables and targets. For this study we collected quarterly financial statements and price data from the 505 companies listed in the S&P500 American index. Data were downloaded from the Intrinio platform1. This selection does not include old S&P500 constituents so the results may suffer from survivorship bias. However, as all models are tested with the same dataset, the comparisons among them are valid. From the financial statements we compute the following fundamental indicators to be used by the learning models and the human expert: Earnings per share; Price to Earnings; Price to Book; Price to Revenue; Dividends to price; Dividend payout ratio; Return on Equity; Return on Invested Capital; Return on Assets; Asset turnover; Inventory turnover; Profit margin; Debt ratio; Earnings to Interest Expense; Current Ratio; Revenue; Working Capital; Earnings growth; and Book value per share. If the financial statements of a company in a given quarter lacks any field required to compute a fundamental indicator, the company is removed from that quarter data. This results in an average of 190 companies per period. Since financial statements are available on a quarterly basis, one ends up with a small amount of yearly training samples. To mitigate this problem we applied oversampling as follows. Most

---

1. This selection does not include old S&P500 constituents so the results may suffer from survivorship bias. However, as all models are tested with the same dataset, the comparisons among them are valid.
2. From the financial statements we compute the following fundamental indicators to be used by the learning models and the human expert: Earnings per share; Price to Earnings; Price to Book; Price to Revenue; Dividends to price; Dividend payout ratio; Return on Equity; Return on Invested Capital; Return on Assets; Asset turnover; Inventory turnover; Profit margin; Debt ratio; Earnings to Interest Expense; Current Ratio; Revenue; Working Capital; Earnings growth; and Book value per share. If the financial statements of a company in a given quarter lacks any field required to compute a fundamental indicator, the company is removed from that quarter data. This results in an average of 190 companies per period. Since financial statements are available on a quarterly basis, one ends up with a small amount of yearly training samples. To mitigate this problem we applied oversampling as follows. Most
of the indicators relate fundamental data with stock price, the latter being available on a daily period. Hence, to generate new samples for a given date, we compute the indicator using the previous quarter fundamental data adjusted to the stock price of the given date. For the indicators which are not related to stock price (e.g., revenue) we use the latest available value.

Targets: For regression we used the simple return, i.e. \( y_{i,s} = \frac{r_{i,s}}{r_{i-1,s}} \). For classification we categorized the returns into long, neutral, short. The thresholds used were ±3%. Stocks with a return higher than 1.03 are labelled as long, stocks with a return under 0.97 are labelled as short, the rest as neutral.

1.3. Forecasting models. We used scikit-learn\(^2\) implementations of the most popular machine learning predictors in literature: Neural Networks, Support Vector Machines, Random Forests, and AdaBoost. The system is designed to work with models that follow scikit-learn model’s API so users can integrate their custom models by just implementing the common interface. Moreover, the system supports models that can run in more than one CPU. Using the standard scikit-learn \( n\_jobs \) parameter and PyCOMPSs \@constraint decorator, a model can be trained with any desired number of CPUs. This highly increases the performance of embarrassingly parallel models like random forests.

The human expertise criteria that we programmed as a rule-based decision algorithm, and that is to compete against the above classifiers, is that of famous value investor Benjamin Graham. His rules for selecting value stocks, updated for inflation to present time, are the following (see [1, §6.2] for details):

- the company should have at least USD 1.5B in revenues;
- a 2-to-1 assets to liability ratio;
- positive earnings in each of the past ten years;
- uninterrupted payment of dividends;
- a 3% of annual average growth in earnings;
- moderate P/E and P/B ratios.

1.4. Experimental set-up and evaluation. We have evaluated the performance of all models taking long-short positions, trading every month, quarter, semester or year, through different regimes, and with different trading strategies. Additionally we considered training with information normalised as z-scores grouped by industry, and with either one or two years of training data. We also evaluate the parallelization performance by running the experiments with different amounts of computing resources.

To evaluate the performance of the models, the trading module simulates a paper trading environment to do backtesting. Essentially, the trading time interval is divided into trading sessions. Figure 2 shows the execution flow of a single trading session. For each trading session, we apply the model to the input data to obtain a set of next period return predictions. For regressors each prediction is converted through a selection function to the class of investment position for the stock according to a fixed threshold value

\(^2\)https://scikit-learn.org/stable/
Figure 2: Example of a single iteration of the trading evaluation. This process is repeated for each trading session and the final portfolio and available money are used as input for the next.

for the expected return: long position when the predicted return is over 3%, short when predicted return is less than -3%, and neutral otherwise. For classifiers the positions are given by the prediction. The last step it to create a new portfolio using a trading strategy. The trading strategy takes as input the long-short recommendations, the previous portfolio, and the available money to decide which old positions should be closed and which new ones should be bought. After evaluating all models, we choose the best one according to a desired target metric. Some target metric examples are: the total profits, the average invested money, or a combination of them with the execution time (if we want a trade-off between accuracy and performance). All the performance tests have been executed in the MareNostrum 4 supercomputer. MareNostrum 4 has 3456 computing nodes housing a total of 165,888 cores, 390 Terabytes of main memory, and a peak performance of eleven thousand trillion operations per second (11.5 Petaflops).

1.5. PyCOMPSs. PyCOMPSs [2] is a framework aimed to ease the development of parallel and distributed Python applications. The main purpose is to abstract users from both the infrastructure management and the data handling. PyCOMPSs is composed of two main parts: the programming model and the runtime.

1.5.1. Programming model. PyCOMPSs offers a sequential programming model paradigm where users only need to indicate which parts of the code can be executed in a distributed fashion.

To indicate which parts of the code execution can be distributed, PyCOMPSs takes advantage of the python function decorators. The basic PyCOMPSs decorator is @task() and it states that a given function should be treated as a task, the basic distributed execution block. In HPC.FASSR, each training and evaluation of a model is run as task. Tasks are run distributed and their parameters need to be instrumented to transfer both inputs and outputs between the nodes. All the inputs and outputs of tasks are placeholders to allow them to run asynchronously while the main code continues to be executed. PyCOMPSs offers many advanced functionalities, one of them, the @constraint() decorator, allows to specify hardware constraints at task-level (e.g., required CPUs to run a task).

1.5.2. Runtime. The PyCOMPSs framework is mostly a set of bindings to interact with the java runtime. The runtime has two main responsibilities: tasks’ dependency analysis and scheduling, and resources and data management. To execute the functions decorated as tasks in distributed the runtime needs to find the data dependencies between them. That information is then used to build a task dependencies graph which determines the order of the execution. Once tasks are free of dependencies in the graph, they are scheduled to be executed in some of the available computing resources.

With respect to the resources management, the runtime follows a master-worker paradigm. All available computing resources are represented uniformly as workers. The master node is responsible of executing the main code. When a task is called, the master schedules its execution (following the dependencies graph) to a given worker, transfers its required input, and, once it is completed, gathers its outputs, if any. Thanks to the pluggable connectors PyCOMPSs code is infrastructure-agnostic and
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Figure 3: Comparison of Graham criteria and the best learning models. The values are the total USD at each time step (invested + free cash) per model.

Figure 4: Boxplot of the total returns of different parametrizations grouped by model.

can be run in a wide number of platforms without requiring any change (e.g. clouds, cluster and grid nodes, or docker/singularity containers).

2. Experimental Results. Here we only have space for reporting our experiments comparing the Graham criteria performance against all ML models. Graham’s criteria only applies long positions; so, in order to make the comparison fair, the ML models considered are restricted to trade only long positions. For this report we have trained around fifty thousand models, Figure 3 shows the returns evolution of the best combinations of parameters/dataset per machine model and Graham. Figure 4 shows box plots of the average return of all tested trading periods and parametrizations for each machine model and the Graham model. On the HPC side, we evaluated the scalability of HPC.FASSR running it with 1 node (48 CPUs) to 16 nodes (768 CPUs) and training an evaluating a test set of 1743 models, achieving a final speedup of x1.8, and training up to 800 models per minute.

As a general conclusion we note that not any model can beat Graham criteria, and in order for the automaton to beat the consistent gains obtained by following this expert advice, one has to make high investments in computational resources.
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Abstract. We analyse in this work the performance of four popular implementations of stop-loss rules (fixed percentage barrier, average true range, relative strength index, triple moving average crossover) applied to asset prices whose returns are modelled with consideration of overnight gaps and acute momentary price drops (flash crashes). For this analysis we consider different models of asset returns: random walk, autoregressive and regime-switching models. As a general conclusion we find that, even when including overnight gaps and flash crashes in our price models, in rising markets stop-loss rules improve the expected risk-adjusted return according to most metrics, while improving absolute expected return in falling markets. Furthermore, we find that the fixed percentage stop-loss rule may be, in risk-adjusted terms, the most powerful among the rules that this work considers.

1. Introduction. A stop-loss order is an order an investor may place so that her position is liquidated the moment a certain pre-specified condition (set according to a stop-loss rule) is met by market dynamics. The purpose of setting a stop-loss is to cut losses and consolidate gains, being this a most basic yet popular tool for risk management.

Several researchers have looked at the problem of discerning the effectiveness of stop-loss orders in various contexts, see for instance [1], [3], [4], [5]. None of these works, and others that we surveyed, considers the oftentimes observed large variation in the price across non trading hours. This clearly affects the correct triggering of a stop-loss rule due to the by-passing of the established stopping-time. The present work contributes to the analysis of the value of stop-loss rules in various novel aspects. First, given that an accurate assessment of the value of stop-loss rules requires full consideration of the real behavior of asset returns, we take into consideration two important anomalies: 1) overnight gaps in prices (jumps from the Closing price of one day to the Open price of next trading day) as an additional feature that we include in the implementation of various well-accepted models for the behavior of asset prices; 2) flash crashes, an extreme market event that consists in a sharp price drop caused by a variety of non-fundamental reasons that is offset in the next minutes or hours.

2. Stop-loss rule and stop-loss policy. Given an asset $A$, we consider a stop-loss rule as a decision criterion $SL_t$ on the price history of $A$ such that at every time $t$ it takes the value 0 if the criterion is not satisfied or 1 otherwise. We denote by $\nu(SL_t)$ the value (0 or 1) of $SL_t$. Then, given a time horizon $T$ and an initial time instant $t_0 < T$ at which we buy a risky asset $A$, a stop-loss policy is a risk management measure that depending on the value of a stop-loss rule it signals to exit the investment at a certain time $t$, $t_0 \leq t \leq T$, where then we shall sell all of our holdings in $A$ and use the proceeds to go long on a risk-free asset $F$ up until time $T$.
In our experiments the risk-free asset $F$ is a AAA government bond, e.g., a 1-year U.S. government bond. As in [4], in our models we assume that the returns $\{r_t\}$ of the risky asset $A$ satisfy: The expected return $\mu$ of $A$ is greater than the risk-free rate $r_f$, and let $\pi := \mu - r_f > 0$ denote the risk premium of $A$. This property simply excludes the perverse case where the stop-loss policy adds value just because the risk-free asset that the investor transfers the capital to has a higher expected return than $A$. In our models we ensure this property holds by setting: i) the risk-free rate to the historical mean return of a 1-year U.S. government bond, which, during the period 1990-2017 has been 3.17%; ii) the expected return of our hypothetical asset is set to the average return of the NYSE during the same period (1990-2017), which is 6.14%. Assuming compounding, this implies an hourly return of 3.942924 $\times 10^{-5}$.

In our study we implement and analyze the performance of the following four stop-loss rules ($SL_t$):

**Fixed percentage barrier (%)**: $SL_t := P_t < P_{t-1}^{max}(1 - a)$, where $P_{t-1}^{max}$ is the highest price achieved until time $t-1$ and the positive quantity $a \cdot 100\%$ is the maximum percentage of that price $P_{t-1}^{max}$ that the investor is willing to lose in its position. Note that this corresponds to a mobile support barrier common among practitioners. The value of $a$ can be adjusted from historical data or be given a constant value based on a certain risk profile.

**Average True Range (ATR)**: $SL_t := P_t < P_{t-1} - \alpha ATR_d$, where $\alpha \in [1.5, 3], d \leq t$ and $ATR_d$ is a crude estimation of daily historical volatility in the recent past $ATR_d := \frac{1}{N} \sum_{i=0}^{N} T\bar{R}_{d-i}$, with $T\bar{R}_d := \max\{High_d - Low_d, High_d - Close_{d-1}, Close_{d-1} - Low_d\}$, $High_d$, $Low_d$ and $Close_d$ are the maximum, minimum and closing price at time $d$, and a typical value for $N$ is 14 days. Note that whilst $ATR_d$ is measured on a daily basis, $SL_t$ can be hourly or follow other higher time frequency.

**Relative Strength Index (RSI)**: The RSI is a momentum indicator that compares the magnitude of an asset’s recent gains and losses over a specified time period. It is defined as $RSI_t(w) := 100 \times \frac{100}{1 + RS(w)_t}$, where $RS(w)_t$ is the average gain of up periods divided by the average loss of down periods, during the specified time window of $w$ (usually in between 7 to 14 trading sessions). In this case the stop-loss rule is: $SL_t := RSI_t(w) \geq 70$.

**Triple Moving Average crossover (MA)**: A MA of $p$ periods is defined as $MA(p) := \frac{1}{p} \sum_{i=0}^{p-1} C_{t-i}$, where $C_t$ is the asset’s closing price at session $t$. The stop-loss rule in this case reads, for $a = 5$, $b = 20$ and $c = 70$, $SL_t := MA(a) < MA(b) \wedge MA(b) < MA(c)$. That is, the stop-loss rule at any time $t$ is given by two events that must take place simultaneously: the 5-periods MA is below the 20-periods MA, and the latter is in turn below the 70-periods MA.

2.1. **Performance metrics.** We will assess the impact of a stop-loss policy on investment performance with five metrics (the last two are new contributions): Expected return; Sharpe Ratio ($SR$); Sortino Ratio ($SOR$); Return-VaR ratio ($RVaR$, which is defined as the median return, in excess of the risk-free rate, divided by the median return minus the 1-year 5% VaR); Return-ES ratio ($RES$, defined as the median return, in excess of the risk-free rate, divided by the median return minus the 1-year 5% Expected Shortfall).

3. **Models of asset prices with overnight gap and flash crash.** The parameter estimation of our models are based on the following set of 30 NYSE stocks among the most liquid by 2017: (BAC, GE, PFE, S, F, C, T, JPM, WFC, HPQ, KO, AMD, MRK, XOM, JCP, ABX, RAD, GLW, VZ, JNJ, AIG, PG, DIS, HAL, XRX, KEY, BMY, SCHW, ABT, MO). We simulate hourly quotes (high-frequency modelling) running through several days, so can be affected by overnight gaps.

An overnight gap is defined as the difference between the Open price at day $t$, and the Close price at day $t-1$. Using our empirical data on 204,120 gaps (27 years worth of data on the 30 NYSE stocks), we find that the average gap is about 1.000463 (i.e. +0.0463%), and on average, gaps of any size above
a minimum threshold of 0.1% happen around 77.93% of the days. This is the frequency we used in our simulations. We modeled overnight gaps as a Weibull random variable. By considering overnight gaps we obtain a more reliable assessment of stop-loss performance.

A flash crash is a rapid, deep, and volatile fall in the price of a security, followed by a rebound, occurring within an extremely short period of time. A flash crash is modeled as a Bernoulli random variable with probability 0.05% per trading hour, which yields an expected number of such crashes of about one per year, and the magnitude of the flash crash (conditional on its occurrence), we model as a uniform random variable in the interval 5% - 35%. These values are in line with the flash crash episodes observed in the last decade.

These two important anomalies which clearly affect the performance of stop loss rules are incorporated to our price models. We consider the three most accepted models for risky asset’s returns in the literature about analysis of stop-loss rules [4, 5]. These are: random walk (with returns following a Generalized Normal distribution (GED)), ARMA model, and regime-switching (RS) model. We use a GARCH(1, 1) to model the volatility of returns. For the simulations, we consider hourly quotes from March 13 to March 24 2017 (both included), for each of the 30 stocks, which equates to 2070 hourly returns.

4. Experimental Results. We run Monte Carlo simulations, based on 5,000 repetitions for each stop-loss rule. Because we repeat each set of simulations 50 times, we are able to use the Welch’s t-test to assess the statistical significance of the difference in mean values that the stop-loss rules provide compared to Buy-and-Hold. We use the following notation to denote statistical significance: ns: p-value \( \geq 0.05 \), *: \( 0.01 \leq \text{p-value} < 0.05 \), **: \( 0.001 \leq \text{p-value} < 0.01 \), ***: \( \text{p-value} < 0.001 \).

Tables 1, 2, 3 and 4 show the out-of-sample results for the fixed percentage stop-loss rule, comparing stop-loss performance both without, with overnight gaps and further with flash crash, and for the MA crossover rule considering models with gaps and flash crashes (the results for the other two rules, RSI and ATR, are left out of this report).

As a general conclusion, both in the models without and with gap, we observe that all stop-loss rules provide a higher risk-adjusted return than Buy-and-Hold (B&H). The results are particularly remarkable for the fixed percentage rule with returns following a Regime-Switching (RS) model with gap, but no flash crash (Table 2): Sharpe Ratio is approximately multiplied by a factor of three, Sortino is multiplied by eight, while RVaR and RES are roughly multiplied by seven. The MA crossover-based stop-loss rule (Table 4) shows to be robust to flash crashes, which is an intuitive result, as a momentary sharp (yet realistic) price drop is unlikely to trigger the crossing of the short, medium and long-term moving averages. The RSI rule also showed to be robust to flash crashes (not shown here). Further we note that the usefulness of each stop-loss rule is apparent in all the considered models for returns. For further details see the extended version of our work [2].
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## Models with overnight gap and flash crash to test stop-loss rules

### Table 1: Fixed percentage SL, without gap: Simulation results

<table>
<thead>
<tr>
<th>Strategy-Model</th>
<th>$\mathbb{E}[r]$</th>
<th>Sharpe</th>
<th>Sortino</th>
<th>RVaR</th>
<th>RES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL - GED</td>
<td>4.57%</td>
<td>0.81</td>
<td>2.02</td>
<td>0.85</td>
<td>0.75</td>
</tr>
<tr>
<td>B&amp;H - GED</td>
<td>7.09%</td>
<td>0.32</td>
<td>0.16</td>
<td>0.16</td>
<td>0.14</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.52% ns</td>
<td>+0.49***</td>
<td>+1.86***</td>
<td>+0.69***</td>
<td>+0.61***</td>
</tr>
<tr>
<td>SL - ARMA</td>
<td>4.51%</td>
<td>0.82</td>
<td>2.09</td>
<td>0.86</td>
<td>0.76</td>
</tr>
<tr>
<td>B&amp;H - ARMA</td>
<td>6.82%</td>
<td>0.34</td>
<td>0.17</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.31% ns</td>
<td>+0.48***</td>
<td>+1.92***</td>
<td>+0.68***</td>
<td>+0.61***</td>
</tr>
<tr>
<td>SL - RS</td>
<td>3.66%</td>
<td>0.82</td>
<td>3.20</td>
<td>0.88</td>
<td>0.80</td>
</tr>
<tr>
<td>B&amp;H - RS</td>
<td>6.26%</td>
<td>0.29</td>
<td>0.18</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.6% ns</td>
<td>+0.53***</td>
<td>+3.02***</td>
<td>+0.74***</td>
<td>+0.68***</td>
</tr>
</tbody>
</table>

### Table 2: Fixed percentage SL, with gap: Simulation results

<table>
<thead>
<tr>
<th>Strategy-Model</th>
<th>$\mathbb{E}[r]$</th>
<th>Sharpe</th>
<th>Sortino</th>
<th>RVaR</th>
<th>RES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL - GEDgap</td>
<td>4.04%</td>
<td>0.81</td>
<td>1.23</td>
<td>0.84</td>
<td>0.69</td>
</tr>
<tr>
<td>B&amp;H - GEDgap</td>
<td>5.01%</td>
<td>0.29</td>
<td>0.13</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.97% ns</td>
<td>+0.52***</td>
<td>+1.1***</td>
<td>+0.69***</td>
<td>+0.57***</td>
</tr>
<tr>
<td>SL - ARMAgap</td>
<td>4.06%</td>
<td>0.81</td>
<td>1.21</td>
<td>0.83</td>
<td>0.69</td>
</tr>
<tr>
<td>B&amp;H - ARMAgap</td>
<td>4.93%</td>
<td>0.30</td>
<td>0.13</td>
<td>0.16</td>
<td>0.13</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.87% ns</td>
<td>+0.51***</td>
<td>+1.08***</td>
<td>+0.67***</td>
<td>+0.56***</td>
</tr>
<tr>
<td>SL - RSgap</td>
<td>3.99%</td>
<td>0.80</td>
<td>1.02</td>
<td>0.84</td>
<td>0.72</td>
</tr>
<tr>
<td>B&amp;H - RSgap</td>
<td>5.93%</td>
<td>0.26</td>
<td>0.13</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Difference</td>
<td>-1.94% ns</td>
<td>+0.54***</td>
<td>+0.89***</td>
<td>+0.73***</td>
<td>+0.63***</td>
</tr>
</tbody>
</table>

### Table 3: Fixed percentage SL, with gap and flash crash: Simulation results

<table>
<thead>
<tr>
<th>Strategy-Model</th>
<th>$\mathbb{E}[r]$</th>
<th>Sharpe</th>
<th>Sortino</th>
<th>RVaR</th>
<th>RES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL - GEDcrash</td>
<td>2.34%</td>
<td>0.41</td>
<td>0.07</td>
<td>0.57</td>
<td>0.12</td>
</tr>
<tr>
<td>B&amp;H - GEDcrash</td>
<td>5.03%</td>
<td>0.29</td>
<td>0.12</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.69% *</td>
<td>+0.12*</td>
<td>-0.05 ns</td>
<td>+0.42***</td>
<td>+0.00 ns</td>
</tr>
<tr>
<td>SL - ARMACrash</td>
<td>4.27%</td>
<td>0.39</td>
<td>0.07</td>
<td>0.55</td>
<td>0.11</td>
</tr>
<tr>
<td>B&amp;H - ARMACrash</td>
<td>4.90%</td>
<td>0.39</td>
<td>0.13</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.63% ns</td>
<td>+0.1 ns</td>
<td>-0.06 ns</td>
<td>+0.39***</td>
<td>-0.01 ns</td>
</tr>
<tr>
<td>SL - RScrash</td>
<td>2.70%</td>
<td>0.52</td>
<td>0.07</td>
<td>0.74</td>
<td>0.18</td>
</tr>
<tr>
<td>B&amp;H - RScrash</td>
<td>5.54%</td>
<td>0.24</td>
<td>0.11</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>Difference</td>
<td>-2.84% *</td>
<td>+0.28***</td>
<td>-0.04 ns</td>
<td>+0.64***</td>
<td>+0.09*</td>
</tr>
</tbody>
</table>

### Table 4: MA crossover-based SL, with gap and flash crash: Simulation results

<table>
<thead>
<tr>
<th>Strategy-Model</th>
<th>$\mathbb{E}[r]$</th>
<th>Sharpe</th>
<th>Sortino</th>
<th>RVaR</th>
<th>RES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL - GEDcrash</td>
<td>4.27%</td>
<td>0.31</td>
<td>0.11</td>
<td>0.16</td>
<td>0.13</td>
</tr>
<tr>
<td>B&amp;H - GEDcrash</td>
<td>4.95%</td>
<td>0.29</td>
<td>0.12</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.68% ns</td>
<td>+0.02 ns</td>
<td>-0.01 ns</td>
<td>+0.01 ns</td>
<td>+0.01 ns</td>
</tr>
<tr>
<td>SL - ARMACrash</td>
<td>4.24%</td>
<td>0.32</td>
<td>0.10</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>B&amp;H - ARMACrash</td>
<td>4.96%</td>
<td>0.30</td>
<td>0.12</td>
<td>0.16</td>
<td>0.13</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.72% ns</td>
<td>+0.02 ns</td>
<td>-0.02 ns</td>
<td>+0.01 ns</td>
<td>+0.00 ns</td>
</tr>
<tr>
<td>SL - RScrash</td>
<td>4.74%</td>
<td>0.26</td>
<td>0.10</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>B&amp;H - RScrash</td>
<td>5.62%</td>
<td>0.25</td>
<td>0.11</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.88% ns</td>
<td>+0.01 ns</td>
<td>-0.01 ns</td>
<td>+0.01 ns</td>
<td>+0.00 ns</td>
</tr>
</tbody>
</table>
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Abstract. The rough Bergomi (rBergomi) model, introduced recently in [1], is a promising rough volatility model in quantitative finance. This new model exhibits consistent results with the empirical fact of implied volatility surfaces being essentially time-invariant. This model also has the ability to capture the term structure of skew observed in equity markets. In the absence of analytical European option pricing methods for the model, and due to the non-Markovian nature of the fractional driver, the prevalent option is to use Monte Carlo (MC) simulation for pricing. Despite recent advances in the MC method in this context, pricing under the rBergomi model is still a time-consuming task. To overcome this issue, we design a novel, alternative, hierarchical approach, based on adaptive sparse grids quadrature, specifically using the same construction as multi-index stochastic collocation (MISC) [2], coupled with Brownian bridge construction and Richardson extrapolation. By uncovering the available regularity, our hierarchical method demonstrates substantial computational gains with respect to the standard MC method, when reaching a sufficiently small error tolerance in the price estimates across different parameter constellations, even for very small values of the Hurst parameter. Our work opens a new research direction in this field, i.e. to investigate the performance of methods other than Monte Carlo for pricing and calibrating under the rBergomi model.
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Abstract. We re-examine optimal insurance in a Merton-type setting when life insurance and/or life annuities carry loads. Previous contributions incorporate a parameter corresponding to the bid price of life insurance but overlook incorporating a parameter corresponding to the ask price; we rectify this omission. If the bid-ask spread is positive, nonparticipation in the market for life-contingent insurance is optimal during two positive intervals, one in midlife and the other at the end of life’s maximal span.

1. Introduction. We re-examine optimal insurance when life insurance and/or life annuities carry loads. Richard (1975) and Pliska and Ye (2007) are the two classic contributions to this line of research. They extend the Merton portfolio model of an investor’s life cycle by exploiting the insight that a long position in life insurance is effectively a short position in life annuities, and vice versa.

The Richard-Pliska-Ye model implies that optimal participation in the market for life-contingent insurance is continuous (i.e. lifelong) even if insurance loads are heavy and the investor is close to being risk neutral. We find instead that a positive bid-ask spread induces two intervals during which the investor sits on the sidelines of the market for life-contingent insurance, one in midlife and the other at the end of life’s maximal span. The intuition for the midlife nonparticipation interval is that self-insurance is a better deal for a time than either life insurance or life annuities. In the case of the late-life interval, once you confidently expect to live only for a few more years you become increasingly less inclined to buy a loaded life annuity to avoid the risk of outliving your resources, assuming you have a bequest motive.

2. Model. Following Richard (1975) and Pliska and Ye (2007), among others, we assume a fixed planning horizon $T$, which can be interpreted as the maximum possible span over which an investor could conceivably consume and earn a wage. An investor alive at time $t$ has a random lifespan $\tau$, $0 \leq \tau < \infty$, with a probability density function $f(t)$. The investor’s wage is a general deterministic process $y(t) \geq 0$, $0 \leq t \leq T$. To highlight the implications of introducing an ask price for life insurance, we abstract from risky investments, in line with Pliska and Ye (2007) but departing from Richard (1975), Ye (2008), Aase (2017) and many other contributions. The investor’s wealth constraint is

$$dx(t) = rx(t) dt - c(t) dt - p(t) dt + y(t) dt$$

(1)

where the new variables are financial wealth $x(t)$, consumption $c(t)$, and wage $y(t)$, where $t \leq \min[\tau, T]$. The investor’s legacy when she dies at time $t = \tau$ is

$$z(t) = x(t) + \frac{p(t)}{\eta(t)} = \begin{cases} x(t) \\ x(t) + \frac{p(t)}{\phi(t)} \end{cases}$$

(2)
Optimal life-contingent insurance under bid-ask spreads

according to whether she is long, not invested or short in life insurance.

For simplicity, and following part of Richard (1975), most of Pliska and Ye (2007), and many other contributions, we assume constant relative risk aversion (the penultimate section specializes further, to log utility). Maximum expected utility over the set of admissible consumption and insurance policies is

\[ V(x, 0) \equiv \sup_{c, p} \mathbb{E}_{0, x(0)} \left[ \int_0^{T_\Lambda} e^{-\rho t} \frac{c(t)}{\gamma} dt + e^{-\rho \tau} \frac{z(t)}{\gamma} 1_{\{\tau \leq T\}} + e^{-\rho T} \frac{x(T)}{\gamma} 1_{\{\tau > T\}} \right] \]  

(3)

where the new variables are the expectations operator \( \mathbb{E} \), utility-function curvature parameter \( \gamma < 1 \), and rate of time preference \( \rho > 0 \). By a standard argument, the value function can be restated as one with a non-random terminal time \( T \):

\[ J(x(t); c, p) = \int_t^T \left[ f(s, t) e^{-\rho s} \frac{z(s)}{\gamma} + \bar{F}(s, t) e^{-\rho s} \frac{c(s)}{\gamma} \right] ds + \bar{F}(T, t) e^{-\rho T} \frac{x(T)}{\gamma} , \]  

(4)

where \( f(s, t) \) is the probability density for death at time \( s \) conditional upon surviving at time \( t \leq s \), and \( \bar{F}(s, t) \) is the probability for survival at time \( s \) conditional upon survival at time \( t \leq s \). These probabilities are related to \( \lambda(t) \) by

\[
\begin{aligned}
    f(s, t) &= \frac{f(s)}{F(t)} = \lambda(s) \exp \left\{ - \int_t^T \lambda(u) \, du \right\} , \\
    \bar{F}(s, t) &= \frac{\bar{F}(s)}{F(t)} = \exp \left\{ - \int_t^s \lambda(u) \, du \right\} .
\end{aligned}
\]  

(5)

We solve this model piecewise, using dynamic programming to obtain solutions for the insured intervals. However, that method appears not to work for the nonparticipation intervals, so we turn to the martingale method for them.
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Abstract. In this presentation we study the loss surface of neural networks for noisy time series forecasting. We aim to gain insight into the effects of deep versus wide networks on the loss surface and the structure of the critical points. In extrapolation problems for noisy time series, neural networks, due to their overparametrization, tend to overfit and the behavior of the model on the training data does not measure accurately the behaviour on unseen data due to e.g. changing underlying factors in the time series. Avoiding overfitting and finding a pattern in the data that persists for a longer period of time can thus be very challenging. In this talk we quantify what the neural network has learned using the structure of the loss surface of multi-layer neural networks. We study the role that the optimization method plays in the generalisation capabilities and gain insight into which minima are able to generalise well based on the spectrum of the Hessian matrix and the smoothness of the learned function with respect to the input. Based on the structure of the time series we quantify how to make the trade-off between the complexity of the learned function and the ability of the function to fit the data well so that the network can generalise well.
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Abstract. Answering a major demand in modern credit risk management, we propose a Bayesian nonparametric survival approach for the modeling of the recovery rates and the recovery times of a portfolio of defaulted exposures, whose recovery trajectories are assumed exchangeable [1].

The model we introduce is called Recovery Reinforced Urn Process (R-RUP), and it represents a special type of a more general class of combinatorial stochastic processes [2]. A R-RUP \( \{X_n\}_{n \geq 0} \) is characterized by the following elements:

- A countable state space \( S = N_0 \times \{0, 1, ..., m\} \), containing all the couples \( (t, l) \) of recovery times \( t \) and recovery levels \( l \) the process \( \{X_n\} \) can visit with positive probability. Levels \( 0 \) to \( m - 1 \) are a discretization of the recovery rates from 0\% to 100\%, while level \( m \) represents the termination level.

- On every element \( s \in S \) is centered a Pólya urn [3], containing balls of colors belonging to a set \( C = \{c_0, c_1, ..., c_m\} \). Each color from \( c_0 \) to \( c_m \) corresponds to a given recovery level, as if we color them. Every urn can have a different composition, with some colors missing, but we assume that no empty urn exists.

- A law of motion \( q: S \times C \to S \) indicating how the sampling of the different urns drives the process \( \{X_n\} \). In particular, we assume:
  - \( q((t, l), c_i) = (t + 1, l) \), for \( i \leq l \leq m \). In words: if, from the urn centered in \( (t, l) \), we extract a ball whose color corresponds to level \( l \) or lower, the process moves to the next time unit \( t + 1 \), but stays at the same recovery level \( l \). From \( (t, l) \) we move to \( (t + 1, l) \).
  - \( q((t, l), c_i) = (0, i) \), for \( l < i \leq m \). The process jumps to level \( i > l \) while time is reset to 0. Resetting time at every jump helps in counting the time units the R-RUP spends in each recovery level it visits.
  - \( q((1, m), c_m) = (0, 0) \). The process \( \{X_n\} \) can stay in level \( m \) only for one time unit, after which it reaches \( (1, m) \) and it is reset to \( (0, 0) \). This last movement allows us to define a recurrent R-RUP, which fully exploits the reinforcement mechanism of Pólya urns (and the embedded learning).

Without any loss of generality, fix an initial state \( s_0 \). A R-RUP \( \{X_n\} \) on \( S \) with initial state \( s_0 = (0, 0) \) is defined recursively as follows: set \( X_0 = s_0 \), and for all \( n \geq 1 \), if \( X_{n-1} = s_{n-1} \in S \), sample a ball from the urn \( U(s_{n-1}) \) associated with \( s_{n-1} \). Now, register the color of the ball, say \( c \in C \), put it back in \( U(s_{n-1}) \), and Pólya-reinforce the urn with \( r > 0 \) balls of the same color. This increases the probability of picking again that color in the future, if the urn is sampled again: the higher \( r \) the stronger the update. Finally, using the rule of motion \( q \), set \( X_n = q(s_{n-1}, c) \). The sequence \( \{X_n\} \) is a recovery reinforced urn process with initial state \( s_0 \) and reinforcement \( r \). A R-RUP is thus a reinforced random walk on a state space of Pólya urns.

It can be shown that the R-RUP generates a mixture of semi-Markov chains, whose mixing (de Finetti) measure is a special random distribution, named beta-Stacy Dirichlet. We study the properties of such a process, showing for instance its conjugacy, something that proves extremely useful in applications, and in Bayesian prediction.

Our model has several advantages. First, it allows for the elicitation and exploitation of prior knowledge and experts’ judgements (via the urns’ compositions), and for the constant update of this
information over time, as soon as new data become available (via the Pólya-reinforcement). The possibility of using an a priori is a great advantage in a field, credit risk management, in which there are often data problems, which only the knowledge and intuition of trained experts can try to compensate. Second, the model is able to deal with right-censored observations, a common problem in recovery modeling. Third, being a Bayesian model, our construction easily allows for prediction about new observations and trajectories, given the available information and the a priori. Finally, the semi-Markovianity embedded in our model guarantees more flexibility in applications, with respect to the usual approaches in the literature.
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Abstract. We propose an alternative approach to the modeling of the positive dependence between the probability of default and the loss given default in a portfolio of exposures, using a bivariate urn process. The model combines the power of Bayesian nonparametrics and statistical learning, allowing for the elicitation and the exploitation of experts’ judgements, and for the constant update of this information over time, every time new data is available.

A real-world application on mortgages is described using the Single Family Loan-Level Dataset by FreddieMac.

1. Introduction.

The ambition of this paper is to present a new way of modeling the empirically-verified positive dependence between the Probability of Default (PD) and the Loss Given Default (LGD) using a Bayesian nonparametric approach, based on urns and beta-Stacy processes [19]. The model is able to learn from the data and it improves its performances over time, compatibly with the machine learning paradigm. Similarly to the recent construction of [8] for recovery times, this learning ability is mainly due to the underlying urn model.

The PD and the LGD are two fundamental quantities in modern credit risk management. The PD of a counterparty indicates the likelihood that that counterparty will default and thus not be able to fulfil its debt obligations. The LGD represents the percent loss, in terms of the notional value of the exposure, known as the Exposure-at-Default or EAD, one actually experiences when a counterparty defaults and every possible recovery process is over. Within the Basel framework [4, 6], a set of international standards developed by the Basel Committee on Banking Supervision to harmonize the banking sector and improve the way banks manage risk, the PD and the LGD are considered pivotal risk parameters for the quantification of the minimum capital requirements for credit risk. In particular, under the so-called Internal Rating-Based (IRB) approaches, both the PD and the LGD are inputs of the main formulas for the computation of the risk-weighted assets [5].

Surprisingly, in most theoretical models, and most of all in the formulas suggested by the BCBS, the PD and the LGD are assumed to be independent, even though several empirical studies have shown that there is a non-negligible positive dependence between them [1, 16, 21]. Borrowing from the terminology developed in the field of credit valuation adjustment (CVA) [14], this dependence is often referred to as wrong-way risk (WWR). Simply put, WWR is the risk that the possible loss generated by a counterparty increases with the deterioration of its creditworthiness. Ignoring this WWR can easily lead to an unreliable estimation of credit risk for a given counterparty [21].

The link between the probability of default and the loss given default is particularly important when dealing with mortgages, as shown by the 2007-2008 financial crisis, which was triggered by an avalanche of defaults in the US subprime mortgage market [12], with a consequent drop in estate prices, and thus in the recovery rates of the defaulted exposures [14]. The financial crisis was therefore one of the main drivers for the rising interest in the joint modeling of PD and LGD, something long ignored both in the academia and in the practice—including regulators.
Our contribution to this open problem is represented by the present paper, which finds its roots in the recent literature about the use of urn models in credit risk management [3, 9, 18, 8]. A real-world application in the field of mortgages is provided.

2. Model. The model we propose is based on powerful tools of Bayesian nonparametrics, like the beta-Stacy process of [19] and Reinforced Urn Processes (RUP) [17].

Consider a portfolio \( P \) containing \( m \) exposures. For \( i = 1, \ldots, m \), let \( X_i \) and \( Y_i \) represent the PD, respectively the LGD, of the \( i \)-th counterparty, when discretised and transformed into levels, in a way similar to what [8] propose in their work. In other terms, one can split the PD and the LGD into \( l = 0, \ldots, L \) levels, such that for example \( l = 0 \) indicates a PD or LGD of 0%, \( l_1 \) something between 0% and 5%, \( l = 2 \) a quantity in (5%, 17%), and so on until the last level \( L \). The levels do not need to correspond to equally spaced intervals, and this gives flexibility to the modeling. Clearly, the larger \( L \) the finer the partition we obtain (more details in the full paper).

Let \( \{A_i\}_{i=1}^m \), \( \{B_i\}_{i=1}^m \) and \( \{C_i\}_{i=1}^m \) be three independent LS sequences generated by three independent two-color RUPs \( \{Z^A_i\}_{j \geq 0}, \{Z^B_i\}_{j \geq 0}, \{Z^C_i\}_{j \geq 0} \). As we know, the sequence \( \{A_i\}_{i=1}^m \) is exchangeable, and its de Finetti measure is a beta-Stacy process \( F_A \) of parameters \( \{\alpha^A_j, \beta^A_j\}_{j \in \mathbb{N}_0} \). Similarly, for \( \{B_i\}_{i=1}^m \) and \( \{C_i\}_{i=1}^m \) we have \( F_B \) with \( \{\alpha^B_j, \beta^B_j\}_{j \in \mathbb{N}_0} \), and \( F_C \) with \( \{\alpha^C_j, \beta^C_j\}_{j \in \mathbb{N}_0} \).

Now, following [7], let us assume that, for each exposure \( i = 1, \ldots, m \), we have

\[
X_i = A_i + B_i, \\
Y_i = A_i + C_i.
\]

This construction builds a special dependence between the discretised PD and the LGD of our exposures. In fact, we are assuming that for each counterparty \( i \) there exists a common factor \( A_i \), influencing both the PD and the LGD, while \( B_i \) and \( C_i \) can be seen as idiosyncratic components (conditionally on \( A_i \), \( X_i \) and \( Y_i \) are clearly independent).

Since we can write \( Y_i = X_i - B_i + C_i \), it is clear that we are assuming a linear dependence between \( X_i \) and \( Y_i \). This is compatible with several empirical findings, like [2] or [16].

Furthermore, given Equation (1) and the properties of the sequences \( \{A_i\}_{i=1}^m \), \( \{B_i\}_{i=1}^m \) and \( \{C_i\}_{i=1}^m \), we can immediately observe that

\[
\text{Cov}(X_1, Y_1) = \text{Var}(A_1) \geq 0, \\
\text{Cov}(X_{m+1}, Y_{m+1}|A_m, B_m, C_m) = \text{Var}(A_{m+1}|A_m) \geq 0, \quad \text{for } m \geq 2,
\]

where \( \text{Var} \) is the variance, \( \text{Cov} \) the covariance, \( A_m = [A_1, \ldots, A_m] \), and similarly \( B_m, C_m \). Therefore, with the bivariate urn model we can only model positive dependence. Again, this is totally in line with our analysis—the study of wrong-way risk that by definition is a positive dependence between PD and LGD—and with the empirical literature, as discussed in Section 1. However, it is important to stress that the model in Equation (1) cannot be used when negative dependence is possible.

Always from Equation (1), we can verify that the sequence \( \{(X_i, Y_i)\}_{i=1}^m \) is exchangeable. An implicit assumption of our model is therefore that the \( m \) counterparties in \( P \) are exchangeable. As observed in [15], exchangeability is a common assumption in credit risk, as it is seen as a relaxation of the stronger hypothesis of independence (think about Bernoulli mixtures and the beta-binomial model). All in all, what we ask is that the order in which we observe our counterparties is irrelevant to study the joint distribution of their PDs and LGDs, which is therefore immune to changes in the order of appearance of each exposure. Exchangeability and the fact that \( X_i \) and \( Y_i \) are conditionally independent given \( A_i \) suggest that the methodology we are proposing falls under the larger umbrella of mixture models [15, 11].

Assume now that we have observed \( m \) exposures, and we have registered their actual PD and LGD, which we have discretised to get \( \{(X_i, Y_i)\}_{i=1}^m \). The construction of Equation (1), together with the properties of the beta-Stacy processes involved, allows for a nice derivation of the predictive distribution for a new exposure \((X_{m+1}, Y_{m+1})\), given the observed couples \((X_m = x_m, Y_m = y_m)\). This can be extremely useful in applications, when one is interested in making inference about the PD, the LGD and their relation.
In fact
\[ P[X_{m+1} = x, Y_{m+1} = y | X_m = x_m, Y_m = y_m] = P[X_{m+1} = x, Y_{m+1} = y, X_m = x_m, Y_m = y_m] \]
\[ = P[X_{m+1} = x, Y_{m+1} = y | X_m = x_m, Y_m = y_m]. \tag{3} \]

From a theoretical point of view, computing Equation (3) just requires to count the number balls in the urns behind \( \{A_i\}_{i=1}^m \), \( \{B_i\}_{i=1}^m \) and \( \{C_i\}_{i=1}^m \) and use the common predictive equations for urn processes [10]; something that for a small portfolio can be done explicitly. However, when \( m \) is large, it becomes numerically unfeasible to perform all those sums and products.

Luckily, developing an alternative Markov Chain Monte Carlo algorithm is simple and effective. It is sufficient to go through the following steps.

1. Given the observations \( X_m = x_m \) and \( Y_m = y_m \), the sequence \( A_m = (A_1, \ldots, A_m) \) is generated via a Gibbs sampling. The full conditional of \( A_m \), \( P[A_m = a_m | A_{m-1} = a_{m-1}, X_m = x_m, Y_m = y_m] \) is such that

\[
P[A_m = a_m | A_{m-1} = a_{m-1}, X_m = x_m, Y_m = y_m] \propto P[A_m = a_m | A_{m-1} = a_{m-1}] \times P[X_m - A_m = x_m - a_m | B_{m-1} = b_{m-1}] \times P[Y_m - A_m = y_m - a_m | C_{m-1} = c_{m-1}].
\]

Since \( \{A_j\}_{j=1}^m \) is exchangeable, all the other full conditionals, \( P[A_j = a_j | A_{-j} = a_{-j}, X_m = x_m, Y_m = y_m] \), have an analogous form.

2. Once \( A_m \) is obtained, compute \( B_m = X_m - A_m \) and \( C_m = Y_m - A_m \).

3. The quantities \( A_{m+1}, B_{m+1}, \) and \( C_{m+1} \) are then sampled according to their beta-Stacy predictive distributions \( P(A_{n+1} | A_m) \), \( P(B_{n+1} | B_m) \), and \( P(C_{n+1} | C_m) \) using the properties of the underlying RUPs.

4. Finally, set \( X_{m+1} = A_{m+1} + B_{m+1} \) and \( Y_{m+1} = A_{m+1} + C_{m+1} \).

3. Results. The performances of the bivariate urn model are tested on data coming from the Single Family Loan-Level Dataset Sample by Freddie Mac [13].

As an example, Figure 1 shows, for the worst FICO score group in the data, the very good fitting performances of the model for the marginal distributions of the discretised PD and LGD respectively. Each subfigure shows the elicited prior, the empirical cumulative distribution function (ecdf) and the posterior, as obtained via learning and reinforcement. In the figure shown, discretisation is obtained by simple rounding, while the priors are discrete uniforms. A two sample Kolmogorov-Smirnov (KS) test does not reject the null hypothesis of same distribution between the ecdfs and the relative posteriors (p-values stably above 0.05).

Figure 2 shows the bivariate distributions we obtain for the discretised PD and LGD, in case of weak and strong Poisson a priori, which we assume to be the result of experts’ judgement.

Regarding the numbers, the correlation is properly captured, as well as the mean and the variances of the marginals, especially when the strength of beliefs is smaller. More details are available in the full paper, which will be discussed at the conference.
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(a) PD
(b) LGD

Figure 1: Prior, posterior and ecdf for the discretised PD and LGD in the "Very poor" FICO rating class.

(a) Weak Prior
(b) Strong Prior

Figure 2: Bivariate density distribution of PD and LGD in the "Very poor" FICO rating class, with Poisson priors and strength of belief equal to 1.
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Abstract. This talk concerns the numerical solution of the finite-horizon Optimal Investment problem with transaction costs under Potential Utility (see [2]). The problem is initially posed in terms of evolutive HJB equation with gradient constraints and in [1] the problem is reformulated as a non-linear parabolic double obstacle problem posed in one spatial variable and defined in an unbounded domain.

The restatement of the problem in polar coordinates allows to pose the problem in one spatial variable in a finite domain, avoiding many technical difficulties of the previous statement of the problem. If high precision is required, the spectral numerical method proposed becomes more efficient than simpler methods as finite differences for example.

Current work on the problem includes the extension of the numerical method to deal with multiple stocks.

Keywords: Optimal Investment, Potential Utility, Transaction costs, Spectral method.
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Abstract. We propose quantum majorization as a way of comparing and ranking correlation matrices, with the aim of assessing portfolio risk in a unified framework. Quantum majorization is a partial order in the space of correlation matrices, which are evaluated through their spectra.

We discuss the connections between quantum majorization and an important class of risk functionals, and we define two new risk measures able to capture interesting characteristics of portfolio risk.

1. Extended Abstract. Consider a portfolio $P$ containing $n$ assets. A common way to deal with the dependence structure of $P$—and thus with portfolio risk—is to consider its $n \times n$ correlation matrix $C$. We refer to the correlation matrix in the most general sense, as a real, symmetric, positive semidefinite, Hermitian matrix, whose entries are correlation coefficients according to some definition, usually Pearson’s one, all lying in the interval $[-1, 1]$, with all ones on the main diagonal.

The main idea of this work is to find a way of comparing correlation matrices, and of extracting the portfolio risk information they contain, so that they can be ranked. The comparison can be over time, if one studies the evolution of the correlation matrix for a given portfolio, but it can also be cross-sectional, comparing different portfolios at the same time, for example to look for the one minimizing portfolio risk. The only requirement is that the size of the matrices is the same, i.e. only portfolios having the same number of assets are considered.

Our proposal is to use an ordering, developed in the field of quantum mechanics [1, 3], called quantum majorization, to study the dynamics of the entropy of a quantum system, applying it to correlation matrices. To the best of our knowledge, this is the first time such an ordering is used in finance.

Quantum majorization is a partial order to rank matrices looking at their eigenvalues. The use of eigensystems to study multivariate dependence is not at all new [4], but we show how the spectrum of a correlation matrix can be used to capture relevant features of portfolio risk in a brand new way.

We first use quantum majorization to evaluate the goodness of existing risk measures, such as the portfolio total variance, as well as build a framework which allows for the specification of entire new families of risk measures. In this way we introduce the $M_\lambda$ class of risk functionals, i.e. functions isotonic to quantum majorization, and whose aim is to capture the (monotonic) dependence embedded into portfolio correlation matrices. An important property of such a class, is that under quantum majorization, all risk functionals in $M_\lambda$ are comonotonic. The implication is that, if we are able to identify majorization, then the choice of the risk functional becomes secondary, as they will all behave in the same way, indicating an increase (or a decrease) of portfolio risk. It is when the ordering does not hold—as we shall see—that risk functionals may give inconsistent information.

With respect to single risk measures, quantum majorization thus provides a stronger characterization of risk and dependence among correlation matrices. We are therefore able to provide a unifying approach.
to the analysis of portfolio risk and correlation: we introduce several tools, we discuss their properties, and we show how to use them in practice. In doing so, we will avoid all unnecessary sophistication, giving space to financial interpretability and usability.

Secondly, we exploit the connection between partial orders and directed acyclical graphs, DAG, to build a network representation of portfolios where a directed edge is placed between nodes, the portfolios, if the quantum majorization relation is present. Figure 1 provides a pictorial representation of the so constructed network using the 30 components of the Industrial Dow Jones. Using this interpretation we were able to build an alarm system based on graphical features via a spectral embedding algorithm and a k-mean clustering. This approach is novel to risk literature despite graphical features for price prediction are being used more and more in investing strategies.

In conclusion, we develop a mathematical machinery to extract new information from the market and use this new information to assess risk measures and build warning systems based on the dynamic of portfolio dependence.

Finally, we argue that our approach can be also extended to trading strategies as a way to generate a trading signal depending on the presence and persistence of quantum majorization in the stock markets, applications may be found for example in factor investing as well as basket option trading.
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Abstract. This study aims at empirically analyse design risk associated with some portfolio insurance strategies. Although the focus is on constant proportion portfolio insurance (CPPI) structures, we also look at other portfolio insurance strategies.

The paper is based upon real market data on several markets indices representing a variety of different risky assets, both from stock and corporate bond markets. These indices are considered as the underlying risky assets.

The empirical approach of this study is different from what has been done in most of the literature as we make no assumption on a particular model for the underlying risky asset dynamics, while most studies assume either a geometric brownian motion or a more general model that include jumps. Our results, are thus, model free and based upon real observed data.

Overall, this study strengths the idea that CPPI strategies suffers from a serious design problem, making it extremely path-dependent and uninteresting to almost all investors.

1. CPPIs and Portfolio Insurance. The idea of introducing insurance in investment portfolios was first proposed by Leland and Rubinstein [25]. The main motivation was to prevent the contagious disinvestment movements observed in the stock market crash of 1973-74, which led to the loss of significant potential gains in the subsequent 1975 rise.

A portfolio insurance (PI) strategy consists of an asset allocation strategy between a risk-free asset and a risky asset, so that the combination would give the investor both security, as a percentage of the initial investment guaranteed at maturity, and the possibility of some participation in upside performance of the risky asset.

Leland and Rubinstein [25] developed the first PI strategy, the Option Based Portfolio Insurance (OBPI), realising that the risky asset can be insured by a put option written on it and whose strike price is the amount to be insured. Although listed options are most of the times not available for long maturities, this difficulty could be easily replaced by theoretically modeling the risky asset dynamics. Following the work of Merton [26], at the time the obvious was to consider the recently developed Black and Scholes [11] pricing model (BS model). Using the BS model, Rubinstein [30] proposed an alternative to the static OBPI, based upon t dynamic option replication. This synthetic OBPI, is an asset allocation strategy between a risky and a risk-free asset, based upon the delta-hegaing of options, which is extremely popular in the industry. In fact, in most of the literature term “synthetic OBPI” is shortened to just “OBPI”, as the static OBPI is rarely used.

A few years later, Perold [28] proposed an alternative PI strategy, the Constant Proportion Portfolio Insurance (CPPI). CPPI strategies were understood as a possible solution of the Merton [26] problem, for an investor with hyperbolic absolute risk aversion (HARA) utility function. That is, CPPIs were proposed as possible solutions to a very concrete mathematical problem, under extreme assumptions, not only on the risky asset dynamics, but also on the way investors make decisions. For further discussion of this issue see, for instance, [22].

No matter the reasons underlying its creation, a CPPI strategy can be understood as a model-free dynamic asset allocation between a risky and a risk-free asset, that is able to guarantee a certain percentage of the initial investment at maturity, just like an OBPI. From a design point of view, however, it is considerably simpler than the synthetic OBPI, as its risky exposure relies on a fixed multiplier

*The author was partially supported by the Project CEMAPRE - UID/MULTI/00491/2019 financed by FCT/MCTES through national funds.
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(instead of a dynamic delta). Its simpler implementation made CPPIs appealing to a great number issuers, who did not need to rely on any model to manage them.

The term “constant proportion” derives from the fact that for every rebalancing date, the amount of the portfolio invested in the risky asset (exposure) is proportional to the so called “cushion”. This cushion is nothing but the difference between the total strategy value at that instant, and the present value of the amount insured at maturity (the “floor”). The proportionality factor (the —‘multiplier”) is fixed at inception for the entire investment period, and is supposed to be greater than one. Common multipliers in real life products range from three to seven or higher.

Since the first appearance of OBPI and CPPI strategies, an extensive literature has sprouted on the subject, with different objectives and methodologies.

Most studies concerned the theoretical properties of continuous-time PI, see for instance [12] or [9], and references therein. This first stream of the literature focused mainly in solving an optimisation mathematical problem that arises when we assume investors maximize their end-of-period expected utility, as proposed in [31]. Recently, [3] show that even under these classical assumptions, CPPIs would only be optimal if the exogenously given guarantee enters directly into utility maximisation problem itself. Nowadays, however, since the emergence of behavioural finance, the classical expected utility theory itself has been under discussion. For an overview on behavioural finance we refer the reader to survey [4]. Dicht [17] and Gaspar and Silva [18] evaluate to which extent different behavioural theories would help understanding PI investments. Their results show these theories may indeed help understanding the usage of some (but for all) PI strategies. In particular, CPPI strategies cannot be understood in this context.

A second stream of the literature focused on comparing PI strategies with respect to performance, distribution of returns and/or stochastic dominance, using Monte Carlo simulations, and relying on theoretical models for the underlying risky asset. The initial approach considered the BS model – see e.g. [10], [6, 7] and [8]– and compared strategies mainly in terms of risk and performance measures. Later analyses focused on distribution properties and stochastic dominance – see, for instance, [2] and [33], [8] or [16]. The literature looked at alternative models for the underlying risky asset, including jumps-models as in [15] or regime switching models as in [32]. The results are mixed, but recent studies show that CPPI strategies, present an odd distribution of returns with high probability of returns very close to the floor and low probability of extreme positive returns. Moreover, CPPIs seem to be stochastically dominated by naive portfolio strategies.

A third stream of the literature uses observed empirical densities instead of models, which is considered to be more realistic. [13], [23] compare the most used PI strategies – OBPI and CPPI – arriving at the conclusion that CPPIs have better performance only in bear and no-trend markets. [1], however, show that even in that case, CPPIs, get stochastically dominated by naive strategies.

Finally, more recently, a fourth stream has emerged, first identifying problems with the design of CPPI strategies and then proposing modifications to overcome identified problems. In terms of modifications [27] summarized some of the proposals until then, from which we highlight the “cushion insurance” of [29]. After that it is worth mention, the dynamics proportions proposed by [14] or the contingent retracted floor of [24]. [21] proposes alternative strategies with pre-specified distributional properties that present much better results than CPPIs and [5] suggests modifications taking the perspective of the pension funds industry and long-term investors.

For a more detailed overview on PI, we refer to the survey study [19] and the encyclopedia article [20], respectively.

The study here presented is closest to the third stream of the literature, but differs from the existing literature by: (i) Taking a worldwide perspective, considering a wide variety of indices, (ii) Using bootstrapping and sampling technique to determine, (iii) Trying to measure design risk.

2. Empirics. Concretely, we rely on observed daily returns over the past 20 years on the indices – SP500 (SPX), Euro Stoxx 50 (SX5E), MSCI World (MXWO), MSCI Emerging Market (MXEF) and iBoxx EuroCorp TR (QW5A). The criteria was to choose indices that have been used in real life CPPI products, either as the risky underlying or as a proxy to the underlying risk portfolio.
Using bootstrapping techniques we are able to empirically simulate daily returns for the assumed underlying risky asset. Using Monte Carlo simulation on the empirical distribution of the underlying asset, we can not only easily find the empirical payoff distribution of portfolio insurance strategies, but we are also able to compute all relevant statistics, not only at maturity but also during the product’s life span.

We look into CPPI strategies with different multipliers, but also into the classical option based portfolio insurance (OPBI) and some naive strategies such as the stop loss portfolio insurance (SLPI). A typical portfolio insurance strategy provides a capital guarantee $F$ at maturity $T$ and some possible participation in the upside potential of a risky underlying asset, if the underlying performs well.

As expected the value of portfolio insurance strategies depend on: (i) $F$ the level of capital guarantee, (ii) $T$ the maturity, or (iii) the value at maturity of the underlying risky asset $S_T$ or, if path dependent, on the actual evolution of the underlying risky asset, $\{S_t, 0 \leq t \leq T\}$. However in the case of CPPIs, the structure’s performance depends strongly (iv) on the multiplier $m$; (v) the rebalancing frequency, (vi) any possible deductions from the investment (namely fees and/or coupons). We call the dependence of CPPI structures on these variables (iv)-(vi) which are unrelated to the underlying risky asset: design risk.
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Abstract. We discuss a competitive alternative to stochastic local volatility models, namely the Collocating Local Volatility (CLV) model, introduced in [12]. The CLV model consists of two elements, a ‘kernel process’ that can be efficiently evaluated and a local volatility function. The latter, based on stochastic collocation —e.g. [2, 27, 10, 26]— connects the kernel process to the market and allows the CLV model to be perfectly calibrated to European-type options. In this article we consider three different kernel process choices: the Ornstein-Uhlenbeck (OU) and Cox-Ingersoll-Ross (CIR) processes and the Heston model. The kernel process controls the forward smile and allows for an accurate and efficient calibration to exotic options, while the perfect calibration to liquid market quotes is preserved. We confirm this by numerical experiments, in which we calibrate the OU-CLV, CIR-CLV and Heston-CLV models to FX barrier options.

1. Introduction. In the last decade, the class of stochastic local volatility (SLV) models —e.g. [15, 16, 20, 5, 23, 19, 24, 25]— has been given a lot of attention. According to Lipton et al., SLV models are the de facto standard for pricing FX options in practice [17]. They combine the desirable features of the standard Local Volatility model [6, 8] —an almost perfect calibration to liquid European-type options—and well-established stochastic volatility models such as the Heston model [14] and the SABR model [13], which often yield realistic forward smiles and prices of exotics. However, SLV models involve some conditional expectation that is non-trivial and may be expensive to evaluate.

In this article we consider an alternative to SLV models, namely the Collocating Local Volatility (CLV) model, introduced in [12]. The CLV model is composed of a kernel process and a local volatility function, which is constructed based on stochastic collocation [2, 27, 4, 18, 22] and, as a consequence, admits a perfect calibration to arbitrage-free European-type option prices. The kernel process can be any stochastic process —in the case however that the moments of the kernel variable exist and are numerically stable, optimal collocation points can be determined by which the local volatility function is defined [11].

The CLV model allows for flexibility regarding the forward smile. The forward smile is governed by the kernel process and reflects the transition densities between future states of the underlying, which determine the price of a path-dependent product [3]. By an appropriate choice of the kernel process and its parameter values, the CLV model is well-capable of pricing exotic options, while maintaining a fit to liquid European-style options. In this article we consider three different kernel processes: the Ornstein-Uhlenbeck (OU) and Cox-Ingersoll-Ross (CIR) processes and the Heston model.

Another advantageous property of the CLV model is the fact that the local volatility function only needs to be evaluated at the time-points of interest. In addition, the kernel process typically allows for
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large time-steps in a simulation. This particularly holds if an analytical solution is available (as for e.g. the OU and CIR kernel processes), however also for other processes efficient simulation schemes exist, e.g. the Heston model can be efficiently simulated by Andersen’s QE scheme [1].

The CLV model, by its flexibility in controlling the forward smile and its rapid Monte Carlo evaluation, allows for an efficient Monte Carlo calibration to exotic options, while the fit to European-type options is preserved.

2. The Collocating Local Volatility Model. In this section we discuss the main characteristics of the Collocating Local Volatility (CLV) model [12]. Also, we write the model in a standard form and derive its pricing PDE.

The CLV model is represented as follows, under the risk-neutral $\mathbb{Q}$-measure:

\begin{align}
S(t) &= g_N(t, X(t)), \\
\text{d}X(t) &= \frac{\text{d}\mathbb{Q}(t, X(t))}{\mathbb{Q}(t, X(t))} + \sigma(t, X(t)) \text{d}W^Q(t), \quad X(t_0) = X_0,
\end{align}

where $g_N(\cdot, X(\cdot)) : [t_0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}$, $\mathbb{P}(\cdot, X(\cdot)) : [t_0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}$, $\mathbb{Q}(\cdot, X(\cdot)) : [t_0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times d}$ and $W^Q(\cdot)$ is an $n$-dimensional Brownian motion. The model consists of two elements that are evaluated separately. The first building block is the kernel process $X(\cdot)$ in (2). The second building block is the CLV element (1), which connects the kernel process to liquid market quotes via the local volatility function $g_N(\cdot, \cdot)$, which is based on the stochastic collocation method [2, 27, 4, 18, 22].

An advantageous property of the CLV model is that, by construction, function $g_N(\cdot, \cdot)$ guarantees an almost perfect calibration to arbitrage-free European-type option prices, independently of the kernel parameter values. Basically this function, given liquid market quotes for expiries $T_1, \ldots, T_M$, yields a highly accurate interpolation through the pairs $(x_{i,j}, s_{i,j})$, $i = 1, \ldots, M$, $j = 1, \ldots, N$, with $x_{i,1}, \ldots, x_{i,M}$ and $s_{i,1}, \ldots, s_{i,N}$ representing the collocation points and collocation values corresponding to $T_i$, respectively. The collocation points may be established based on the moments of the kernel variable. The collocation values are computed by

\[ s_{i,j} = F_{1 - S(T_i)}^{-1}(F_X(T_i)(x_{i,j})) , \]

where the cumulative distribution function of $S(T_i)$ under the risk-neutral measure.

The function $g_N(\cdot, \cdot)$ is an interpolation through the $s_{i,j}$-values, given particular $t$ and $X(\cdot)$ values. Choosing $g_N(\cdot, \cdot)$ in the Lagrange form is well-accepted in the field of Uncertainty Quantification, see e.g. [21]. However, this choice does not guarantee monotonicity in the strike direction, which is a desirable property. We therefore choose a piecewise cubic Hermite interpolation, which is guaranteed to be monotonic and continuously differentiable, see e.g. [9].

Besides for its almost perfect calibration, a second beneficial property of the CLV model is the fact that, in e.g. a Monte Carlo simulation framework, we do not need to evaluate $g_N(\cdot, \cdot)$ at each time-step, which is the case for the standard Local Volatility model [8, 7]. For example, for pricing a European-type option we simulate the kernel process (2) up to the option’s maturity $T$ and subsequently compute $g_N(T, X(T))$ (1). In the case that the time-points of interest are specified on a coarse grid, we prefer a simulation method for the kernel variable which is low-biased for large time-steps. Moreover, in the case that the kernel process has an analytical solution (e.g. the Ornstein-Uhlenbeck and Cox-Ingersoll-Ross processes), it allows for an exact simulation method with large time-steps.

A third advantageous characteristic of the CLV model is its flexibility in controlling the forward smile, while maintaining an almost perfect fit to European-type options by construction. It is a well-known property of the standard Local Volatility model that it produces a flattening forward smile, which may be not in line with market observations [24]. This may lead to a mispricing of products that are sensitive to the forward smile, like cliquets and barrier options. Regarding the CLV model, however, as discussed in [12], the autocorrelation of the kernel process affects the forward smile. As such, the choice of kernel process and the kernel parameter values determine the forward smile generated by the CLV model, without affecting the almost perfect calibration to European-type options. The payoff of a path-dependent product is determined by the evolution of the underlying through time, i.e. its price depends on the transition densities from one future state to another [3].
As the CLV model is flexible in controlling the forward smile and can be efficiently evaluated, it allows for an efficient Monte Carlo calibration to exotic options, while the fit to European-type options is maintained. We consider the forward smile for three different choices of the kernel process, moreover we calibrate the kernel process to FX barrier options.
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Abstract. In this talk, we find a Taylor type expansion of the price of a plain vanilla call under the Heston model. We derive closed form approximation formulas with precise error estimates of different orders that depend on the number of terms of the expansion we consider. The methodology is based on Itô calculus. With five terms we have a theoretical error of $O(\nu^3(|\rho|+\nu))$ where $\nu$ is the volatility of the volatility and $\rho$ is the correlation between the underlying price and the stochastic volatility. With twelve terms we obtain a theoretical error of $O(\nu^4)$. In particular, for the zero correlation case, we have an approximation of order $O(\nu^6)$ with only four terms. We compare the performance of our approximated formulas with previous less accurate formulas and with other methods existing in the literature, and show they are very efficient, specially for low values of the vol-vol parameter or when time to maturity is small.

1. Introduction. Stochastic volatility models were introduced in order to account for various downsides in the constant volatility assumption, on which the celebrated Black-Scholes model is based. One of the most popular stochastic volatility models is the Heston model. In [1], an approximation formula with a general error term was obtained for the call price in the Heston model. This error term was quantified in [2] and it was shown to be of order $O(\nu^2(|\rho|+\nu^2))$. In the previous expression, $\nu$ is the vol-vol parameter and $\rho$ is the correlation between the spot price and the volatility. However, in the above-mentioned approximation formula, some terms of the order $\nu^2$ were ignored, whereas other terms of the same order were kept. This may be considered as a drawback in the approximation formula obtained in [2].

In the present talk we use recursively a general decomposition of a price obtained in [4] to obtain different approximations of the call price. With five terms we have a theoretical error of $O(\nu^3(|\rho|+\nu))$ where $\nu$ is the volatility of the volatility and $\rho$ is the correlation between the underlying price and the stochastic volatility. With twelve terms we obtain a theoretical error of $O(\nu^4)$. In particular, for the zero correlation case, we have an approximation of order $O(\nu^6)$ with only four terms.

2. Preliminaries and notations. Let $S = \{S_t, t \in [0,T]\}$ be a strictly positive price process under a market chosen risk neutral probability. We consider the change of $X_t = \log S_t$, $t \in [0,T]$ that follows the process

$$dX_t = \left(r - \frac{1}{2} \sigma_t^2\right) dt + \sigma_t \left(p dW_t + \sqrt{1-p^2} d\tilde{W}_t\right),$$

with initial condition $x_0 = \log s_0$. 
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The following notation is used in the talk:

- The Black-Scholes function is denoted by \((BS)\).
- The call option price in the Black-Scholes model is given by \(V_t = e^{-r(T-t)}E_t[(e^{X_T} - K)^+]\).
- We define \(M_t = \int_0^T E_t[\sigma_u^2] \, ds\).
- We define \(v_t^2 := E_t(\sigma_t^2) = \frac{1}{T-t} \int_t^T E_t[\sigma_u^2] \, ds\).
- We define the operators \(\Lambda := x \partial_x\), \(\Gamma := x^2 \partial_x^2\) and \(\Gamma^2 = \Gamma \circ \Gamma\).
- Given two continuous semimartingales \(X\) and \(Y\), we define \(L[X,Y]_t := E_t \left[ \int_t^T \sigma_u d[X,Y]_u \right]\) and \(D[X,Y]_t := E_t \left[ \int_t^T d[X,Y]_u \right]\).

3. General Expansion Formulas. In [1], the following decomposition is obtained:

**Theorem 3.1. (BS expansion formula)** For every \(t \in [0,T]\),

\[
V_t = (BS)(t, X_t, v_t) + \frac{\rho}{2} E_t \left[ \int_t^T e^{-r(u-t)} \Lambda \Gamma (BS)(u, X_u, v_u) \sigma_u dW[M]_u \right] + \frac{1}{8} E_t \left[ \int_t^T e^{-r(u-t)} \Gamma^2 (BS)(u, X_u, v_u) d[M,M]_u \right] 
\]

This formula is a particular case of the following result that comes from [4].

**Theorem 3.2.** Suppose the functional \(A_t := A(t, X_t, v_t^2), t \in [0,T]\), satisfies the Black-Scholes equation, and \(B\) is adapted to the filtration \(\mathcal{F}^W\). Then, for every \(t \in [0,T]\),

\[
e^{-r(T-t)}E_t[A_T B_T] = A_t B_t + \frac{\rho}{2} E_t \left[ \int_t^T e^{-r(u-t)} \Lambda \Gamma A_u B_u \sigma_u dW[M]_u \right] + \frac{1}{8} E_t \left[ \int_t^T e^{-r(u-t)} \Gamma^2 A_u B_u d[M,M]_u \right] + \rho E_t \left[ \int_t^T e^{-r(u-t)} \Lambda A_u \sigma_u dW[B]_u \right] + \frac{1}{2} E_t \left[ \int_t^T e^{-r(u-t)} \Gamma A_u d[M,B]_u \right] + E_t \left[ \int_t^T e^{-r(u-t)} A_u dB_u \right].
\]

Unfortunately, the terms of Theorem 3.1. can be cumbersome to compute. We search for an alternative approximative formula with terms easier to compute. The starting point in the construction of an infinite expansion of \(V_t\) is the formula in (2). In [1], Theorem 3.2. is applied to the formula in (2), finding two main terms and discarding the others. The main idea is that instead of discarding terms, Theorem 3.2. can be iteratively used for each one of them. Performing this process to each new term, a series of infinite terms is obtained. By selecting accurately the terms the theoretical error of the approximation can be controlled.

**Remark 3.3.** In [3], an exact representation of a conditional expectation is given in terms of forest of iterated integrals, also called diamonds. The expansion of the call option price found in the present section coincides with the obtained in [3].
4. Price approximation formulas under the Heston Model. The log-price process \( X \) in the Heston model satisfies the following system of stochastic differential equations:

\[
\begin{align*}
\frac{dX_t}{t} &= \left( r - \frac{\sigma_t^2}{2} \right) dt + \sigma_t \left( \rho dW_t + \sqrt{1-\rho^2} d\tilde{W}_t \right), \\
\frac{d\sigma_t^2}{t} &= \kappa (\theta - \sigma_t^2) dt + \nu \sqrt{\sigma_t^2} dW_t.
\end{align*}
\]

We start with an assertion that provides an approximation of the order \( O(\nu^3(|\rho| + \nu)) \).

**Theorem 4.1. (2nd order approximation formula)** For every \( t \in [0, T] \),

\[
V_t = (BS)(t, X_t, v_t) + \Gamma^2(BS)(t, X_t, v_t) \left( \frac{1}{8} D[M, M]_t \right) \\
+ \Lambda \Gamma(BS)(t, X_t, v_t) \left( \frac{\rho}{2} L[W, M]_t \right)^2 \\
+ \rho \Lambda^2 \Gamma(BS)(t, X_t, v_t) L[W, \frac{\rho}{2} L[W, M]_t] + \epsilon_t,
\]

where \( \epsilon_t \) is the error term satisfying

\[
|\epsilon_t| \leq \nu^3 (|\rho| + |\rho|^3 + \nu) \left( \frac{1}{T} \wedge (T - t) \right) \Pi(\kappa, \theta),
\]

where \( \Pi(\kappa, \theta) \) a positive function.

The next assertion contains an approximation formula with the error term of the form \( O(\nu^4) \).

**Theorem 4.2. (3rd order approximation formula)** For every \( t \in [0, T] \),

\[
V_t = (BS)_t + \Lambda \Gamma(BS)_t \left( \frac{\rho}{2} L[W, M]_t \right)^2 \\
+ \frac{1}{6} \Lambda^2 \Gamma^3(BS)_t \left( \frac{\rho}{2} L[W, M]_t \right)^3 + \Lambda \Gamma^3(BS)_t \left( \frac{\rho}{2} L[W, M]_t \right) \left( \frac{1}{8} D[M, M]_t \right) \\
+ \rho \Lambda^2 \Gamma(BS)_t L[W, \frac{\rho}{2} L[W, M]_t] + \rho \Lambda \Gamma^2(BS)_t L[W, \frac{1}{8} D[M, M]_t] \\
+ \frac{1}{2} \Lambda^3 \Gamma(BS)_t D[M, \frac{1}{8} D[M, M]_t] + \frac{1}{2} \Lambda \Gamma^2(BS)_t D[M, \frac{\rho}{2} L[W, M]_t] \\
+ \rho \Lambda \Gamma^3(BS)_t \left( \frac{\rho}{2} L[W, M]_t \right)^2 + \rho \Lambda^2 \Gamma(BS)_t L[W, \rho L[W, \frac{\rho}{2} L[W, M]_t] \\
+ \Gamma^2(BS)_t \left( \frac{1}{8} D[M, M]_t \right) + \epsilon_t.
\]

where the error term \( \epsilon_t \) is at least \( O(\nu^4) \).

In the case, where the Heston model is uncorrelated, we can obtain a similar expansion with fewer terms and a better error estimate.

**Corollary 4.3.** If \( \rho = 0 \), then

\[
V_t = (BS)_t + \Gamma^2(BS)_t \left( \frac{1}{8} D[M, M]_t \right)^2 + \frac{1}{2} \Gamma^3(BS)_t D[M, \frac{1}{8} D[M, M]_t] + \epsilon_t
\]

where \( \epsilon_t \) is the error term satisfying

\[
|\epsilon_t| \leq \nu^6 \left( \frac{1}{T} \wedge (T - t) \right) \Pi(\kappa, \theta),
\]

where \( \Pi(\kappa, \theta) \) a positive function.

**Remark 4.4.** Call price approximations similar to those formulated above for the Heston model can also be obtained for the Bates model. See [4].
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5. Numerical results. We compare the performance of the call price approximation formula proposed in [1] and [2] with the new approximation formulas presented in this talk. As a benchmark price, we choose a Fourier transform based pricing formula. In particular, we use a semi-closed form solution with one numerical integration as a reference price. As an example, in Figure 1, we deal with the case, where \( \nu \) is small, while \(|\rho|\) is close to one. We observe that the new approximation formulas perform clearly better than the previously known one. The approximation error is in the range \( 10^{-4} - 10^{-8} \) for the formula in which the error term is of order \( O(\nu^2) \), and for the formula with the error term of order \( O(\nu^3) \), the approximation error is in the range \( 10^{-7} - 10^{-10} \).

One of the main advantages of the proposed pricing approximations is their computational efficiency. We observe that the approximations of order \( O(\nu^2) \) and \( O(\nu^3) \) are around 43-45 times faster than the approximation based on the fast Fourier transform methodology, while the approximation of order \( O(\nu^4) \) is around 36 times faster than the latter one. Therefore, the approximations of order \( O(\nu^2) \) and \( O(\nu^3) \) are around 1.14-1.25 times less time-consuming than the \( O(\nu^4) \)-approximation.
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Abstract. Majority of the developed economies are experiencing population ageing with people living longer due to advances in medicines and lifestyle quality. Such developments have been putting a lot of pressure on governments and pension fund providers who are exposed to the resulting longevity risk. Variable annuities (VAs) constitute a class of financial products designed to tackle challenges associated with both investment and longevity risk. These contracts enable policyholders to participate in financial markets via linked funds and at the same time provide protection against long-term life contingencies. In this paper, we devise a numerical technique for pricing Guaranteed Minimum Benefit (GMB) riders embedded in variable annuities. The method utilises multidimensional transforms of the characteristic function for the underlying stochastic process and enables to express solutions of pricing partial differential equations in terms of power series with coefficients known in the closed form. Our results demonstrate the high computational efficiency of the series approximation method for the computation of prices and hedge ratios of GMBs under the stochastic volatility and stochastic interest rate modelling framework. The findings of the paper can help insurers with efficient quantification of various risks associated with GMBs in variable annuities.

1. Introduction. Pricing of European option involve calculation of the discounted expected value of the payoff of the contract at maturity under the risk-neutral probability such that

\[ V_t = E_Q^t \left[ e^{-\int_t^T r_s ds} V_T \right]. \]

In this paper, we aim to extend the results presented in [3] who proposed to use a power series approximation in order to address this problem. The authors derive an approximate formula to the price of a European option under the Heston stochastic volatility and the Cox-Ingersoll-Ross stochastic interest rate modelling framework herewith abbreviated HCIR, when maturity of the contract, \( T \leq 1 \). We develop a power series solution which enables us to find the value of the characteristic function of the HCIR process and perform pricing of European option with maturities, \( T > 0 \). We demonstrate superior accuracy and computational efficiency of the method in comparison to other existing techniques (e.g. Monte-Carlo simulations) when applying it to valuation of European options and Guaranteed Minimum Benefits (GMABs) in Variable Annuities.

2. Methodology.

2.1. Valuation of European call option. Suppose that under the risk-neutral measure \( Q \) the dynamics of the underlying asset price \( S_t \) follows the HCIR model

\[ dS_t = r_t S_t dt + \sqrt{\nu_t} S_t dW^1_t, \quad d\nu_t = \kappa(\theta - \nu_t) dt + \sigma \sqrt{\nu_t} dW^2_t, \quad dr_t = \alpha(\beta - r_t) dt + \eta \sqrt{r_t} dW^3_t, \]

where \( \nu_t \) is variance, \( r_t \) is risk-free interest rate; \( \kappa \) is a speed of mean-reversion and \( \theta \) is a long-term mean of the stochastic variance process, while \( \alpha \) is a speed of mean-reversion and \( \beta \) is a long-term mean of the stochastic interest rate process. We assume that the \( W^1_t, W^2_t \) and \( W^3_t \) are standard Brownian motions with the following correlation structure: \( dW^1_t dW^2_t = \rho dt, \quad dW^1_t dW^3_t = dW^2_t dW^3_t = 0 \).
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Under the forward measure, $Q^T$, where the zero-coupon Bond, $P(t,T,r)$, is used as a numeraire, the price of a European option can be expressed as

$$U(y,v,r) = P(r,t,T)(P_1 - KP_2),$$

(2)

where

$$P_1 = f(-i; t,T,y,v,r) \left( \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left[ \frac{e^{-i\phi\ln(K)} f(\phi - i; t,T,y,v,r)}{i\phi f(-i; t,T,y,v,r)} \right] d\phi \right),$$

(3)

and

$$P_2 = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left[ \frac{e^{-i\phi\ln(K)} f(\phi; t,T,y,v,r)}{i\phi} \right] d\phi.$$  

(4)

The characteristic function $f(\phi; t,T,y,v,r)$ of the process in Eq (1) is assumed to have an exponentially affine structure:

$$f(\phi; \tau,y,v,r) = e^{C(\phi,\tau) + D(\phi,\tau)v + E(\phi,\tau)r + i\phi y},$$

(5)

with $\tau = T - t$. Here, functions $C(\phi,\tau)$, $D(\phi,\tau)$ and $E(\phi,\tau)$ should solve the following system of ODEs:

$$\frac{dD(\phi,\tau)}{d\tau} = \frac{1}{2} \sigma^2 D(\phi,\tau)^2 + (i\phi\rho\sigma - \kappa)D(\phi,\tau) - \frac{1}{2}(i\phi + \phi^2),$$

(6)

$$\frac{dE(\phi,\tau)}{d\tau} = \frac{1}{2} \eta^2 E(\phi,\tau)^2 - (\alpha + B(\tau)\eta^2)E(\phi,\tau) + i\phi,$$

(7)

$$\frac{dC(\phi,\tau)}{d\tau} = \kappa \theta D(\phi,\tau) + \alpha \beta E(\phi,\tau)$$

(8)

subject to the initial conditions $D(\phi,0) = C(\phi,0) = E(\phi,0) = 0$. Eq (6) is a Riccati equation with constant coefficients, whose solution can be found in closed-form as

$$D(\tau) = \frac{(d + (i\phi\rho\sigma - \kappa))(1 - e^{d\tau})}{\sigma^2(1 - ge^{d\tau})},$$

(9)

where $g = \frac{(i\phi\rho\sigma - \kappa) - d}{(i\phi\rho\sigma - \kappa) + d}$. Eq (7) is a Riccati equation with non-constant coefficient and the solution to it cannot be found analytically. We perform a transformation of Eq (7) to a second order differential equation by substituting

$$E(\phi,\tau) = -\frac{2U''(\phi,\tau)}{\eta U(\phi,\tau)},$$

(10)

such that

$$U''(\phi,\tau) + (\alpha + B(\tau)\eta^2)U'(\phi,\tau) + \frac{i\phi\eta^2}{2}U(\phi,\tau) = 0.$$  

(11)

The solution to the second order ODE (11) can be represented as a power series

$$U(\phi,\tau) = \sum_{n=0}^\infty a_n^{(l)}(\tau - \tilde{\tau})^n,$$

(12)

where the point of expansion, $\tilde{\tau}$, is chosen in a way that the whole series converges. For this, we have to consider that the radius of convergence of the series in Eq (12) is as large as the distance between $\tilde{\tau}$ and the nearest singularity point of ODE (11), see [2] and [3].

We fix the number of terms in the series in Eq (12) to $N < \infty$, and solve a system of linear equations:

$$M\hat{a}^{(l)} = b,$$

(13)
where the matrix $M \in \mathbb{R}^{N \times N}$ and the vector $b \in \mathbb{R}^N$ are defined as follows:

$$M = \begin{pmatrix}
\Gamma_{(1,+)} + \Theta_{(1,+)} + \Psi_{(1,+)} + \Omega_{(1,+)} \\
\Gamma_{(2,+)} + \Theta_{(2,+)} + \Psi_{(2,+)} + \Omega_{(2,+)} \\
\vdots \\
\Gamma_{(n,+)} + \Theta_{(n,+)} + \Psi_{(n,+)} + \Omega_{(n,+)} \\
M_{(N-2,+)} \\
M_{(N-1,+)} \\
M_{(N,+)}
\end{pmatrix},
\begin{pmatrix}
-\frac{1}{2}i\phi\eta^2(\alpha + m)e^{m\bar{\tau}}c_1 \\
-\frac{1}{2}i\phi\eta^2(\alpha + m)e^{m\bar{\tau}}c_2 \\
\vdots \\
-\frac{1}{2}i\phi\eta^2(\alpha + m)e^{m\bar{\tau}}c_a \\
-\frac{1}{2}i\phi\eta^2(\alpha + m)e^{m\bar{\tau}}c_{N-2} \\
0 \\
-\frac{1}{2}i\phi\eta^2\Psi
\end{pmatrix}. $$

Here, for $1 \leq n \leq N-2$,

$$\Gamma_{(n,+)} = \begin{pmatrix}
0, 0, \ldots, 0, \frac{1}{2}i\phi\eta^2\Psi, \Lambda(n + 1), \Psi(n + 2)(n + 1), 0, \ldots, 0
\end{pmatrix},$$

$$\Theta_{(n,+)} = (\alpha + m)e^{m\bar{\tau}}(0, 2e_n, 6e_{n+1}, \ldots, k(k-1)c_{n+2-k}, \ldots, (n+1)e_n1, 0, \ldots, 0),$$

$$\Psi_{(n,+)} = \Xi(e_n, 2e_n-1, \ldots, k(k-1)e_n-k, \ldots, (n+1)e_n1, 0, \ldots, 0),$$

$$\Omega_{(n,+)} = \frac{1}{2}i\phi\eta^2(\alpha + m)e^{m\bar{\tau}}(e_{n-1}, e_{n-2}, \ldots, e_{n-k}, \ldots, c_1, 0, \ldots, 0),$$

$$M_{(N-2,+)} = (1, 2(-\bar{\tau}), \ldots, n(-\bar{\tau})^{n-1}, \ldots, N(-\bar{\tau})^{N-1}),$$

and

$$M_{(N,+)} = (\Lambda, 2\Psi, 0, 0, \ldots, 0).$$

Solution to Eq (8) for $C(\phi, \tau)$ can be found by direct integration of Eq (9) and Eq (10):

$$C(\phi, \tau) = \frac{\kappa\theta}{\sigma^2} \left( \lambda - (i\phi\sigma - \kappa)\tau - 2\ln \left( \frac{1 - ge^{\lambda\tau}}{1 - g} \right) \right) - \frac{2\alpha\beta}{\eta^2} \int_0^\tau \frac{U'(\phi, s)}{U(\phi, s)} ds. \quad (20)$$

The second term in the equation above can be written as

$$\frac{2\alpha\beta}{\eta^2} \int_0^\tau \frac{U'(\phi, s)}{U(\phi, s)} ds = \frac{2\alpha\beta}{\eta^2} \sum_{k=0}^{l-1} \left\{ \int_{\tau_k}^{\tau_{k+1}} \sum_{n=0}^{\infty} b_n^k(s - \bar{\tau})^n \right\} + \frac{2\alpha\beta}{\eta^2} \left\{ \int_{\tau_n}^{\tau_{n+1}} \sum_{n=0}^{\infty} b_n^0(s - \bar{\tau})^n \right\},$$

$$= \frac{2\alpha\beta}{\eta^2} \sum_{k=0}^{l-1} \left\{ \sum_{n=0}^{\infty} b_k^n(\tau_{k+1} - \bar{\tau})^n + \frac{2\alpha\beta}{\eta^2} \left\{ \sum_{n=0}^{\infty} b_0^n(\tau - \bar{\tau})^n \right\} \right\}, \quad (21)$$

where $b_0^n = a_0^{(l)}(l)\sum_{j=0}^{n} a_j^{(l)}$, and $b_k^n = \frac{(k+1)a_k^n}{n+1}$, for $k \geq 1$.

### 2.2. Valuation of the GMAB

Assume that under $\mathbb{Q}$ the dynamics of the investment account in the Guaranteed Minimum Accumulation Benefit, $A_t$, is

$$dA_t = \begin{cases}
A_t \frac{dS_t}{S_t} - \lambda A_t dt, & \text{if } A_t > 0 \\
0, & \text{otherwise}
\end{cases} \quad (22)$$

with $A_0 = P$ being the insurance premium and $\lambda$ being the insurance fee paid by the policyholder. We adopt the CIR-type model for the force of mortality, $\mu_t$ (see [1]):

$$d\mu_t = \xi(\bar{\mu}_t - \mu_t) dt + \sigma_\mu \sqrt{\mu_t} dW_t^\mu, \quad (23)$$

where $\bar{\mu}_t = e^{-\xi_2(t + T)^{\alpha_2}}$, and $dW_t^\mu$ is the standard Brownian motion independent of $W_t^1$, $W_t^2$ and $W_t^3$. Under this modelling setting the value of the GMAB option is given by the equation:

$$P = A_0 = E^Q_t \left[ e^{-\int_0^T \mu_s ds} \right] E^Q_t \left[ e^{\int_0^T \tau_s ds} \max \{A_T(\lambda), P \} \right], \quad (24)$$

which has to be solved subject to the insurance fee, $\lambda$, implicitly.
3. Numerical results. In our numerical experiments we use the following set of base parameters $T = 5$, $S_0 = 100$, $K = 100$, $v_0 = 0.05$, $r_0 = 0.03$, $\kappa = 10$, $\theta = 0.2$, $\sigma = 0.1$, $\rho = 0.1$, $\alpha = 2$, $\beta = 0.05$, $\eta = 0.05$. Figure (1a) demonstrates that convergence of the solution is achieved when $N \geq 15$ terms are included into the power series, Eq (12). From Figure (1b) we notice that the results provided by the power series approximation method are very close to the ones obtained via Monte Carlo Simulations (top plot), but computational efficiency of the former method is much higher (bottom plot).

(a) Absolute error in the option price as a function of number of terms, $N$, in the series in Eq (12).

(b) Comparison of the European option prices obtained via different methods (power series approximation and Monte Carlo simulations).

Figure 2: Fair insurance fee for the GMAB option. Mortality modelling parameters: $c_1 = 90.43$, $c_2 = 10.36$, $\xi_\mu = 0.5$, $\sigma_\mu = 0.03$.
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1. Introduction. The payoff function of financial derivatives can be discontinuous in the price of the underlying and payoffs often have discontinuous first derivatives. Payoff irregularity makes pathwise (second-order) differentiation in Monte Carlo estimators challenging and has motivated the development of many sophisticated methods for various different settings [1, 2, 3, 5, 9]. In this abstract we present a new Monte Carlo method for the estimation of parameter sensitivities (Greeks) that works with discontinuous payoff functions.

We consider the case of an underlying where price $S(t)$ is modeled by a univariate stochastic differential equation (SDE)

$$dS(t) = a(S(t), \theta)dt + b(S(t), \theta)dW(t)$$

for $t \in [0, T]$ with $S(0) = S_0(\theta)$, $\theta \in \mathbb{R}^d$ the parameters and $W(t)$ the standard Brownian motion. Derivative price is computed as the expected payoff $V = E[f(S(T))]$ at expiration time $T$ (for brevity we omit explicitly writing the discount factor). The payoff function $f \in L^1$ is assumed to be weakly differentiable, i.e. $f$ can have jump discontinuities but we can still interchange differentiation and integration. The presented method also extends to the multivariate case (ongoing work that is not discussed in the scope of this abstract).

The likelihood ratio method is an approach to computing Monte Carlo sensitivities based on differentiating the probability density function of a random variable [6]. Let $p(\cdot|\theta)$ be the probability density function of $S(T)$. With an iid sample $S^i \sim p(S^i|\theta)$ for $i = 1, \ldots, N$ we get the unbiased Monte Carlo estimator $\hat{V} = N^{-1} \sum_{i=1}^N f(S^i)$ with $E[\hat{V}] = V$. If $p(S(T)|\theta)$ is known explicitly the likelihood ratio method can be used to compute sensitivities as an expectation over the same distribution as follows. The likelihood ratio method uses the score function

$$\partial_\theta \log(p(S(T)|\theta)) = \frac{\partial_\theta p(S(T)|\theta)}{p(S(T)|\theta)}$$

(2)

to turn the differentiated integral into an expectation as follows

$$\partial_\theta E[f(S(T))] = \int_{-\infty}^{\infty} f(S(T)) \partial_\theta \log(p(S(T)|\theta))dS(T)$$

(3)

$$= \int_{-\infty}^{\infty} f(S(T)) \partial_\theta \log(p(S(T)|\theta))p(S(T)|\theta)dS(T)$$

(4)

$$= E[f(S(T)) \partial_\theta \log(p(S(T)|\theta))]$$

(5)

for $l = 1, \ldots, d$. With an iid sample $S^i \sim p(S^i|\theta)$ for $i = 1, \ldots, N$ we get the unbiased Monte Carlo estimator

$$\hat{\partial_\theta V} = N^{-1} \sum_{i=1}^N f(S^i) \partial_\theta \log(p(S^i|\theta))$$

(6)

with $E[\hat{\partial_\theta V}] = \partial_\theta V$.

It is, however, typical that we do not know explicitly how to evaluate $p(S^i|\theta)$ and sampling is only done approximately by simulating the stochastic differential equation. In this abstract we assume that
Monte Carlo simulation is done via the Euler-Maruyama discretization scheme with \( n \) steps

\[
S_{j+1} = S_j + a(S_j, \theta)h + b(S_j, \theta)\sqrt{h}X_j
\]

where \( h = T/n \) is the time step size and \( X_j \sim \phi(X_j) \) is a standard normal random variable for \( i = 0, \ldots, n - 1 \). The presented method also generalizes to other discretization schemes (ongoing work that is not discussed in the scope of this abstract). If a simulation algorithm is used based on an iid sample of \( X^i \sim \phi(X^i) \) we can write the final time step as a parametric function \( S_n^i = g(\theta, X^i) \) for \( i = 1, \ldots, N \). The pathwise sensitivity method works by differentiating the expectation over \( X \sim \phi(X) \) where the distribution of \( X \) does not depend on \( \theta \)

\[
\nabla_\theta E[f(g(\theta, X))] = E\left[\nabla_\theta f(g(\theta, X))\nabla_\theta g(\theta, X)\right] .
\]

If \( f \) is Lipschitz continuous we have \( \partial S_n f \in L^1 \) and the above expectation can be estimated from an iid sample \( X^i \sim \phi(X) \) for \( i = 1, \ldots, N \). In that case we can efficiently compute the whole gradient \( \nabla_\theta g(\theta, X^i) \) of each Monte Carlo path by adjoint algorithmic differentiation (AAD) [4, 7].

In this abstract we show how to combine the likelihood ratio method with pathwise AAD in a new way that allows it to work for discontinuous payoffs in a setting where \( p(S(T)|\theta) \) is not known explicitly. The presented approach is comparable to the Vibrato Monte Carlo method by Giles [5]. But in contrast to the Vibrato method the variance of our proposed Monte Carlo estimator is independent of the discretization step size \( h \) (i.e. for a constant number of simulated paths the expected error does not increase when decreasing the discretization bias).

2. Regression likelihood ratio method. In this section we present the main result in the form of a theorem. Theorem 2.1. proposes a way of rewriting \( \nabla_\theta E[f(g(\theta, X))] \) as an expectation that can be estimated via the Monte Carlo method. The theorem uses a combination of different simulation path sensitivities and the partial score function \( \partial S_n \log(\hat{p}(S_n)) \). The function \( \hat{p} \) is the probability density of the final time step value \( S_n \) of the simulation and, hence, an approximation of \( p \). The partial score function \( \partial S_n \log(\hat{p}(S_n)) \) is usually not known explicitly. We later also show how the score function can be robustly approximated by regression based on an iid sample \( S^i_n \sim \hat{p}(S^i_n) \) for \( i = 1, \ldots, N \).

Theorem 2.1.

\[
\nabla_\theta E[f(g(\theta, X))] = E\left[f(g(\theta, X))\left(-\nabla_\theta \log(\partial X_n g(\theta, X)) - \nabla_\theta g(\theta, X)\partial S_n \log(\hat{p}(g(\theta, X)))\right)\right] .
\]

Proof. The proof is omitted for space reasons.

The factor

\[
-\nabla_\theta \log(\partial X_n g(\theta, X)) - \nabla_\theta g(\theta, X)\partial S_n \log(\hat{p}(g(\theta, X)))
\]

(10)
gives an implicit way of evaluating the unknown score function \( \nabla_\theta \log(\hat{p}(g(\theta, X)|\theta)) \). So Monte Carlo estimation of the right-hand side of Equation (9) represents a likelihood ratio method for simulated \( S^i_n = g(\theta, X^i) \sim \hat{p}(S^i_n|\theta) \). Since \( \partial S_n \log(\hat{p}(S_n)) \) is obtained via regression we call the resulting method the regression likelihood ratio method even though it is essentially a hybrid between the likelihood ratio and pathwise sensitivity method. The required gradients of \( g(\theta, X) \) and \( \log(\partial X_n g(\theta, X)) \) can be efficiently evaluated by AAD.

In order to find an approximation \( R_\eta(z) \) of \( \partial_\eta \log(\hat{p}(z)) \) we use regression as suggested by Sasaki et al. [8]. The objective is to minimize the mean squared error

\[
\int_{-\infty}^{\infty} (R_\eta(z) - \partial_\eta \log(\hat{p}(z)))^2 \hat{p}(z)dz \to \min .
\]

(11)

Multiplying out, dropping the part that is constant in \( \eta \), rewriting the score function and then via integration by parts we get

\[
\int_{-\infty}^{\infty} R_\eta(z)^2 \hat{p}(z)dz - 2\left[R_\eta(z)\hat{p}(z)\right]_{-\infty}^{\infty} + 2\int_{-\infty}^{\infty} \partial_\eta R_\eta(z)\hat{p}(z)dz \to \min
\]

(12)
where the second term is zero because \( \tilde{p} \) is the distribution of a Brownian motion based SDE simulation for time \( T < \infty \). The other two terms are expectations that can be estimated based on an iid sample drawn from \( \tilde{p} \).

The \( l^2 \)-norm regularized optimization problem resulting from the Monte Carlo estimator based on the iid sample \( z^i \) for \( i = 1, \ldots, N \) is

\[
\min_\eta \mathcal{L}(\eta) := \frac{1}{N} \sum_{i=1}^{N} \left( \mathcal{R}_\eta(z^i)^2 + 2\partial_z \mathcal{R}_\eta(z^i) \right) + \lambda ||\eta||_2^2 .
\]

(13)

To allow for efficient direct estimation we choose a regression function that is linear in the parameter \( \eta \), e.g.

\[
\mathcal{R}_\eta(z) = \sum_{i=1}^{m} \eta_i \varphi_i(z), \quad \partial_z \mathcal{R}_\eta(z) = \sum_{i=1}^{m} \eta_i \partial_z \varphi_i(z)
\]

(14)

where \( \varphi_i(\cdot) \) are basis functions equally spaced on a grid. Then the above optimization problem is quadratic and can be solved via Newton’s method for the cost of a single \( m \times m \) linear system solve.

3. Case Study. In this section we present promising first numerical results for the regression likelihood ratio method. We consider a digital option with discontinuous payoff on a single underlying asset. For this case study the Greeks are known analytically and can be used for validation.

The spot price \( S(t) \) of the underlying follows a geometric Brownian motion

\[
dS(t) = rS(t)dt + \sigma S(t)dW(t)
\]

(15)

for \( t \in [0, T] \) with \( S(0) = S_0 \), \( r \) is the risk-free rate, \( \sigma \) the volatility and \( W(t) \) the standard Brownian motion. The probability density function of \( S(T) \) at expiration time \( T \) is a log-normal distribution

\[
p(S(T)) = \frac{1}{\sqrt{2\pi} \sigma \sqrt{T}S(T)} \exp \left( -\frac{-T(r - \sigma^2/2) - \log(S_0) + \log(S(T))^2}{2\sigma^2 T} \right) .
\]

(16)

The present value of a digital option with strike \( K \) is given by the discounted expected payoff

\[
V = \exp(-rT) \int_{-\infty}^{\infty} 1_{S(T) = K} p(S(T))dS(T) = \exp(-rT) \int_{K}^{\infty} p(S(T))dS(T) .
\]

(17)

The integral can be solved analytically and the corresponding Greeks Delta \( \Delta = \partial_X V \), Rho \( \rho = \partial_r V \) and Vega \( \nu = \partial^2 V \) can be computed by symbolic differentiation.

The Euler-Maruyama discretization of a geometric Brownian motion is

\[
S_{j+1} = S_j + rS_j h + \sigma S_j \sqrt{h} X_j
\]

(18)

where \( h \) is the time step size and \( X_j \) is a standard normal random variable for \( j = 0, \ldots, n-1 \). According to Theorem 2.1. the estimators for the Greeks are given as

\[
\hat{\Delta} = \exp(-rT) \frac{1}{N} \sum_{i=1}^{N} 1_{[S_{n-1}^i - K]} \left( -\partial_r S^i_{n-1}/S^i_{n-1} + \partial_X S^i_n \mathcal{R}_\eta(S^i_n) \right)
\]

(19)

\[
\hat{\rho} = \exp(-rT) \frac{1}{N} \sum_{i=1}^{N} 1_{[S_{n-1}^i - K]} \left( -\partial_r S^i_{n-1}/S^i_{n-1} + \partial_X S^i_n \mathcal{R}_\eta(S^i_n) \right)
\]

(20)

\[
\hat{\nu} = \exp(-rT) \frac{1}{N} \sum_{i=1}^{N} 1_{[S_{n-1}^i - K]} \left( -\partial_r S^i_{n-1}/S^i_{n-1} - 1/\sigma - \partial_X S^i_n \mathcal{R}_\eta(S^i_n) \right)
\]

(21)

where \( \mathcal{R}_\eta(\cdot) \) is the approximation of \( \partial_X \log(p(\cdot)) \) obtained by regression, in this case using piecewise linear basis functions \( \varphi_i \). The sensitivities \( \partial_X S^i_n, \partial_r S^i_n, \partial_\sigma S^i_n, \partial_X S^i_{n-1}, \partial_r S^i_{n-1}, \partial_\sigma S^i_{n-1} \) are all evaluated in a single pathwise adjoint evaluation.
The above table shows the results of a numerical evaluation with three different regression grid sizes $m = 5, 10, 20$, $N = 10^4$ paths, $n = 100$ time steps, regression regularization parameter $\lambda = 10^{-4}$, expiration time $T = 2$, strike $K = 110$, risk-free rate $r = 0.1$ and volatility $\sigma = 0.2$. The regression grid minimum and maximum are chosen to span the full $S_n$ sample range. The same random seed is used for each run, i.e. the same Monte Carlo paths are used for each computation.

The estimator column shows the values obtained from using the regression likelihood ratio method. The two columns to the right show its standard deviation based on the sample statistic and its absolute error computed as the absolute value of the difference between the estimator and the analytic solution. The semi-analytic column shows the estimator result where instead of the regression $R_\eta(\cdot)$ we have used the analytic partial score function $\partial S_n \log(p(\cdot))$ and is, hence, independent of $m$. Note that the analytic partial score function is different from $\partial S_n \log(\tilde{p}(\cdot))$ that would give the unbiased-for-the-simulation result. The two columns to the right show its standard deviation and absolute error computed in the same way as described above.

We highlight the results for the regression grid size of $m = 10$ where the absolute error of all Monte Carlo sensitivity estimators are an order of magnitude smaller than their standard deviations. This comparison with the standard deviation indicates that the error made due to the regression of the partial score function is negligible compared to the sampling noise. We also see that the regression likelihood ratio method has comparable sample efficiency to the semi-analytic approach.

The choice of $m = 10$ and $\lambda = 10^{-4}$ is motivated by cross validation with a hold out set of $2 \cdot 10^3$ paths. The cross validation loss for the regression problem for different values of $\lambda$ and $m$ is listed in the following table.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>$\lambda = 10^{-5}$</th>
<th>$\lambda = 10^{-4}$</th>
<th>$\lambda = 10^{-3}$</th>
<th>$\lambda = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-</td>
<td>-0.00103575</td>
<td>-0.0010385</td>
<td>-0.0010167</td>
</tr>
<tr>
<td>10</td>
<td>-0.00112392</td>
<td>-0.00112533</td>
<td>-0.00110599</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>-0.000779616</td>
<td>-0.000997841</td>
<td>-0.000974113</td>
<td>-</td>
</tr>
</tbody>
</table>

For a higher number of paths a higher resolution regression grid will likely be better.

4. Conclusion. In this abstract we introduced the regression likelihood ratio method for estimating Monte Carlo sensitivities for financial derivatives with discontinuous payoff functions. According to Theorem 2.1, the regression likelihood ratio method combines pathwise adjoint sensitivities [4] with the regression of a partial score function to efficiently compute likelihood ratio method sensitivities. We also demonstrated how to formulate the regularized regression problem based on a simulated Monte Carlo sample. Finally, we presented a case study where we estimate the Greeks of a digital option on an underlying that is modeled by geometric Brownian motion. The obtained numerical results are promising because they show that the method is competitive in sample efficiency with a semi-analytic likelihood ratio method.

Future work will include a comparison to the sensitivities obtained by the Vibrate Monte Carlo method [5] for varying discretization step size $h$. A more conclusive article will also contain the proof of Theorem 2.1. and how to deal with the case of multivariate stochastic differential equations and discretization methods other than the Euler-Maruyama scheme.
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Abstract. In this paper we extend the results in Tang and Chen [4], Yu [5] and Bao et al [1] in two directions. First we find explicit closed form solutions of the pseudo MLEs using the method of Nowman [3] and we provide their asymptotic theory in the context of the CKLS [2] model characterized by a general constant elasticity of variance parameter \( \rho \). Second we obtain bias expansions for those pseudo MLEs also in terms of \( \rho \geq 0 \). We provide a general framework since only the cases with \( \rho = 0 \) and \( \rho = 0.5 \) have been considered in the literature so far. When the time series is not positive almost surely, we need to impose the restriction that \( \rho \) is a non-negative integer.
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Climate games: Who’s on first? What’s on second?
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Abstract. Strategic actions by decision makers are crucial to determining the global response to climate change. To gain insight into these strategic interactions, we contrast the standard Stackelberg game with three other possible game structures and compare with the outcome of choices by a Social Planner. In a dynamic setting, two players choose levels of carbon emissions. Rising atmospheric carbon stocks increase average global temperature which damages player utilities. Temperature is modelled as a stochastic differential equation. In addition to the Stackelberg game, we examine a game where both players act as leaders (a Leader-Leader or Trumpian game), as well as an Interleaved game where there is a significant time interval between player decisions. A solution always exists for the Stackelberg game (and the other games as well), but these may not be Nash equilibria. For the fourth game, a Nash equilibrium is chosen if it exists, and otherwise a Stackelberg game is played. One or both players may be better off in these alternative games compared to the Stackelberg game, depending on state variables. We conclude that it is important to consider alternate game structures in examining strategic interactions in pollution games. We also demonstrate that the Stackelberg game is the limit of the Interleaved game as the time between decisions goes to zero.

*The authors gratefully acknowledge funding from the Global Risk Institute, globalriskinstitute.org. ‘Who’s on first? What’s on second?’ is a reference to the famous comedy routine by Americans Bud Abbott and Lou Costello
Abstract. For several years, the Bank of Japan has implemented the quantitative easing policy (QE). Against this backdrop, Japanese short- and medium-term interest rates have stayed negative. In this study, we model the short rate as the sum of the positive part and the lower bound in order to capture negative yields. We model the former part as the quadratic form of the Gaussian process. For the latter part, we model it as the Brownian bridge on the random interval pinning at 0 on the end date of the QE where the Brownian bridge on random intervals was introduced by Bedini et al (2017). For this setting, we derive the zero coupon bond price representation by imposing the no-arbitrage condition. Furthermore, we conduct an empirical analysis based on this proposed model. Using Japanese yield curve data, we calibrate model parameters and estimate an implied exit time from the Bank of Japan’s quantitative easing.

1. Introduction. In Germany and Japan, short-term and medium-term interest rates have taken negative values against the backdrop of their quantitative easing policies. European Central Bank stopped the asset purchase program in December 2018. In Japan, although full-scale debate about reduction of quantitative easing policy has not been seen yet, the Bank of Japan keeps slowing the pace of its bond purchases. To my knowledge, there are few studies of a term structure model explicitly incorporating the exit time from the QE policy. However there are two studies to be referred. One is Marumo et al [3], the other is Futami [2]. Their models deal with the exit time from the zero interest rate policy. In Marumo et al [3], the short rate is assumed to stay at zero until the exit time arrives and it moves based on the Vasicek model after the exit time. Futami [2] deals with the general setting of Marumo et al [3]. In this work, we will construct a term structure interest rate model which captures negative interest rates and incorporates explicitly the exit time from the QE policy.

2. Setup. Let a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t}, \mathbb{P})\). The filtration \((\mathcal{F}_t)_{0 \leq t}\) satisfies the usual conditions of right-continuity and completeness. \(\mathbb{P}\) denotes the physical measure. We assume that the market is complete and has no arbitrage opportunities, so that the risk-neutral measure \(\mathbb{Q}\) uniquely exists. We deal only with a theory on \(\mathbb{Q}\) in this study. \(W_{1,2}^Q\) are independent standard Brownian motions under \(\mathbb{Q}\).

The state variable \(X_t\) satisfies the following stochastic differential equation:

\[
dX_t = K_X \left( \theta - X_t \right) dt + \Sigma_X dW_{t,1}^Q.
\]

The risk-free short rate \(r_t\) is assumed to be a quadratic form of the state variable \(X_t\) as follows:

\[
r_t = X_t' \Psi X_t + y^r_t,
\]

where \(X_t'\) represents the transposition of \(X_t\) and \(\Psi\) is assumed to be positive definite. Therefore, \(y^r_t\) can be interpreted as the lower bound of \(r_t\).

We model \(y^r_t\) as the Brownian bridge process with \(y^r_0 = 0\) and \(y^r_\tau = 0\) for \(t \geq \tau\) defined as

\[
y^r_t(\omega) = \sigma_y W_{1,2}^Q(\omega) - \frac{\sigma_y}{\tau} W_{\tau,1,2}^Q(\omega).
\]
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where we assume that $\tau$ is a strictly positive constant value. Representing this in the SDE form,

$$
dy^\tau_t = \begin{cases} 
-\gamma^\tau_t dt + \sigma_y dW^Q_{t,2} & (t < \tau) \\
0 & (t \geq \tau)
\end{cases}
$$

$\tau$ is interpreted as the exit time from the QE policy.

### 3. Bond pricing in the case where $\tau$ is a strictly positive constant

In this section, we derive a bond pricing formula in the case where $\tau$ is a strictly positive constant. Afterwards, we denote an abnormal policy period $t < \tau$ (QE period) by a superscript of letter $a$, and a normal period, $t \geq \tau$ (post QE period) by a superscript of letter $n$. $P^n_{t,u}$ denotes the zero coupon bond price at time $t$ during the post QE period with the $u$-year maturity. $P^a_{t,u}$ denotes the zero coupon bond price at time $t$ during the QE period with the $u$-year maturity.

#### 3.1. Bond pricing in the normal period, the post-QE

In this subsection, we derive a bond pricing formula in the case where $t < \tau$. This period corresponds to the post Quantitative easing policy period.

Infinitesimal generator of $X_t$ for $t < \tau$ is provided as

$$
\mathcal{D}_t^a = (K^Q X_t (\theta^Q - X_t))' \frac{\partial}{\partial X_t} + \frac{1}{2} \text{Tr} \left( \Sigma_X \Sigma' X_t \frac{\partial^2}{\partial X_t \partial X_t'} \right).
$$

Applying the Feynman-Kac theorem to the zero coupon bond price $P^n_{t,u}$ with the maturity $T$, and $u = T - t$ leads to the following equation:

$$
\left[ \frac{\partial}{\partial t} + \mathcal{D}_t^n \right] P^n_{t,u} = r_t P^n_{t,u}, \quad P^n_{t,0} = 1.
$$

We guess the solution form of the PDE as follows:

$$
P^n_{t,u} = \exp(X_tA^n u X_t + (b^n u)' X_t + c^n u).
$$

Substituting this into the PDE, we obtain the system of ordinary differential equations (ODEs).

$$
\begin{align*}
-\hat{A}^n_u - 2K^Q X_t A^n u + 2A^n u \Sigma_X \Sigma' X_t A^n u - \Psi &= 0, \\
-(b^n u)' + 2\theta^Q (K^Q)' A^n u - (b^n u)' K^Q + 2(b^n u)' \Sigma X' A^n u &= 0, \\
-c^n u + (K^Q (\theta^Q)' b^n u + \text{Tr} (\Sigma_X \Sigma' (A^n u + \frac{1}{2} b^n u (b^n u)')) &= 0,
\end{align*}
$$

where the boundary conditions are $A^n_0 = 0$, $b^n_0 = 0$ and $c^n_0 = 0$ and $\hat{A}^n, b^n$ and $c^n$ represent derivatives of $A^n, b^n$ and $c^n$ with respect to the variable $u$.

#### 3.2. Bond pricing in the abnormal period, the QE period

In this subsection, we derive a bond pricing formula in the case where $t \leq \tau$. This corresponds to the period when the Quantitative easing policy is conducted.

Firstly, we derive the bond pricing formula in the case where $t \leq T \leq \tau$. The zero coupon bond price during the period is denoted by $P^a_{t,u}$.

Infinitesimal generator of $X_t$ and $y^\tau_t$ for $t < \tau$ is provided as

$$
\mathcal{D}_t^a = (K^Q X_t (\theta^Q - X_t))' \frac{\partial}{\partial X_t} + \frac{1}{2} \text{Tr} \left( \Sigma_X \Sigma' X_t \frac{\partial^2}{\partial X_t \partial X_t'} \right) - \frac{y^\tau_t}{\tau - t} \frac{\partial}{\partial y^\tau_t} + \frac{1}{2} \sigma_y^2 \frac{\partial^2}{\partial y^\tau_t^2}.
$$

Applying the Feynman-Kac theorem to $P^a_{t,u}$, we obtain the following PDE:

$$
\left[ \frac{\partial}{\partial t} + \mathcal{D}_t^a \right] P^a_{t,u} = r_t P^a_{t,u}, \quad P^a_{t,0} = 1.
$$
A guess the solution of this PDE is provided as
\[ P_{t,u}^{a,1} = \exp(X'_u A^{a,1}_u X_t + (b^{a,1}_u)' X_t + c^{a,1}_u + d^{a,1}_u y_t). \]
Substituting the above solution form into the PDE, we obtain the ODEs.
\[
\begin{align*}
-\dot{A}^{a,1}_u - 2K'_u A^{a,1}_u + 2A^{a,1}_u \Sigma^X_u A^{a,1}_u - \Psi &= 0 \\
-(b^{a,1}_u)' + 2 \theta^Q (K^Q)' A^{a,1}_u - (b^{a,1}_u)' K^Q + 2(b^{a,1}_u)' \Sigma^X_u A^{a,1}_u &= 0 \\
-c^{a,1}_u + (K^Q \theta^Q)' A^{a,1}_u + \text{Tr}(\Sigma^X_u \Sigma^X_u (A^{a,1}_u + \frac{1}{2} b^{a,1}_u (b^{a,1}_u)')) + \frac{1}{2} \sigma^2 (d^{a,1}_u)^2 &= 0 \\
-d^{a,1}_u = 1 &= - \frac{w}{2(u-w)}.
\end{align*}
\]
where boundary conditions are \( A^{a,1}_0 = 0, b^{a,1}_0 = 0, c^{a,1}_0 = 0, \) and \( d^{a,1}_0 = 0. \) Setting \( w = T - \tau, \) the solution of the equation for \( d^{a,1}_0 \) (that is called d’Alembert’s equation) is given by \( d^{a,1}_0 = - \frac{w(u-2w)}{2(u-w)}. \) Since \( c^{a,1}_u \)
and \( d^{a,1}_u \) depend on \( u, \) we denote them by \( c^{a,1}_u, w, \)
and \( d^{a,1}_u, w, \).
Next, we derive the bond pricing formula in the case of \( t \leq \tau \leq T. \) We set \( v = \tau - t \) and \( w = T - \tau. \)
We denote the zero coupon bond price \( P_{t,v\tau}^{a,2} \) during the period by \( P_{t,v\tau}^{a,2} \).
By applying the Feynman-Kac theorem to \( P_{t,v\tau}^{a,2} \),
\[
\frac{\partial}{\partial t} P_{t,v\tau}^{a,2} - \mathcal{G} P_{t,v\tau}^{a,2} = r_t P_{t,v\tau}^{a,2}, \quad P_{t,0w}^{a,2} = P_{t,w}^{a,2},
\]
A guess of the solution of this equation:
\[ P_{t,v\tau}^{a,2} = \exp(X'_u A^{a,2}_u X_t + (b^{a,2}_u)' X_t + c^{a,2}_u + d^{a,2}_u y_t). \]
By substituting this solution form into the above PDE,
\[
\begin{align*}
-\dot{A}^{a,2}_u - 2K'_u A^{a,2}_u + 2A^{a,2}_u \Sigma^X_u A^{a,2}_u - \Psi &= 0 \\
-(b^{a,2}_u)' + 2 \theta^Q (K^Q)' A^{a,2}_u - (b^{a,2}_u)' K^Q + 2(b^{a,2}_u)' \Sigma^X_u A^{a,2}_u &= 0 \\
-c^{a,2}_u + (K^Q \theta^Q)' A^{a,2}_u + \text{Tr}(\Sigma^X_u \Sigma^X_u (A^{a,2}_u + \frac{1}{2} b^{a,2}_u (b^{a,2}_u)')) + \frac{1}{2} \sigma^2 (d^{a,2}_u)^2 &= 0 \\
-d^{a,2}_u + c^{a,2}_u + 1 &= 0
\end{align*}
\]
where boundary conditions \( v = 0 \) are \( A^{a,2}_0 = A^{a,2}_0, b^{a,2}_0 = b^{a,2}_u, c^{a,2}_0 = c^{a,2}_u, \)
and \( d^{a,2}_u \) with respect to the variable \( u \) for a constant \( w. \)
We haven’t had the boundary condition of \( d^{a,2}_u \) yet.
\[
P_{t,v\tau}^{a,2} = E \left[ \exp \left( - \int_{\tau}^{T} r_s ds \right) P_{T,v\tau}^{a,2} \big| F_{\tau} \right] = E \left[ \exp \left( - \int_{\tau}^{T} (X'_s \Psi X_s + y_t')ds \right) P_{T,v\tau}^{a,2} \big| F_{\tau} \right]
\]
The first expectation of r.h.s of the above equation depends on \( y_t \), and the second expectation does not depend on that. Hence, the following equation holds.
\[
E \left[ \exp \left( - \int_{\tau}^{T} y_t' ds \right) \big| F_{\tau} \right] = \exp(d^{a,2}_v y_t).
\]
The l.h.s of the above equation does not depend on \( w; \) therefore, \( d^{a,2}_v = d^{a,2}_v(0) \). Recalling that when \( \tau = T \) in the discussion in the case of \( t \leq \tau \leq T \)
\[
d^{a,2}_v = d^{a,2}_0 = d^{a,1}_0 = - \frac{1}{2} v.
\]
4. Bond pricing in the case where \( \tau \) is random. In this section, we derive the bond pricing formula in the case where \( \tau \) is random. The Brownian bridge with a random terminal time was studied by Bedini et al [1]. We use some results obtained in Bedini et al [1].
Let \( (C, C) \) be the space of continuous real-valued functions on \( \mathbb{R} \) endowed with the \( \sigma \)-algebra generated by the canonical process. We define \( y_t(\omega) \) as \( y_t(\omega) = y_t^x(\omega) \). Now we can prove that the map \( y : (\Omega, \mathcal{F}) \to (C, C) \) is measurable. The following corollary and lemma play roles in deriving zero coupon bond pricing formula.
Corollary 4.1. τ is assumed to be independent of \( W_{t^1}^Q \) and \( W_{t^2}^Q \). If \( h : ((0, +\infty) \times C, \mathcal{B}((0, +\infty)) \otimes \mathbb{R}, \mathcal{B}(\mathbb{R})) \) is a measurable function such that \( E[|h(\tau, y)|] < +\infty \), then \( E[h(\tau, y)|\sigma(\tau)](\omega) = E[h(\tau, y)]|_{\tau=\tau(\omega)}, Q - a.s. \)

Lemma 4.2. The density of \( y_t^* \) is provided as follows:

\[
\phi_t(r, y) = \frac{r}{2\pi t(r - t)\sigma_y^2} \exp\left(-\frac{y^2r}{2t(r - t)\sigma_y^2}\right).
\]

Let \( F(x) \) be the distribution function of \( \tau, Q(\tau \leq x) \) and \( f(x) \) be the density function of \( \tau \) under \( Q \). We define \( G(t) \) as

\[
G(t) = \int_t^\infty \phi_t(s, y_t^*)dF(s).
\]

We define the filtration \( \mathcal{H} := \sigma(1_{\tau \leq s} : 0 \leq s \leq t) \) and \( \mathcal{G}_t := \mathcal{F}_t \vee \mathcal{H}_t \). When \( \tau \) is independent from \( W_{t^1}^Q \) and \( W_{t^2}^Q \), the zero coupon bond prices are calculated as follows: This corollary implies that if \( \tau \) is independent from \( W_{t^1}^Q \) and \( W_{t^2}^Q \), then zero coupon bond price is obtained by taking expectations of bond prices with a constant \( \tau \) over the \( \tau \)'s probability distribution.

\[
P_{t, T-t} = E\left[ \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] = E\left[ 1_{\{\tau < t\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] + E\left[ 1_{\{t \leq \tau \leq T\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] + E\left[ 1_{\{T < \tau\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right]. \tag{1}
\]

The first term of the r.h.s of equation (1) is calculated as follows:

\[
E\left[ 1_{\{\tau < t\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] = 1_{\{\tau < t\}} P_{t, T-t}^{\text{up}}
\]

The third term of the r.h.s of equation (1) is calculated as follows:

\[
E\left[ 1_{\{T < \tau\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] = 1_{\{T < \tau\}} \frac{G(T)}{G(t)} P_{t, T-t}^{\text{up}}
\]

The second term of the r.h.s of equation (1) is calculated as follows:

\[
E\left[ 1_{\{t \leq \tau \leq T\}} \exp\left(-\int_t^T r_s ds\right) | \mathcal{G}_t \right] = \frac{1_{\{t < \tau\}}}{G(t)} \int_t^T P_{t, s-t}^{\text{up}} \phi_t(s, y_t^*) f(s) ds.
\]

5. Empirical Analysis. We conduct an empirical analysis using Japanese yield curve databased on our proposed model. I will indicate some results in my presentation.
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Abstract. This paper summarizes the arbitrage-free stochastic collocation technique. We review its application for market option price interpolation, through a specific isotonic polynomial or a monotonic spline representation, as well as in the context of the Heston collocated local volatility model. We present how to perform the calibration of this model efficiently, explore the preservation of the martingale property and practical Monte-Carlo and partial differential equation discretization schemes.

1. Summary. The financial markets provide option prices for a discrete set of strike prices and maturity dates. In order to price over-the-counter vanilla options with different strikes, or to hedge complex derivatives with vanilla options, it is useful to have a continuous arbitrage-free representation of the option prices, or equivalently of their implied volatilities. For example, the variance swap replication of Carr and Madan consists in integrating a specific function over a continuum of vanilla put and call option prices [7, 6]. More generally, [4] have shown that any path-independent claim can be valued by integrating over the probability density implied by market option prices. An arbitrage-free representation is also particularly important for the Dupire local volatility model [9], where arbitrage will translate to a negative local variance. In this paper, we describe a new technique to interpolate the market option prices in an arbitrage-free manner.

A rudimentary, but popular representation is to interpolate market implied volatilities with a cubic spline across option strikes. Unfortunately this may not be arbitrage-free as it does not preserve the convexity of option prices in general. A typical convex interpolation of the call option prices by quadratic splines or rational splines is also not satisfactory in general since it may generate unrealistic oscillations in the corresponding implied volatilities, as evidenced in [18]. [19] designs an arbitrage-free interpolation of the call prices, which however requires convex input quotes, employs two embedded non-linear minimizations, and it is not proven that the algorithm for the interpolation function of class $C^2$ converges. In reality it is often not desirable to strictly interpolate option prices as those fluctuate within a bid-ask spread. Interpolation will lead to a noisy estimate of the probability density (which corresponds to the second derivative of the undiscounted call option price).

More recently, [3] have proposed to calibrate the discrete piecewise constant local volatility corresponding to a single-step finite difference discretization of the forward Dupire equation. In their representation of the local volatility, the authors use as many constants as the number of market option strikes for an optimal fit. It is thus sometimes considered to be “non-parametric”. Their technique works well but often yields a noisy probability density estimate, as the prices are typically over-fitted. Furthermore the output of their technique is a discrete set of option prices, which, while relatively dense, must still be interpolated carefully to obtain the price of options whose strike falls in between nodes.

An alternative is to rely on a richer underlying stochastic model, which allows for some flexibility in the implied volatility smile, such as the Heston or SABR stochastic volatility models. While semi-analytic representations of the call option price exist for the Heston model [16], the model itself does not allow to represent short maturity smiles accurately. The SABR model is better suited for this, but has only closed-form approximations for the call option price, which can lead to arbitrage [14, 13]. Furthermore
the small number of parameters of such models is not always adequate to represent volatility surfaces, particularly for liquid equity or equity index options.

[12] use stochastic collocation to fix the Hagan SABR approximation formula defects and produce arbitrage-free option prices starting from the Hagan SABR formula. Collocation methods are commonly used to solve ordinary or partial differential equations [25]. The underlying principle is to solve the equations in a specific finite dimensional space of solutions, such as polynomials up to a certain degree. In contrast, the stochastic collocation method [26] consists in mapping a physical random variable $Y$ to a point $X$ in an artificial stochastic space. Collocation points $x_i$ are used to approximate the function mapping $X$ to $Y$, $F_X^{-1} \circ F_Y$, typically by a polynomial, where $F_X$, $F_Y$ are respectively the cumulative distribution functions (CDF) of $X$ and $Y$. Thus only a small number of inversions of $Y$ (and evaluations of $F_Y$) are used. This allows the problem to be solved in the “cheaper” artificial space. Using a Gaussian distribution for $X$, European option prices are obtained by a simple closed-form formula, for any strike. A necessary condition for the prices to be free of arbitrage, is for the mapping to be monotonic, otherwise the collocated CDF may decrease. This is, a priori, not guaranteed with the approach of [12], where a Lagrange polynomial on Gauss-Hermite nodes is used.

2. Applications. [22] explore how to calibrate the stochastic collocation polynomial directly to market prices, without going through an intermediate model. A specific isotonic parameterization is used to ensure the monotonicity of the collocation polynomial as well as the conservation of the zero-th and first moments transparently during the optimization, guaranteeing the absence of arbitrage.

The isotonic polynomial stochastic collocation leads to a smooth, implied probability density, without any artificial peak, even with high degrees of the collocation polynomial. The technique may also be applied to interest rate derivatives, as it leads to a closed-form formula for CMS convexity adjustments, which can thus be easily calibrated jointly with interest rate swaptions.

The stochastic collocation technique is of particular interest to the richer collocated local volatility (CLV) model, which allows to price exotic options through Monte-Carlo or finite difference methods [11]. In this model, the financial asset $S$ follows

$$S(t) = g(t, X(t)),$$

$$dX(t) = (r(t) - q(t))X(t)dt + \sqrt{V(t)}X(t) \, dW_X(t),$$

$$dV(t) = \kappa(\theta - V(t)) + \sigma \sqrt{V(t)} \, dW_V(t),$$

with $W_X$ and $W_V$ being two Brownian motions with correlation $\rho$, $r, q$ the instantaneous growth and dividend rates, and $g(t, x)$ a collocation function. According to equations (2) and (3), the driver process $X$ follows the Heston stochastic volatility model [16]. The collocation function $g$ is typically a polynomial or a spline, which will be calibrated to the market using the stochastic collocation technique. Robust and efficient pricing of vanilla options is obtained by applying the adaptive Filon quadrature of [21] on a specific payoff.

The use of a polynomial may however be problematic as the (lognormal) Heston model suffers from moment explosions [2]. The moment $\mathbb{E}[S(t)^m]$ for $m \geq 1$ may become infinite after some finite time. In those cases, which are quite common when the Heston model is calibrated to the market, the first moment of the Heston-CLV model is not defined. While it is always possible to constrain the Heston parameters to a region where the moments are well defined, such a constraint places a severe limitation on the Heston model quality of fit (Figures 1(a) and 1(b)). This has potential consequences on the martingale conservation properties of the Heston-CLV model.

A known deficiency of Markov functional models is that they do not respect the martingale property [5, 17]. The Heston-CLV model is similar to a Markov functional model: the collocation function only captures the terminal distribution at each maturity date and is then applied at different dates independently, without taking into account any joint distribution between the dates. Yet, the driver is a calibrated Heston model, whose joint distribution is close to the market distribution. We may thus expect the collocation function to provide a second order correction and the martingale property to be reasonably well preserved. This is confirmed on our example calibration towards SX5E options as of
(a) Well calibrated Heston model, but with exploding second moment.

(b) Heston model with finite fifth moment.

Figure 1: Black-Scholes volatility implied by the Heston model, and the Heston-CLV model for the options of maturity 1 month, calibrated to TSLA options of maturities 1, 7 and 19 months as of June 18, 2018. The strike indicated is relative towards the forward price.

(a) Heston model.

(b) Heston-CLV model.

February 26, 2016 (Table 1 and Figure 2(b)). The measured drift is an order of magnitude smaller than with one-dimensional Markov functional models.
Table 1: Error in the price of a future contract on performance, expressed in %, for each pairs of distinct maturities, obtained by a Monte-Carlo simulation using 1 million paths and 32 time-steps per year, when the Heston-CLV model is calibrated to SX5E options as of February 26, 2016. The Monte-carlo standard error is less than 0.09% and the Heston parameters are $V_0 = 0.133$, $\kappa = 0.350$, $\theta = 0.321$, $\sigma = 1.388$, $\rho = -0.630$.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>0.04</th>
<th>0.08</th>
<th>0.16</th>
<th>0.25</th>
<th>0.33</th>
<th>0.41</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
<th>1.50</th>
<th>2.00</th>
<th>3.00</th>
<th>4.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>-0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>-0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>-0.06</td>
<td>-0.05</td>
<td>-0.02</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.03</td>
<td>0.04</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>-0.05</td>
<td>-0.06</td>
<td>-0.02</td>
<td>0.06</td>
<td>0.08</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>-0.05</td>
<td>-0.06</td>
<td>-0.02</td>
<td>0.06</td>
<td>0.08</td>
<td>0.09</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>-0.13</td>
<td>-0.10</td>
<td>-0.13</td>
<td>-0.09</td>
<td>-0.04</td>
<td>-0.10</td>
<td>-0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>-0.08</td>
<td>-0.10</td>
<td>-0.14</td>
<td>-0.18</td>
<td>-0.22</td>
<td>-0.21</td>
<td>-0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>-0.05</td>
<td>-0.20</td>
<td>-0.03</td>
<td>-0.12</td>
<td>-0.08</td>
<td>-0.09</td>
<td>-0.20</td>
<td>-0.22</td>
<td>-0.31</td>
<td>-0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.07</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.01</td>
<td>-0.04</td>
<td>-0.20</td>
<td>-0.06</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>0.01</td>
<td>-0.04</td>
<td>0.10</td>
<td>0.14</td>
<td>0.12</td>
<td>0.14</td>
<td>0.06</td>
<td>0.04</td>
<td>-0.13</td>
<td>-0.10</td>
<td>0.11</td>
<td>-0.11</td>
<td>-0.30</td>
</tr>
<tr>
<td>5.01</td>
<td>0.04</td>
<td>0.13</td>
<td>0.09</td>
<td>0.10</td>
<td>0.16</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>-0.06</td>
<td>0.00</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Another drawback of the use of polynomials in the stochastic collocation technique, independently of the Heston-CLV model, relates to their difficulties in capturing multi-modal distributions. Although, theoretically, as proven in [22], we can always find a polynomial to capture multi-modal distributions, such a polynomial may be required to be of a prohibitively high degree to match accurately the distribution, which renders the technique not practical.

Instead of collocating on a polynomial, [23] explore various ways to use a monotonic spline, including B-spline parametrizations which preserve the first moment exactly. This allows for a richer representation, with as many parameters as there are market option strikes. A direct consequence is the ability to capture more complex implied probability distributions such as multi-modal distributions. Overfitting is avoided by adding an appropriate regularization, whose optimal value may be found with the L-curve method of [15]. This is reminiscent of the penalized B-spline technique for volatility modelling of [8], where a B-spline parameterization of the Radon-Nikodym derivative of the underlying’s risk-neutral probability density with respect to a roughly calibrated base model is used. Concretely, Corlay’s method translates to an explicit probability density representation where the probability density is a spline multiplied by a base probability density function, such as the lognormal or normal probability density function. Corlay’s technique however limits the implied volatility shapes allowed, and often requires the use of a more elaborate base probability density function, such as the one stemming from the SVI parameterization of [10], to properly fit the market in practice. The stochastic collocation on a spline is more flexible and can fit the market very well when collocating to a simple Gaussian variable. Furthermore, with a linear extrapolation, the Heston-CLV model is applicable without any constraint on the Heston parameters.

The Monte-Carlo simulation of the Heston-CLV model is straightforward: we use a good discretization scheme for the Heston model in order to discretize the $X$ process; then we obtain the value of $S$ on each path by applying directly the collocation function to each path of $X$ (equation (1)). Unlike the case of the stochastic local volatility model, there is no need to use very small time-steps. The discretization error is entirely due to the Heston process discretization. The quadratic exponential (QE) scheme of [1] is widely used to discretize the Heston process. Its convergence properties are however not known (on a concrete example, we measure a convergence order between 1.3 and 1.7). Instead, we present a minor modification of the DVSS2 scheme of [24], which has a proven second order convergence, and stays computationally efficient.

We also explore different ways of solving the Heston-CLV partial differential equation (PDE): directly through the $L$-stable second-order finite difference scheme of [20], as well as with various alternating direction implicit (ADI) methods. All schemes explored may lead to oscillations, particularly visible in the Gamma, except the Lawson-Swayne scheme. The oscillations are attenuated by implicit Euler damping steps, but not removed. It is found that the Peaceman-Rachford scheme with Strang splitting damping steps is the most efficient, when applied to an orthogonalized version of the PDE.
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Abstract. Current local-stochastic volatility (LSV) models use a single parameter, termed the Mixing Fraction, to calibrate the LSV model to traded exotic prices as well as vanilla options. This single parameter has been applied to both the volatility of volatility parameter and the correlation between spot and volatility of the original stochastic volatility model. In this paper, we introduce two independent mixing fractions to separately apply impact to the volatility of volatility and the correlation. We observe significant improvement in calibration in accuracy to One Touch option prices with the introduction of a second mixing fraction.

1. Introduction. The local stochastic volatility (LSV) model is viewed in the industry as the state of the art model for pricing exotic options, such as barrier options and accumulators. Various forms of the LSV model have been implemented [1, 5, 6, 7, 8, 10, 11]. This work utilises the log-normal LSV model presented in [8]. The log-normal process for modelling the underlying volatility is a more accurate representation of market dynamics, due to zero probability for the volatility process to reach zero, unlike for example the Heston model when the Feller condition is often violated.

The mimicking theorem [4] ensures that LSV models are calibrated to reproduce vanilla option prices. However, for LSV models to be useful in practice, they must also replicate traded exotic prices. To achieve this objective, an extra parameter is typically introduced to enable the LSV model to also be calibrated to available traded exotic prices. This parameter typically multiplies the volatility of volatility parameter, and can be seen as controlling the stochasticity of the stochastic model, thus is viewed as representing a mixing of the local volatility and stochastic volatility. The parameter is thus termed a mixing fraction. Typically taking values between 0 and 1, this mixing fraction has also been applied to the correlation parameter [8, 9, 10].

However, applying a single mixing fraction to both stochastic parameters may have deleterious effects on calibration; decreasing the value of the volatility of volatility may improve calibration accuracy on its own, but when the correlation is also decreased, this improvement may be counteracted. In this work, we will present a modification to the log-normal LSV model by introducing a second mixing fraction to control the effect of correlation independently to that of the volatility of volatility parameter. We calibrate this modified log-normal local-stochastic volatility model to both vanilla and exotic prices available on the market, and we present numerical results to illustrate the improvement of pricing accuracy.

2. Model. The log-normal local-stochastic volatility (LSV) model is assumed to follow log-normal like dynamics for both the spot price \( S_t \) and the stochastic volatility \( \sigma_t \) as:

\[
\begin{align*}
  dS_t &= [r(t)]S_t dt + L(S_t, t)\sigma_t S_t dW^1_t, \quad S_0 = s, \\
  d\sigma_t &= \kappa(\theta - \sigma_t)dt + \eta\lambda\sigma_t dW^2_t, \quad \sigma_0 = v, \\
  \mathbb{E}[dW^1_t, dW^2_t] &= \eta dt.
\end{align*}
\]  

(1)
where \( r_d(t) \) is domestic interest rate and \( r_f(t) \) is foreign interest rate in the context of FX markets, both of which are assumed to be of term structure. We will denote \( r(t) = r_d(t) - r_f(t) \) in the remainder of this paper. We also assume that the stochastic parameters (\( \kappa, \theta, \lambda, \) and \( \rho \)) in the log-normal LSV model have term structures. Here \( L(S_t, t) \) is called the leverage function, which is numerically calibrated to the market data. \( L(S_t, t) \) can be viewed as representing the weight of local volatility.

To calibrate to market prices of exotic options, a mixing fraction \( \eta \) has conventionally been introduced, which acts on the vol of vol and correlation, such as in [8,9,10], and expressed by Equation 1. In this paper, we now introduce two mixing fractions, \( \eta_L \) and \( \eta_p \), and we obtain the following dynamics:

\[
\begin{align*}
\text{d}S_t &= [r(t)]S_t \text{d}t + L(S_t, t)\sigma_t S_t \text{d}W^1_t, \quad S_0 = s, \\
\text{d}\sigma_t &= \kappa(\theta - \sigma_t) \text{d}t + \eta_L \lambda \sigma_t \text{d}W^2_t, \quad \sigma_0 = v, \\
E[\text{d}W^1_t \cdot \text{d}W^2_t] &= \eta_p \rho \text{d}t.
\end{align*}
\]

\[\text{(2)}\]

2.1. Calibration of the log-normal LSV model. To calibrate the model, we first need to generate the local volatility surface \( \sigma_{LV}(S, t) \) from market input data on implied volatilities across different strikes and tenors, by using the local volatility formula [2,3]. The parameters of the plain stochastic volatility model are then calibrated to the same market data using a closed form expression for European puts under the log-normal stochastic volatility model. For more details on this calibration process, see [8].

At this stage, both local and stochastic components of the model are calibrated to the market implied volatility surface. The final stage of LSV calibration is to calibrate the term structure of the two mixing fractions to ensure the model matches chosen traded exotic options and compute the leverage function by solving a Fokker-Planck equation to find the transition probability density, \( p(S, V, t) \). We refer readers to [8,11] for a more detailed explanation, but will briefly outline the procedure below.

Using the mimicking theorem presented in [4], we can write the leverage function as

\[
L(x, t) = \frac{\sigma_{LV}(x, t)}{E[V|S_t = x]} = \sigma_{LV}(x, t) \left( \frac{\int_{R^+} p(x, V, t) dV}{\int_{R^+} V p(x, V, t) dV} \right).
\]

We can therefore obtain the leverage function at each time \( t \) by computing the integrals in Equation 3.

The calibration of the mixing fraction values for each tenor requires pricing exotic options, and minimising the root mean square error to their market prices. We use the Golden Section Search algorithm for calibrating a single mixing fraction, and the COntstrained Optimisation BY Linear Approximation (COBYLA) algorithm for calibrating two mixing fractions.

We solve both the Fokker-Planck equation (a PDE) and the backward partial-differentiation-equation (PDE) for pricing options, with the given initial and boundary conditions and also using an Alternative-Directional Implicit (ADI) scheme for discretisation; for more detailed information please see [8,11]. Generally, we impose zero second derivative condition and one-sided finite difference for first derivative. When there is a boundary condition for different option types, we normally use central finite difference; or one-sided difference accordingly (e.g., barrier options). It should be noted that the stochastic parameters are multiplied by the mixing fraction values in both PDEs.

3. Numerical Results. We use a traded market dataset to test the impact of using the two-parameter mixing fraction. The dataset contains 7 tenors of implied volatilities for ATM, 10% and 25% deltas for both vanilla calls and puts. We also have the domestic and foreign yields available at each tenor. We calibrate to two One Touch options at each tenor, one with a trigger below the spot and one with a trigger above the spot. The bounds for the first single mixing fraction \( \eta_L \) are [0,1,2], while the bounds for \( \eta_p \) are [\(-1/\rho, 1/\rho\)].

The objective error function when calibrating mixing fractions to exotic options prices at a single tenor is presented in Figure 1. The optimisation scheme aims to minimise the root mean square error of the priced exotic prices, and in Figure 1, the darker regions represent better parameter choices. The black dots shown in the figure indicate the errors from the calibration procedure using a single mixing fraction. Figure 1 demonstrates that there is a clear improvement in the calibration results when two mixing fractions are utilised.
The calibrated values of the mixing fractions are presented in Figure 2 for all available market maturity tenors. When moving to two mixing fractions, the volatility of volatility component remains similar to the original single parameter mixing fraction case over time. However, the correlation component introduces a major change to the calibrated results, where the optimal value of $\eta_\rho$ becomes significantly negative for short-dated tenors. This results in the effective correlation $\eta_\rho \rho$ changing sign from the originally calibrated value.

These changes in the correlation component result in improved model calibration to the One Touch exotic options. We present the upper trigger One Touch prices from the calibrated model in Table 1 and the lower trigger results in Table 2. There is a significant reduction in price difference when two mixing fractions are used, this is particularly evident for short-dated maturities in the lower trigger results.
### Two Mixing Fractions

Table 1: Calibration results for One Touch exotic options with an upper trigger

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Market Price (% of spot)</th>
<th>Price with 1 mixing fraction</th>
<th>Difference (%)</th>
<th>Price with 2 mixing fractions</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1w</td>
<td>25.15</td>
<td>24.91</td>
<td>-0.24</td>
<td>24.63</td>
<td>-0.09</td>
</tr>
<tr>
<td>2w</td>
<td>24.83</td>
<td>24.64</td>
<td>-0.19</td>
<td>24.71</td>
<td>-0.12</td>
</tr>
<tr>
<td>1m</td>
<td>34.91</td>
<td>34.98</td>
<td>0.07</td>
<td>34.95</td>
<td>0.04</td>
</tr>
<tr>
<td>3m</td>
<td>36.02</td>
<td>35.22</td>
<td>-0.20</td>
<td>35.21</td>
<td>0.19</td>
</tr>
<tr>
<td>6m</td>
<td>34.15</td>
<td>34.20</td>
<td>0.27</td>
<td>34.13</td>
<td>-0.01</td>
</tr>
<tr>
<td>1y</td>
<td>35.60</td>
<td>35.50</td>
<td>-0.00</td>
<td>35.50</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 2: Calibration results for One Touch exotic options with a lower trigger

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Market Price (% of spot)</th>
<th>Price with 1 mixing fraction</th>
<th>Difference (%)</th>
<th>Price with 2 mixing fractions</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1w</td>
<td>26.14</td>
<td>25.77</td>
<td>-0.07</td>
<td>26.15</td>
<td>-0.00</td>
</tr>
<tr>
<td>2w</td>
<td>26.56</td>
<td>27.28</td>
<td>0.72</td>
<td>26.59</td>
<td>0.03</td>
</tr>
<tr>
<td>1m</td>
<td>35.62</td>
<td>35.92</td>
<td>-0.27</td>
<td>35.92</td>
<td>0.30</td>
</tr>
<tr>
<td>3m</td>
<td>36.07</td>
<td>35.92</td>
<td>-0.15</td>
<td>35.92</td>
<td>0.00</td>
</tr>
<tr>
<td>6m</td>
<td>36.08</td>
<td>36.08</td>
<td>0.00</td>
<td>36.08</td>
<td>0.00</td>
</tr>
<tr>
<td>1y</td>
<td>35.83</td>
<td>35.83</td>
<td>0.00</td>
<td>35.83</td>
<td>0.00</td>
</tr>
<tr>
<td>2y</td>
<td>34.28</td>
<td>34.55</td>
<td>-0.27</td>
<td>34.50</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

4. Conclusion. We have introduced two mixing fraction parameters into the calibration of the Log-normal LSV model to separate the effects of the volatility of volatility and correlation between spot and volatility. We observe improved calibration results over the use of a single mixing fraction, exotic prices from the two-mixing-fraction model are demonstrably closer to market prices, particularly for lower trigger One Touch options. Improved calibration to traded exotic prices may lead to better hedging performance and improved risk management.
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Abstract. A real option on finite time horizon is considered under a regime-switching jump-diffusion model. The investor in the real option wants to decide an optimal investment time to maximize the discounted expectation of a payoff function. In this talk, the project value is evaluated by solving a partial integro-differential equation (PIDE) and it can be expressed as the closed-form solution. Then the objective function and the optimal investment time can be computed by using an operator splitting method. Numerical experiments are carried out to describe the various phenomena with the regime-switching process.
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Abstract. In this work an approximation of the Heston model is presented, which facilitates its numerical treatment, not only for simple problems (European options) but also for more sophisticated products (exotic options), in a unified framework. The presented approach is based on the so-called Continuous Time Markov Chain (CTMC) approximation applied to one of the equations in the Heston model, particularly the volatility dynamics.

1. From Heston model to CTMC-Heston model. The Heston model [1] is a stochastic volatility model defined by the following system of stochastic differential equations (SDEs),

\[
\begin{align*}
\text{d}S_t &= (r - d)S_t \text{d}t + \sqrt{v_t}S_t \text{d}W^1_t, \\
\text{d}v_t &= \eta(\theta - v_t) \text{d}t + \sigma_v \sqrt{v_t} \text{d}W^2_t,
\end{align*}
\]

with \(\text{d}W^1_t\) and \(\text{d}W^2_t\) to correlated Brownian motions, i.e. \(\text{d}W^1_t \text{d}W^2_t = \rho \text{d}t\). The stochastic volatility (or variance), \(v_t\), is driven by a CIR process, having a mean reverting component. The model parameters are therefore \(v_0, \eta, \theta, \sigma_v\) and \(\rho\).

1.1. CTMC approximation of the variance process. This approach is based on some developments presented in [6] and the references therein. Let's consider the log-return of the underlying \(X_t = \log \left( \frac{S_t}{S_0} \right)\) and an auxiliary process defined as \(\hat{X}_t = X_t - g(v_t, v_0)\), with \(g(v_t, v_0) = \frac{\rho}{\sigma_v} (v_t - v_0)\). Then, the Heston SDEs are re-written in such a way that the two equations become independent, i.e. there is no correlation between them. Thus, the log-transformed and non-correlated version of the Heston model reads

\[
\begin{align*}
\text{d}\hat{X}_t &= \left( \left( \frac{\rho \eta}{\sigma_v} - \frac{1}{2} \right)v_t + \left( r - d - \frac{\rho \theta}{\sigma_v} \right) \right) \text{d}t + \sqrt{(1 - \rho^2)}v_t \text{d}W^*_t, \\
\text{d}v_t &= \eta(\theta - v_t) \text{d}t + \sigma_v \sqrt{v_t} \text{d}W^2_t,
\end{align*}
\]

where now the Brownian motions \(\text{d}W^*_t\) and \(\text{d}W^2_t\) are uncorrelated.

Next, we approximate the variance process, \(v_t\), by \(\tilde{m}=\text{state CTMC, denoted by } v_{\alpha(t)}\), where the chain \(\alpha(t)\) transitions between states \(\{1, 2, \ldots, \tilde{m}\}\). Doing so, we can reformulate the decorrelated Heston model in Equation (2) and cast it in the formulation of the Regime-Switching (RS) processes as

\[
\text{d}\hat{X}_t = \zeta_{\alpha(t)} \text{d}t + \beta_{\alpha(t)} \text{d}W^*_t,
\]

∗Álvaro Leitao acknowledges financial support from the Spanish Ministry of Science and Innovation, through the María de Maeztu Programme for Units of Excellence in R&D (MDM-2014-0445).
†Luis Ortiz-Gracia acknowledges the Spanish Ministry of Economy and Competitiveness for funding under grants ECO2016-76203-C2-2 and MTM2016-76420-P (MINECO/FEDER, UE).
where
\[ \zeta_{\alpha(t)} = \left( \frac{\rho \eta}{\sigma_v} - \frac{1}{2} \right) v_{\alpha(t)} + \left( (r - d) - \rho \eta \theta \right) \beta_{\alpha(t)} = \sqrt{1 - \rho^2} v_{\alpha(t)}, \]
and \( \alpha(t) \) independent of \( W^*_t \).

The explicit representation of the CTMC-Heston model in the framework of RS processes turns to be very convenient. The availability of the characteristic function is particularly interesting. Assuming a variable \( Y \) driven by a RS dynamics, the characteristic function of \( Y_{\Delta t} \) for each state \( j = 1, \ldots, m_0 \) satisfies
\[ \mathbb{E} \left[ e^{i \xi Y_{\Delta t}} | \alpha(0) = j \right] = e^{ \mathcal{M}(\xi) \cdot \mathbf{e}_j }, \quad \mathcal{M}(\xi) := e^{\Delta t (\mathcal{Q} + \text{diag}(\psi_1(\xi), \ldots, \psi_m(\xi)))}, \]
being \( \mathbf{1} \in \mathbb{R}^{m_0 \times 1} \) a vector of ones and \( \mathbf{e}_j \in \mathbb{R}^{m_0 \times 1} \) a unit vector with a one in the \( j \)-th position. Matrix \( \mathcal{Q} = \{ q_{jk} \}_{m_0 \times m_0} \) is the so-called generator, satisfying that \( q_{jj} \leq 0 \) and \( q_{jk} \geq 0 \) if \( j \neq k \), and \( \sum_k q_{jk} = 0, \forall j \). The generator fully describes the transition dynamics \( \alpha(t) \). The function \( \psi_j(\xi) \) is the so-called characteristic exponent or Lévy symbol, which is available for RS models. In the context of the CTMC-Heston model, the characteristic exponent will be (with the notation above)
\[ \psi_j(\xi) = i \xi \zeta_j - \frac{1}{2} \xi^2 \beta_j^2. \]

What we aim to estimate is the characteristic function of \( X_{\Delta t} = \tilde{X}_{\Delta t} + g(v_{\Delta t}, v_0) \), i.e., the log-transformed return of the underlying process condition on each state of the volatility process \( j \). Thus,
\[ \mathbb{E} \left[ e^{i \xi X_{\Delta t}} | \alpha(0) = j, \alpha(\Delta t) = k \right] = \mathbb{E} \left[ e^{i \xi \tilde{X}_{\Delta t}} | \alpha(0) = j, \alpha(\Delta t) = k \right] \cdot e^{i \xi g(v_0, v_1)} = M_{kj}(\xi) \cdot e^{i \xi g(v_0, v_1)}. \quad (3) \]

In order to evaluate the characteristic function above, a generator \( \mathcal{Q} \) describing the transitions of \( \alpha(t) \) is required. Contrary to the RS model where the generator is an input of the model (it drives the changes in regimes), here we need the to construct the generator \( \mathcal{Q} \) according to the CTMC approximation of the Heston volatility process. Given a grid of points \( \nu = \{ v_1, v_2, \ldots, v_{m_0} \} \) with grid spacings \( h_i = v_{i+1} - v_i \) and assuming that \( v_{\alpha(t)} \) takes values on \( \nu \), we follow the formula proposed in [2] to define matrix \( \mathcal{Q} \). In Section 2.1, more insight about the optimal construction of \( \nu \) is provided.

2. Calibration of the CTMC-Heston model. Given the characteristic function in Equation 3, we use an efficient wavelet-based Fourier inversion technique called SWIFT method[4] to price financial options. SWIFT has several desirable advantages in a calibration procedure: error control given an scale of approximation, robustness in the parameters selection, performance efficiency and accuracy.

In this work, we focus on the calibration aspects related to the application of the CTMC approximation, that is, we assume the pure Heston model parameters to be given. Thus, there are two major components affecting the quality of the CTMC-Heston version of the volatility process: the length and the distribution of the points in the Markov chain, i.e. \( m_0 \) and the locations \( v_1, v_2, \ldots, v_{m_0} \), respectively. We will study the “optimal” selection of these two components. Let us start with the parameter \( m_0 \). It has been proved in [3] that \( v_{\alpha(t)} \) weakly converges to its continuous counterpart \( v_t \), so
\[ v_{\alpha(t)} \to v_t \text{ as } \max\{ |h_i| : i = 1, \ldots, m_0 - 1 \} \to 0, \quad (4) \]
recalling \( h_i = v_{i+1} - v_i \). An immediate conclusion from this result is that increasing the length of the chain does not necessarily ensures convergence, but it is also required to reduce the wider gap between grid points. So, as expected, bigger \( m_0 \) values cannot be analysed without studying the distribution of the newly added points, which must be smartly selected to ensure convergence in the approximations.

2.1. Grid selection. We will analyse several conceptually different approaches available in the literature, which can be classified into two main categories, based on state domain truncation and distribution inversion methodologies.

The truncation of the state space often relies on the availability of the moments and use them to select \( v_1 \) and \( v_{m_0} \).
As a most simple approach, an equally-spaced grid of points is determined by

\[ v_i = v_1 + (i - 1) \frac{v_{m_0} - v_1}{m_0 - 1}, \quad i = 2, \ldots, m_0 - 1. \]

More involved schemes can be introduced by considering non-uniform grids, aiming to better capture the relevant parts of the truncated state space and to improve the convergence rate. Thus, the algorithm proposed by Tavella and Randall in [5] reads

\[ v_i = v_0 + \bar{\alpha} \sinh \left( c_2 \frac{i}{m_0} + c_1 \left( 1 - \frac{i}{m_0} \right) \right) \]

with

\[ c_1 = \text{arc sinh} \left( \frac{v_1 - v_0}{\bar{\alpha}} \right), \quad \text{and} \quad c_2 = \text{arc sinh} \left( \frac{v_{m_0} - v_0}{\bar{\alpha}} \right), \]

where parameter \( \bar{\alpha} \) controls the non-uniformity of the grid. Mijatović and Pistorius [3] presented a slight modification of the Tavella and Randall algorithm based on the use of subgrids. The grid points are therefore chosen as follows,

\[ v_i = \begin{cases} 
  v_0 + \sinh \left( \frac{2 - i}{m_0} \text{arc sinh}(v_1 - v_0) \right), & i = 2, \ldots, \frac{m_0}{2}, \\
  v_0 + \sinh \left( \frac{i - \frac{m_0}{2}}{\text{arc sinh}(v_{m_0} - v_0)} \right), & i = \frac{m_0}{2} + 1, \ldots, m_0 - 1.
\end{cases} \]

Finally, the last approach takes advantage of the full available information to select the grid of discrete points. Since the distribution of the volatility process in the Heston model is known (\( v_t \) is driven by a CIR process), it seems natural to exploit this fact in order to optimally determine the location of the points (see [2]). Thus, we find that the grid points \( v_1, v_2, \ldots, v_{m_0} \) can be chosen by inversion as

\[ v_i = F_{v_t + \Delta t}^{-1} \left( \frac{2i - 1}{2m_0} \right), \]

where \( F_{\{\cdot\}} \) is the cumulative distribution function of the given random variable which, in our case, is

\[ v_t + \Delta t \sim \chi^2 \left( \frac{4\theta}{\sigma^2}, \frac{v_t + \Delta t e^{-\eta \Delta t}}{c_{\Delta t}} \right), \quad c_{\Delta t} = \frac{4\eta}{\sigma^2 (1 - e^{-\eta \Delta t})}, \]

with \( \chi^2(d, c) \) the non-central chi square distribution with \( d \) degrees of freedom and non-centrally parameter \( c \).

3. Experiments. Next, we perform an empirical study of the four proposed grid selection approaches in the context of the CTMC-Heston model. The experiments will consist of assessing the error in pricing European options, for which a reference price is easily obtained from the Heston characteristic function (available in closed-form).

First, in Figure 1a, given a model parameter setting, the grid points locations (\( m_0 = 30 \)) obtained by each of the approaches presented above are depicted. We can clearly identify the different distribution schemes among them.

Then, the convergence in terms of number of points, \( m_0 \), is studied. As mentioned, the convergence in the CTMC approximation of the variance process \( v_t \) is ensured when condition in Equation (4) is satisfied. All the grid selection methodologies presented here are in that situation, so a similar convergence behaviour should be translated to the option valuation results. Indeed, in Figure 1b we can observe a monotonic decreasing in the pricing error when \( m_0 \) is increased.

Finally, a real calibration test is carried out. We consider call options on Microsoft quoted in January 2019. As it is common in practice, we adjust the model parameters to fit the implied volatility observed in the market. Once the Heston parameters are determined, we aim to select \( m_0 \) in such a way that
the CTMC-Heston implied volatility approximates the ones by Heston up to some prescribed tolerance. Again, we analyse the four methodologies presented in Section 2.1 for variance process grid selection.

In Figure 2 the calibration outcome presented. Each bulleted curve corresponds to CTMC-Heston estimation with an increasing values of \( m_0 \). The tolerance is set to \( 10^{-3} \) and the fit between curves is measured by the mean relative error with respect to the Heston implied volatility along the strikes, \( K \).

We also employ a limit in the maximum chain length, set to \( m_0 = 200 \).

Several interesting preliminary lessons can be extracted from the previous experiments:

- The grid distribution proposed by Lo and Skindilias, despite more intuitive, provides poorer estimations when either \( v_0 \) or \( \theta \) are high. Possibly this because the state space is not sufficiently well covered. However, it becomes a good choice for lower values of both the initial and mean-reverting volatilities, as it is clearly observable in the calibration experiment with real market data.

- Although the uniform approach performs surprisingly well in the test with synthetic parameters, the real calibration experiment shows a pretty inaccurate estimations for options far from at-the-money strike, as the method is not able to even achieve the required tolerance, showing even a rotation over the at-the-money value.

- The two methodologies relying on moment-based domain truncation and non-uniform distribution perform similarly, being the one by Tavella and Randall the best choice in general.

- The method by Mijatovic and Pistorius, turns to be highly precise for the real data studied here, requiring very few Markov states to achieve the prescribed accuracy.
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Figure 2: Market parameters: call option, $S_0 = 105.36$, $K = \{65, 70, \ldots, 150, 155\}$, $r = 0.0246$ and $T = 0.4986$. Heston parameters: $v_0 = 0.0906$, $\eta = 0.8549$, $\theta = 0.1379$, $\sigma_v = 0.9976$, $\rho = -0.6187$.
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Abstract. A data-driven approach is proposed to calibrate advanced financial asset price models, namely CaNN (Calibration Neural Networks). Particularly, determining the optimal values of several model parameters is formulated as training hidden neurons within a machine learning framework, based on available financial derivative (option) prices. In the CaNN we distinguish a forward pass computation, in which we train off-line the weights of the ANN, valuing options under many different asset model parameter settings, from a backward pass, in which we evaluate the trained ANN-solver on-line, aiming to find the weights of all neurons in one unknown input layer, to achieve a robust and rapid overall calibration. The rapid on-line option pricing and implied volatility computations by ANNs, in combination with the use of a global optimization method provides a fast and reliable technique while avoiding, as much as possible, getting stuck in local minima. In this work, the parameters or implied information of several financial models are recovered quickly.
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Abstract. We consider a hybrid stochastic Local Volatility (SLV) model considered by [3], [7], and [5] among many researchers with the aim of incorporating the strengths of various models in particular the Heston model [9], Constant elasticity of Variance (CEV) model [4] and by extension the SABR model [8]. The pricing of a European options is investigated using Monte Carlo methods, two PDE approaches. We also apply functional Itô Calculus to hedge the portfolio and to compute sensitivities.

Keywords: European options, Numerical simulations, Monte Carlo method, Stochastic volatility Black and Scholes Formula.

1. Introduction. Though the Black-Scholes model [2] is popular due to its simplicity and also that it has a closed form solution it has many weaknesses. Stochastic volatility models are proposed in order to accommodate the stylised facts observed in practice.

2. Preamble.

Definition 2.1. (Lévy Process) Let \((\Omega, \mathcal{F}, \mathbb{P})\) where \(\mathbb{P} = (\mathcal{F}_t)_{0 \leq t \leq T}\) be a complete filtered probability space. A real valued \(\mathcal{F}_t\)-adapted process \(\eta(t)\) with \(\eta(0) = 0\) a.s. is called a Lévy process if \(\eta(t)\) is continuous in probability and has stationary and independent increments.

In order to introduce the Malliavin derivative we would like to discuss the Chaotic expansion of a stochastic process. To unify notation, we shall follow [10] as follows:

\[
U_i = \begin{cases} [0, T] & \text{when } i = 0 \\ [0, T] \times \mathbb{R} & \text{when } i = 1 \end{cases}
\]

\[
dQ_i = \begin{cases} dW & \text{when } i = 0 \\ \hat{N}(.,.) & \text{when } i = 1 \end{cases}
\]

\[
d(Q_i) = \begin{cases} d\lambda & \text{when } i = 0 \\ d\lambda \times d\nu & \text{when } i = 1. \end{cases}
\]

Also,

\[
G_{j_1, \ldots, j_n} = \left\{ (u_1^{j_1}, \ldots, u_n^{j_n}) \in \prod_{i=1}^n U_{j_i} : 0 < t_1 < \cdots < t_n < T \right\}.
\]
On the Jump Heston-SLV model

where $j_i = 0$ or $1$ for $i = 1, n$ and

$$u^l_k = \begin{cases} t_k & \text{when } l = 0 \\ (t_k, x) & \text{when } l = 1. \end{cases}$$

**Definition 2.2.**
1. Suppose $g_{j_1, \ldots, j_n} \in L^2(G_{j_1, \ldots, j_n})$ then

$$J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}) = \int_{G_{j_1, \ldots, j_n}} g_{j_1, j_n}(u_1^1, \ldots, u_n^j) dQ_{j_1}(u_1^1), \ldots, dQ_{j_n}(u_n^j)$$

is known as the n-fold iterated integral.

2. Further more if $\hat{L}^2(G_{j_1, \ldots, j_n}) \subseteq L^2(G_{j_1, \ldots, j_n})$ is the set of symmetric functions, then

$$I_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}) = \int_{G_{j_1, \ldots, j_n}} g_{j_1, j_n}(u_1^1, \ldots, u_n^j) dQ_{j_1}(u_1^j), \ldots, dQ_{j_n}(u_n^j) = nJ_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}).$$

**Theorem 2.3.** (Chaotic representation Property) Given a random variable $F \in L^2(\mathcal{F}_T, \mathbb{P})$, there exists a unique sequence of $(g_{j_1, \ldots, j_n})_{n=0}^\infty \subseteq L^2(G_{j_1, \ldots, j_n})$ such that

$$F = E[F] + \sum_{n=1}^\infty \sum_{j_1, \ldots, j_n=0,1} J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}).$$

Furthermore, we have the isometry

$$\|F\|_{L^2(F)}^2 = E[F]^2 + \sum_{n=1}^\infty \sum_{j_1, \ldots, j_n=0,1} \|J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n})\|_{L^2(G_{j_1, \ldots, j_n})}^2.$$  

We define here directional derivatives with respect to the Wiener process ($D^{(1)}_t = D^W_t$) and Poisson random measure ($D^{(1)}_{t,z} = D^{G_{t,z}}_t$). Let $G_{j_1, \ldots, j_n}$ be the set $G_{j_1, \ldots, j_n}$ with the $k^{th}$ element deleted.

**Definition 2.4.** (Directional Derivative)
1. Let $g_{j_1, \ldots, j_n} \in L^2(G_{j_1, \ldots, j_n})$ and $l = 0, 1$. Then

$$D^l u_j J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}) = \sum_{j_1, \ldots, j_n=0,1} \mathbb{I}_{(j_1=0)}J_{n-1}^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n})(\cdots, u', \ldots) \mathbb{I}_{G_{j_1, \ldots, j_n}(t)}$$

is called the derivative of $J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n})$ in the $l^{th}$ direction.

2. Let $\mathbb{D}^l$ be the space of all random variables in $L^2(\Omega)$ that are differentiable in the $l^{th}$ direction, then

$$\mathbb{D}^l = \left\{ F \in L^2(\Omega), F = E[F] + \sum_{n=1}^\infty \sum_{j_1, \ldots, j_n=0,1} J_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n}) : \right. \left. \sum_{n=1}^\infty \sum_{j_1, \ldots, j_n=0,1} \sum_{i=1}^n \mathbb{I}_{(j_i=l)} \int_{U_i} \|g_{j_1, \ldots, j_n}\|_{L^2(G_{j_1, \ldots, j_n})} dQ_t > (u^l) < \infty \right\}$$

3. Let $F \in \mathbb{D}^l$. Then the derivative in the $l^{th}$ direction is given as

$$D^l u_j F = \sum_{n=1}^\infty \sum_{j_1, \ldots, j_n=0,1} \sum_{i=1}^n \mathbb{I}_{(j_i=l)} J_{n-1}^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n})(\cdots, u', \ldots) \mathbb{I}_{G_{j_1, \ldots, j_n}(t)}.$$  

Another important theorem for our work is as follows:

**Theorem 2.5.** (General Clark-Ocone-Haussman Formula) Let $F \in \mathbb{D}^{(1)} \cap \mathbb{D}^{(1)}$. Then,

$$F = E[F] + \int_0^T E[D^{(1)}_{t,z} F_{t,z}^\circ] dW_t + \int_0^T E[D^{(1)}_{t,z} F_{t,z}] N(dt, dz).$$

**Definition 2.6.** Let $h(u)$ be a measurable stochastic process for all $u \in U$ such that for all $u$, $h(u)$ is $\mathcal{F}_T$-measurable and $\mathbb{E}[(\int_U h^2(u) dQ_u)] < \infty$ then $h(u) = \sum_{n=0}^\infty \sum_{j_1, \ldots, j_n=0,1} I_n^{(j_1, \ldots, j_n)}(g_{j_1, \ldots, j_n})$. We define the Skorohod integral (the adjoint operator of the Malliavin derivative) as

$$\delta(h) = \int_U h^2(u) dQ(t) = \sum_{n=0}^\infty \sum_{j_1, \ldots, j_n=0,1} I_n^{(j_1, \ldots, j_n)(j_{n+1})}(g_{j_1, \ldots, j_n}).$$
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3. The Model. From now on we will assume that $$(\Omega, \mathcal{F}, P)$$ is the risk neutral probability space and let the asset price $$(S_t)_{t \geq 0}$$ satisfy the following:

$$dS_t = rS_t dt + \sqrt{\nu_t} S_t \left( dW_t + c \int_{\mathbb{R}_0} \gamma(t,z) \hat{N}(dt,dz) \right)$$  \hspace{1cm} (7)

$$S(0) = x > 0$$

$$dv_t = \kappa(\theta - v_t) dt + \sigma \sqrt{v_t} dB_t$$ \hspace{1cm} (8)

$$v(0) = y > 0.$$  

$$(W_t, B_t)_{t \in [0,T]}$$ is a 2 dimensional Brownian motion such that $$d\langle W, B \rangle = \rho dt$$ where $$\rho \in (-1,1)$$. And $$\hat{N}(t,A) = N(t,A) - \nu(A) dt$$ is the compensated random measure.

- Setting $$c = 0$$ makes the model into a continuous case Hybrid stochastic volatility model.
- Further, if $$\alpha = 1$$ and $$c = 0$$ we have the Heston stochastic volatility model.
- If $$c = 0$$, and the process $$Y_t = 1$$ this gives us the CEV models.
- If $$Y_t = 1$$ and $$\alpha = 1$$ we have the Bates model.
- If we let $$Y_t = 1$$, $$c = 0$$ and $$\alpha = 1$$ the model reduces to the classical Black-Scholes model.

3.1. Hedging.

Definition 3.1. A predictable process $$\Psi(t) = (\eta(t), \xi(t))$$ is called admissible if

1. $$\Psi(t)$$ is $$\mathcal{F}_t$$ adapted

2. $$\mathbb{E} \left[ \sum_{j=1}^{n} \int_0^T \Psi_j^2(t) (\sum_{j=1}^{n} \sigma_{i,j}^2 + \int_{\mathbb{R}_0} \gamma_{i,j}(t,z) \nu(dz) dt) \right] < \infty.$$

Also, let the set of all $$\mathcal{F}$$-admissible portfolios be denoted by $$A_{\mathcal{F}}$$

Proposition 3.2. Let $$V_t$$ be a self financing portfolio of a claim $$f(T, S_T) \in \mathcal{F}_T$$ given by

$$V_t = \eta_t A_t + \xi_t S_t.$$  \hspace{1cm} (9)

The minimal variance portfolio $$(\eta^*_t, \xi^*_t)$$ that minimises the hedging error

$$\min_{\xi_t \in A_{\mathcal{F}}} \mathbb{E} \left[ (\hat{V}_t - \Phi(T, S_T))^2 \right] = \mathbb{E} \left[ (\hat{V}_T^* - \Phi(T, S_T))^2 \right].$$

is given as

$$\xi^*_t = \frac{\sigma(S_t, Y_t) E[D_t^1 \Phi(S_T)|\mathcal{F}_t] + \int_{\mathbb{R}_0} \sigma(S_t, Y_t) E[D^1_t \Phi(S_T)|\mathcal{F}_t]}{e^{-rt} \sigma^2(S_t, Y_t) + \int_{\mathbb{R}_0} e^{-rt} \sigma^2(S_t, Y_t) \gamma^2(t,z) \nu(dz)}$$ \hspace{1cm} (10)

$$\eta^*_t = \frac{V - \xi_t S_t}{A_t}$$ \hspace{1cm} (11)

3.2. Price Sensitivities. The price of the option is given as

$$C = \mathbb{E}_t [e^{\int_0^T r_s ds} f(S(T)) | \mathcal{F}_t]$$

where $$r_t$$ is the interest rate, $$\mathbb{E}_t[.] = \mathbb{E}[.|\mathcal{F}_t]$$ and $$f(S(T)) = (S(T) - K)^+$$ is the pay-off. In our study we will take $$r_t = r$$ to be a constant for all $$t \in [0,T].$$

Greeks are a measure of the responsiveness of the risk neutral option price to changes in various parameters. We will consider a general parameter $$\varphi$$ then each first order Greek can be considered as a derivative as follows

$$\varphi = \frac{\partial}{\partial \varphi} E[\Phi(S_T)]$$

There are several approaches to the price sensitivities in literature. Classical techniques involve the finite difference approach and the Monte Carlo method which involve a high number of simulations and hence has a slow convergence rate. Other methods include pathwise method which requires a differentiable
payoff function and is not appropriate for complicated options like barrier or digital options. We shall
consider the Malliavin Calculus approach which has been found to reduce the number of computations
needed for the estimates to be made and hence has a much faster convergence rate. It has found wide
applications depending on the types of models to be analysed. [6] covers a process driven by jumps.

**Proposition 3.3.** The first order sensitivities of the plain vanilla option are given by

\[
\varrho = \frac{\partial}{\partial \varphi} \mathbb{E}[e^{-rT} \Phi(S_T)]
\]

(12)

\[
e^{-rT} \mathbb{E}[\Phi'(S_T) \frac{\partial S_T}{\partial x}]
\]

(13)

\[
e^{-rT} \mathbb{E}[\Phi(S_T) \frac{\partial S_T}{\partial x} \delta(u)]
\]

(14)

where \(\delta(u)\) is the Skorohod integral and \(u\) is a suitable process.

4. **Conclusion.** We are working on pricing by decomposition [11], [1].
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Investment strategies with long memory: log-optimal solution and approximations by Stochastic Gradient
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Abstract. One major question in portfolio optimization is how to construct an optimal investment strategy when the stock price has long memory. In my presentation, I will present a family of models in discrete time, called Conditionally Gaussian model family, which can incorporate long memory such that log-optimal solution exists, and it can be calculated numerically.

Next, I will introduce two approximative solutions which are computationally feasible. The numerical solution in these cases can be obtained by simply evaluating a function instead of numerical integrals.

One of the approximative solutions suggests threshold type strategies. The essence of this strategy class is that, in this case, we are able to construct a stochastic gradient algorithm in such a way that it converges to the optimal strategy. The method works even if the stock price has long memory.

For numerical results, I will use a variant of the Fractional Stochastic Volatility model to demonstrate log-optimal solution. It is constructed in the spirit of the Fractional Stochastic Volatility model. This model has long memory, belongs to the Conditionally Gaussian family, and it has several statistical advantages. For showing results when we are using Stochastic Gradient method we rely on somewhat simpler processes.
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Abstract.
Under BCBS-261 regulation bilateral counterparties (above a certain threshold volume) are required to exchange daily Initial Margin (IM) on a gross basis and in segregated accounts. This IM is intended to offset the gap risk still remaining after full collateralisation (daily exchange of Variation margin (VM) with zero thresholds). As a risk mitigant, IM increases the margin (defaulter paying) and decreases the capital (survival paying).

The industry adopted the ISDA proposed model (SIMM) for IM computation: sensitivity based, 99 percentile, 10 day VaR calibrated to historical data including at least 25% of stress data.

In the context of counterparty credit risk (CCR) computations, the existence of bilateral initial margin implies:
- Incremental funding cost, as a result of the posted IM, and the Margin Value Adjustment (MVA) as a new XVA

$$MVA(t) = \mathbb{E} \left( \int_t^T r_f(s)DF(t,s)IM(t)_{\text{posted}}(s)ds \right)$$

where \(r_f\) is the funding rate of the bank, \(DF\) is the discount factor
- Reduced exposures and therefore lower CVA (respectively, DVA) as a result of received IM (respectively, posted IM) and less CCR capital.

Assuming a single netting set covered by \(VM\) and \(IM\), banks B’s exposure to counterparty C can generally be represented as

$$E(t) = [V(t) - VM(t) - IM(t)_{\text{received}}]$$

with \(V\) the netting set value

The estimation of the above constitutes a computational burden as we need to compute a VaR type measure within the CCR Monte Carlo simulation or, more specifically, trade level sensitivities for every simulation path and time.

We will be reviewing the alternatives considered in the literature to address the problem, from approximations as scaled VaR or regression based techniques [3], [4], to brute force approach using adjoint differentiation [1].

From the different numerical approximation methods, Chebyshev on the Market Space [5] appears to offer an ideal balance between flexibility, accuracy and computational burden. In this paper we test such claim and we further explore the technique, extending existing reach to multi-factor diffusion models and a variety of financial products.
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Abstract. Once the credit scoring, assigned by a financial institution to a client who enjoys a personal credit, is known, it is interesting to find the probability that the borrower declares himself unable to face the debt contracted with the bank after some time (for example, one year) of its granting. The main aim of this work is to propose models to estimate this probability, known as the probability of default and denoted by $PD$.

For this purpose, the variable “time to default” will be studied, taking advantage of the information that the credit scoring provides about it. However, throughout the study of a set of credits, the default is not observed for all of them: some credits fall into default during the study, but some do not and others may be cancelled or paid in advance. So, the variable “time to default” is censored.

On the other hand, the probability of default conditional to the credit scoring can be written as a transformation of the conditional survival function of the variable “time to default” by means of the following expression:

$$PD(t|x) = 1 - \frac{S(t + b|x)}{S(t|x)}$$

where $S(t|x)$ is the conditional survival function of time to default variable conditional to the credit scoring and $b$ is the horizon of default.

As a consequence of both these features, censored data techniques and survival analysis can be used in this context and they provide estimators of the conditional survival function that derive in estimators of the probability of default through the previous transformation.

Three estimators for the conditional survival function have been first considered: Beran’s generalized product-limit estimator ([1]), weighted local linear (WLL) estimator ([2]) and Van Keilegom-Akritas estimator ([3]). They have been transformed to obtain the corresponding $PD$ estimators.

A problem in the WLL estimator was detected. It is not designed to estimate a survival function that has to be non-increasing and whose range lies in the interval $[0, 1]$, so, using it in its original version, $PD$ estimations that take values greater than one or negative are obtained. As an alternative to this estimator, a local constant estimator with Nadaraya-Watson weights (WNW) is proposed. This estimator respects the isotony and the belonging to the interval $[0, 1]$ of the conditional survival function, returning correct estimations of the $PD$.

Under certain conditions and assuming that expressions of bias and variance of any conditional survival function estimator are had, a theoretical result that has been proven allows to obtain asymptotic properties of bias and variance of the corresponding $PD$ estimator. This is the case of the WLL and Van Keilegom-Akritas survival estimators for which asymptotic expressions of bias and variance are known ([2], [3]), thus it was possible to get results for the WLL and Van Keilegom-Akritas estimators of the probability of default. The asymptotic expressions of bias and variance for the Beran estimator of the $PD$ are known and were proven along with the asymptotic normality of the estimator in [4]. Nevertheless, these are complex expressions that make it difficult to obtain an approximation of the MSE or MISE since they depend on several unknown parameters.

In order to analyse the behaviour of the four $PD$ estimators by simulation, several models have been considered. In the first studies carried out, Beran estimator provides the best results because it gives the best approximations (smaller mean squared error) and less computation time. The WNW estimator
estimator reduces the mean squared error committed by WLL. The WLL and Van Keilegom-Akritas estimators for the distribution function turn out to be better than Beran’s with heavy censorship. A simulation study was carried out to check whether this property is inherited by the corresponding PD estimators. The results show that the Van Keilegom-Akritas estimator produces a smaller mean squared error in the right tail of the “time to default” distribution when the censorship is heavy. These four estimators involve a smoothing parameter in the covariate (credit scoring); the choice of this bandwidth parameter is also being examined in the simulation study.

Another fact observed in the simulation is that the PD estimators conditional to the credit scoring present excessive variability even using a large bandwidth to smooth the covariate. Therefore, a modification of the proposed estimators based on smoothing in the time variable is proposed. The first analyses seem to indicate that these estimators have a better behaviour.
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Abstract. We propose a novel intraday instantaneous volatility measure which utilises sequences of drawdowns and drawups non-equidistantly spaced in physical time as indicators of high-frequency activity of financial markets. The sequences are re-expressed in terms of directional-change intrinsic time which ticks only when the price curve changes the direction of its trend by a given relative value. We employ the proposed measure to uncover market microstructure weekly volatility seasonality patterns of three Forex and one Bitcoin exchange rates as well as a stock market index. We demonstrate the long memory of instantaneous volatility computed in directional-change intrinsic time. The provided volatility estimation method can be adapted as a universal multiscale risk-management tool independent of the discreteness and the type of analysed large high-frequency data.

Keywords: instantaneous volatility; market microstructure; seasonality; high frequency markets; risk management; computational finance
Accelerated Share Repurchase: option hedging, optimal execution and neural networks

JIANG PU
INSTITUT EUROPLACE DE FINANCE, 28 PLACE DE LA BOURSE, 75002 PARIS, FRANCE
EMAIL: jiang.pu.2009@m4x.org

Abstract. When firms want to repurchase their own shares, they often enter an Accelerated Share Repurchase (ASR) contract with a bank. The bank buys the shares for the firm and is paid the average market price over the execution period, the length of the period being decided upon by the bank during the buying process. Mathematically, the optimization problem faced by the bank consists of both option hedging (Asian and Bermudan options) and optimal execution. In our previous work (see [1]), we solved the Bellman equations associated with the problem with a change of variables related to Asian options that reduced the dimension of the problem. Other variants of ASR exist and new features appeared in the recent contracts. The optimization problem is more complex and cannot be handled using the same dimension reduction technique. We propose to use artificial neural networks to tackle the problem of dimensionality.

1. ASR contract. For the sake of simplicity of the presentation, we focus here on the ASR with fixed number of shares. An ASR with fixed number of shares $Q$ and with maturity $T$ is the following contract written between a firm and a bank:

- At time $t = 0$, the bank borrows $Q$ shares from shareholders (usually institutions) and gives the shares to the firm in exchange of a fixed amount $QS_0$ where $S_0$ is the MtM price of the stock at time $t = 0$. The bank then has to progressively buy back $Q$ shares on the market to give them back to the lenders, thus, goes from a short position to a flat position on the stock.

- The bank is long an option with payoff $Q(A_\tau - S_0)$ (the firm being short of this option), where $A_t$ denotes the average price between 0 and $t$ (in practice the average of closing prices or the average of daily VWAPs), and where $\tau$ is a stopping time chosen by the bank among a set of contractually specified dates.

Hence, the firm eventually pays the price $A_\tau$ for each of the $Q$ shares that have been repurchased. Although from the banks perspective, entering an ASR contract can be considered being long a Bermudan option, classical derivative pricing theory is not suited to solve the problem of hedging such a contract. Indeed, on the one hand, the option hedging problem is coupled with an optimal execution problem; and on the other hand, liquidity plays a crucial role here.

2. Optimization Problem. We consider a discrete model where each period of time corresponds to one day (of length $\delta t$). In other words, if the interval $[0, T]$ corresponds to $N$ days ($T = N\delta t$), we consider the subdivision $(t_n)_{0 \leq n \leq N}$ with $t_n = n\delta t$ and we index variables with $n$.
We define:

- the market daily VWAP $S_n$ at day $n$; we do not need to specify the dynamics of $(S_n)$ at this stage;
- the running average $A_n = \frac{1}{n} \sum_{k=1}^{n} S_k$, $n \geq 1$;
- the filtration $(\mathcal{F}_n)$ generated by $(S_n)$;

\[1\]See [2] for instance
• the amount of shares bought \( v_n \) on day \( n \), \( n \geq 1 \);
• the cumulative number of shares bought \( q_n = \sum_{k=1}^{n-1} v_k \);
• the cash account \( X_n = -\sum_{k=1}^{n-1} (v_k S_{k+1} + L (\frac{F}{L}) V) \) where \( L \) is the execution cost function and \( V \) the market average daily volume;
• the set of possible dates of early exercise (maturity not included) \( \mathcal{N} \).

An admissible strategy is determined by:

• the amount to be bought at each day, \( \theta(n) \);
• a stochastic stopping policy \( (p_n) \), which is an \( \mathcal{F}_n \)-adapted process that takes values in \([0,1]\), \( n \in \mathcal{N} \). The effective stopping is denoted by \( \pi_n \in \{0,1\} \), it is conditionally independent of \( \pi_n' \) for \( n' < n \).

The PnL of the strategy is then given by:

\[
PnL = \sum_{n=1}^{N} \prod_{k=1}^{n-1} (1 - \pi_k) \pi_n (X_n + QA_n + (q_n - Q)S_n) + \ell(q_n - Q),
\]

where \( \ell \) is a penalization function.

We search for the optimal strategy \( v \) in the form of \( v_n = v^\theta(n, S_n, A_n, q_n) \), and \( p \) in the form of \( p_n = p^\phi(n, S_n, A_n, q_n) \) for \( n \in \mathcal{N} \), both of them lie in a finite dimensional space of functions parameterized by \( \theta \) and \( \phi \) respectively.

In practice, we will use neural networks with some normalizations adapted to the problem.

The problem is to optimize a performance measure such as the mean-variance criterion\(^2\):

\[
\max_{\theta, \phi} MV = \max_{\theta, \phi} \left\{ E[PnL] - \frac{\gamma}{2} V[PnL] \right\}. \]

In practice, trajectories of \( (S_n) \) will be sampled. The performance measure can be approximated by its Monte Carlo estimator:

\[
MV (\theta, \phi; (S')) = \frac{1}{T} \sum_{i=1}^{T} \left[ \frac{1}{N} \sum_{n=1}^{N-1} \prod_{k=1}^{n-1} (1 - p^i_k) p^i_n PnL^i_n \right. \\
- \frac{\gamma}{2} \left( \frac{1}{T} \sum_{i=1}^{T} \sum_{n=1}^{N-1} \prod_{k=1}^{n-1} (1 - p^i_k) p^i_n (PnL^i_n)^2 - \left( \frac{1}{T} \sum_{i=1}^{T} \sum_{n=1}^{N-1} \prod_{k=1}^{n-1} (1 - p^i_k) p^i_n PnL^i_n \right)^2 \right),
\]

where \( (S_n)^i \) denotes the \( i \)th trajectory of \( (S_n) \) sampled, and for every other \( \mathcal{F}_n \)-measurable variable \( Y \) defined above, \( Y^i \) denotes its realization given \( (S_n) = (S_n)^i \).

The above criterion can be differentiated with respect to \( (\theta, \phi) \) using automatic differentiation tool, which enable us to optimize over the parameters.

Note that \( v^i_n = v^\theta(n, S_n, A_n^i, q_n^i) \) depends on \( \theta \) explicitly through the parameter of \( v^\theta \), but also implicitly through the fourth argument (the same applies to \( p^i_n \)), the network is said to be fully-recurrent.

\(^2\)Other risk measures could be used, for instance CVaR or expected utility.
3. Performance. We tested the method described above using the following setting:

- \( S_0 = 45, Q = 20\,000\,000; \)
- \( N = 63, N = \{22, \cdots, 62\}; \)
- \( V = 5\,000\,000, L : x \mapsto 0.1 \cdot x^{1.75}, \ell : x \mapsto 2 \cdot 10^{-7} \cdot x^2; \)
- \((S_n)^i\) are generated using i.i.d innovations of law \( \mathcal{N}(0, \sigma^2) \) with \( \sigma = 0.6 \) (which correspond to approximately 21% of annual volatility);
- \( v_\theta \) is specified as:
  \[
v_\theta(n, S, A, q) = \left(1 + \tilde{v}_\theta\left(\frac{n}{N} - \frac{1}{2}, \frac{S - S_0}{S_0}, \frac{A - S_0}{S_0}, \frac{q}{Q} - \frac{1}{2}\right)\right) \cdot Q \frac{n}{N} - q,
\]
  where \( \tilde{v}_\theta \) is a neural network consisting of 4 inputs, a hidden layer of 50 neurons with ReLU activator and 1 output;
- \( p_\phi \) is specified as:
  \[
p_\phi(n, S, A, q) = S\left(\nu_\phi \cdot \left(\frac{q}{Q} - \tilde{p}_\phi\left(\frac{n}{N} - \frac{1}{2}, \frac{S - S_0}{S_0}, \frac{A - S_0}{S_0}, \frac{q}{Q} - \frac{1}{2}\right)\right)\right) \cdot 1_{n \in \mathbb{N}} + 1_{n = N},
\]
  where \( \tilde{p}_\phi \) is a neural network consisting of 3 inputs, a hidden layer of 50 neurons with ReLU activator and 1 output, \( \nu_\phi \) is a scalar parameter, and \( S \) the function defined by:
  \[
  S : x \mapsto \min\left(\max\left(\frac{2}{1 + e^{-x}} - \frac{1}{2}, 0\right), 1\right).
  \]

The learning curve is presented below. Each step consists of a batch of 1000 trajectories.

![Learning curves](image)

Figure 1: Learning curve, the y-axis corresponds to the mean-variance criterion normalized by \( QS_0 \)

Note that for large values of \( \gamma \), one needs to pre-train the networks with \( \gamma \) set to 0, and small execution costs and penalties, otherwise only the local optimum is reached, which corresponds to the trivial strategy consisting of buying the same number of shares every day and deliver them at expiry.
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Abstract. An important aspect of robo-advising is the level of behavioural elements associated with an investment decision making process. Most automatic platforms agree that understanding investor psychology and investors’ expectations is important to create a sound financial strategy [4].

A relevant argument is the distinction between clients’ decisions, which are driven by their preferences, and those that are driven by psychological biases. This is also the reason why it is important for advisors to understand how their clients make financial decisions. Not understanding behaviour biases may result in inappropriate financial advising.

This perspective is important for establishing a link between the clients’ needs and certain financial objectives because the typical perception is that traditional finance defines a rational benchmark, and all behaviourally motivated decisions of the clients are irrational. This is the frontier between a framework for rational and irrational investors. Advising is helping clients to take rational decisions, which are consistent with their needs and preferences. Although some theories define a strict framework for rationality, this may not fit clients’ needs [10, 11, 12, 13].

In the industry the challenge is how advisors calibrate the theoretical framework with a sound and clear classification on clients’ needs and perceptions [5]. Another frontier is how algorithms used by robot-advising incorporate these features on their questionnaires. In fact, there are clear distinctions between the results from the robo-advisors, either from a client risk profiling or from an asset allocation perspective. These outcomes are a major concern for individual investors that have no financial literacy to perform back testing of each proposed strategy by the robot. In spite of individual investors being alerted either by financial market regulators or trading regulators (e.g., [3], SEC, PRA, ...), and regardless the fact that some markets, as the European, being under the umbrella of strict directives (i.e., MIFID), there are relevant risks of mismatching between investors goals and solutions provided by robo-advisors, due to some large scope of understanding within the strategies put forward by the algorithms [7].

Over the last several years, with an ageing population transferring assets to millennial, individuals are more susceptible to utilizing internet-based platforms for most of their financial needs. Large investment institutions are mindful of these trends and have started investing in the infrastructure of robo-platforms [6]. As artificial intelligence evolves, the software will be designed to handle more complex, tougher strategies, whereas most of the current robo-platforms are not equipped to handle these scenarios. The strategies are offered based on Exchange Tradable Fund (ETF), and there are questions on how based investing performs would survive during a financial crisis as it would present itself the next time. Nonetheless, the levels of trust humans are willing to have on a fully automated investment platform will determine how fast robo-advising is integrated, especially on the event of financial crises and the way conflicts of interests are managed [7, 1].

The robo-advisor platforms consider factors that are significant to an investor’s financial needs. These recommendations are completely determined by the depth of questionnaires used by each platform. A second factor is how thorough the answers to the questions are and if the pre-selected fields used to answer the questions are 100% matching the client’s individual situation. The roboplatforms also consider the type of account an investor is seeking advice for.

However, in relation to investors’ protection, either on the capability of the financial services firms providing robo-advising, or at the wealth investment security, there are limitations that individual investors should be aware of [3]. These are related with safety of investments and with the necessary due diligences on financial firms. Although financial literacy is a relevant topic on financial decisions, there is potential for the inability to correctly describe the relationship between investors and robo-advisor firms [9] specially on fiduciary duties. The potential to better alignment between investor targets and robo-advisors is being tested, as its popularity is growing, but there are signs that portfolio management improvements are possible and some of the pitfalls derived from pervasive
behavioral biases can be reduced [2, 8].

Robo-advising platforms although still within their early phases of development, have gained quite a bit of traction within the wealth management sector. From our analysis we expect robo-advisory platforms will continue to evolve over the years. As technology evolves, the robo-advisory platforms may continue to experience an up-tick. This could be affected given the millennial preference for online based services. If the focus remains on cost cutting elements, then passive indexing strategies could remain a viable option. Another important component is the regulatory landscape and its evolution. In this sense, the focus that regulatory frameworks take into the role of asset managers, depositories, custodians, exchanges, must go beyond the nature of the supervisory of markets to the conduct of the firms managing the robo-advisory platforms.

The value chain of these emergent financial services is unclear regarding the fiduciary duties and is necessary a clarification due to the velocity of technological evolution. However, risk profiling is still a very grey area when financial literacy is not robust enough for investors to comprehend the pitfalls of a wider class of protective strategies. The existence of stylized investors with different risk profiles allowing the industrialization of the asset allocation process, may limit the capital protection strategies for a large number of investors. However, we are seeing innovation using artificial intelligence and machine learning that can trigger the offer of downside protective strategies. These areas are evolving and, along with regulation, there is a need to deeper research on such dynamic topics especially if key risk indicators are to be included into investors decisions and these are not coherent risk metrics nor predictive of future volatility.
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Abstract. This talk deals with numerical methods to approximate the fair values of European and Bermudan basket options, which constitute common products in the financial markets. If there are \( d \geq 2 \) assets in the basket, then the fair value of such a financial option satisfies a time-dependent \( d \)-dimensional partial differential equation. For its efficient numerical solution, we combine the principal component analysis \([2]\) with modern alternating direction implicit (ADI) schemes \([1]\). The convergence of this approach is investigated in detail, and ample numerical experiments are presented illustrating the high performance it attains.

A European option is a contract that gives its holder the right but not the obligation to buy or sell an underlying asset, at a specified future date \( T \) for a specified strike price \( K \). The fair value of an option is derived from the price of the underlying asset (e.g. a stock or a foreign exchange rate). At maturity time \( T \) the value of the option is known, and given by the pay-off \( \phi(s) \).

Instead of an option on one asset, we are interested here in options on a basket of \( d \geq 2 \) assets. For example, a put option on a weighted average of \( d \) assets has pay-off function

\[
\phi(s_1, s_2, \ldots, s_d) = \max \left( K - \sum_{i=1}^{d} \omega_i s_i, 0 \right) .
\]

Under the Black-Scholes model, one arrives at a \( d \)-dimensional partial differential equation (PDE) for the fair option value \( u(s_1, s_2, \ldots, s_d, t) \):

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} \rho_{ij} \sigma_i \sigma_j s_i s_j \frac{\partial^2 u}{\partial s_i \partial s_j} + \sum_{i=1}^{d} r_i s_i \frac{\partial u}{\partial s_i} - ru
\]

\( u|_{t=0} = \phi(s_1, s_2, \ldots, s_d) \).

We will investigate a method by Reisinger & Wittum \([2]\) that efficiently approximates the solution to this \( d \)-dimensional PDE by a linear combination of solutions to lower-dimensional PDEs. This method will be applied to approximate the fair values of European and Bermudan basket options on many assets. Next, a detailed numerical study will be performed of the stability and convergence behaviour of this approach.
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Abstract. After the 2008 financial crisis, using a single interest rate curve for both discounting and pricing of LIBOR-based interest rate derivatives is no longer an option. A number of multi-curve frameworks have been proposed since then where the collateral (OIS) curve is used for discounting and different forwarding LIBOR curves are used for pricing interest rate swaps with different tenors (see, for instance, [1], [2], [3]).

Here we present a new multi-curve interest rate model with stochastic basis where the OIS curve is modeled using one factor Hull-White model, whereas the spot LIBOR-OIS spread is modeled using a regularized Black-Karasinski model. It is based on the defaultable bond model in [4]. One of the immediate advantages of using the regularized BK model for the LIBOR-OIS spread is that the resulting stochastic spread is always positive. Under this model we obtain semi-analytic formulas for forward LIBOR rates, as well as OIS-discounted prices of collateralized swaps, swaptions, and caplets. The pricing formulas can be easily computed numerically. It also enables us to derive the risk-neutral dynamics of forwarding LIBOR curves for different tenors without imposing any additional assumptions on their spreads.

1. Introduction. Let $R(t)$ denote the collateral (OIS) short rate, and let $Q$ be the risk-neutral measure under which the price $V(t)$ of any collateralized financial instrument grows at the rate $R(t)$, or, in other words, its discounted price, $\exp\left(-\int_0^T R(u)du\right) \cdot V(t)$, is a martingale under $Q$. We define the collateral discount curve $P(t,T)$ at time $t \geq 0$ as follows:

$$P(t,T) = \mathbb{E}_Q \left[ \exp\left(-\int_t^T R(u)du\right) \mid \mathcal{F}_t \right], \quad t \leq T.$$  

We also assume that, under measure $Q$, the collateral rate $R(t)$ follows the one-factor Hull-White model with constant volatility, i.e.,

$$R(t) = \varphi(t) + Y(t),$$  

where

$$dY(t) = -k_y Y(t)dt + \sigma_y dW^y(t), \quad Y(0) = 0,$$

and the deterministic function $\varphi(t)$ is chosen in a way that allows a perfect fit into the initial term structure of the collateral discount curve $P(0,T)$.

Let

$$B(t,T) = \mathbb{E}_Q \left[ \exp\left(-\int_t^T \lambda(u) + R(u)du\right) \mid \mathcal{F}_t \right], \quad t \leq T,$$

be the discount curve used in the definition of the the spot $\delta$-period LIBOR rate

$$L(t,t+\delta) = \frac{1}{\delta} \left( \frac{1}{B(t,t+\delta)} - 1 \right)$$.
for any tenor $\delta$ at time $t$. The forward LIBOR rate $L(t,T_1,T_2)$ at time $t$ for the future time period $[T_1,T_2]$ is defined as

$$L(t,T_1,T_2) = \frac{1}{P(t,T_2)} \cdot \mathbb{E}_Q \left[ \exp \left( - \int_t^{T_2} R(u) du \right) L(T_1,T_2) \bigg| \mathcal{F}_t \right], \quad t \leq T_1 < T_2.$$  

The LIBOR-OIS spread $\lambda(t)$ is modelled using a regularized Black-Karasinski model:

$$\lambda(t) = \varphi_\lambda(t) + \lambda_0 \cdot \exp(X(t) - \alpha X(t)^2),$$

where the factor $X(t)$ follows, under measure $Q$, a zero-level Ornstein-Uhlenbeck process with constant volatility

$$dX(t) = -k_x \cdot X(t) dt + \sigma_x dW_x(t), \quad X(0) = 0,$$

$\lambda_0 > 0$ is a constant, and the deterministic function $\varphi_\lambda(t)$ is chosen in a way that allows a perfect fit into the initial term structure of the LIBOR discount curve $B(0,T)$. The regularizer $-\alpha X(t)^2$, where $\alpha > 0$, is used to ensure convergence of the improper integrals that appear in the pricing formulas below. We denote by $\rho$ the correlation coefficient between $W^y(t)$ and $W^x(t)$:

$$dW^y(t) \cdot dW^x(t) = \rho \cdot dt.$$  

The key role in the approximate solution to the model plays the following deterministic function

$$\mathcal{E}(x,t,T) = \mathbb{E}_Q \left[ \exp \left( \left\{ - \int_t^T \lambda_0 \exp(X(u) - \alpha X(u)^2) du \right\} 
\right. 
\left. + \left\{ - \int_t^T \rho \bar{Y}(u) du - \frac{1}{2} \text{Var} \left( - \int_t^T \rho \bar{Y}(u) du \right) \right\} \bigg| X(t) = x \right],$$

with $X(t) = x$ and

$$d\bar{Y}(u) = -k_y \bar{Y}(u) du + \sigma_y dW_y(u), \quad \bar{Y}(t) = 0, \quad u \geq t,$$

where $W^y(u)$ is the Brownian motion process driving $X(u)$. There is no known closed-form expression for the expectation, but there are quite accurate semi-closed approximation formula(s) for the function $\mathcal{E}(x,t,T)$ in [5]. Let

$$BE(t,T) = \frac{B(0,T)}{B(0,t)} \cdot \frac{\mathcal{E}(0,0,t)}{\mathcal{E}(0,0,T)}$$

and

$$I(t,T) = \frac{P(0,t)}{P(0,T)} \cdot BE(t,T) = \frac{P(0,t)}{P(0,T)} \cdot \frac{B(0,T)}{B(0,t)} \cdot \frac{\mathcal{E}(0,0,t)}{\mathcal{E}(0,0,T)}.$$  

Also let, for $k > 0$ and $\tau \geq 0$,

$$H(k,\tau) = \frac{1 - \exp(-k\tau)}{k}.$$  

Then the values of the discount curves $P(t,T)$ and $B(t,T)$ depend only on the values of the stochastic processes $X(t)$ and $Y(t)$ at time $t \geq 0$:

$$P(t,T) = P(Y(t),t,T) \quad \text{and} \quad B(t,T) = B(X(t),Y(t),t,T),$$

where

$$P(y,t,T) = \frac{P(0,T)}{P(0,t)} \cdot \exp \left( -H(k_y,T-t) \cdot \left\{ y + \frac{1}{2} \sigma_y^2 \cdot [H(k_y,t)^2 + H(k_y,T-t) \cdot H(2k_y,t)] \right\} \right)$$

and

$$B(x,y,t,T) = I(t,T) \cdot P(y,t,T) \cdot \mathcal{E}(x,t,T).$$
We will also need the functions
\[cx(x,z,\tau) = e^{-k_x \tau} x - \rho \sigma_x \sigma_y \frac{H(k_x, \tau) - H(k_x + k_y, \tau)}{k_y} + \sigma_x \sqrt{H(2k_x, \tau)} \cdot z,\]
\[cx(x,z_1,z_2,\tau) = e^{-k_x \tau} x - \rho \sigma_x \sigma_y \frac{H(k_x, \tau) - H(k_x + k_y, \tau)}{k_y} + \sigma_x \left( \rho \frac{H(k_x + k_y, \tau)}{\sqrt{H(2k_y, \tau)}} \cdot z_1 + \sqrt{H(2k_y, \tau)} - \rho^2 \frac{H(k_x + k_y, \tau)^2}{H(2k_y, \tau)} \cdot z_2 \right),\]
\[cy(y,z,\tau) = e^{-k_y \tau} y - \sigma_y \frac{H(k_y, \tau) - H(2k_y, \tau)}{k_y} + \sigma_y \sqrt{H(2k_y, \tau)} \cdot z.\]

2. Pricing Formulas.

2.1. Forward LIBOR Rates.

Theorem 2.1. For \(0 \leq t \leq T\), the forward LIBOR rate \(L(t, T, T + \delta)\) satisfies
\[L(t, T, T + \delta) = L(X(t), Y(t), t, T, T + \delta),\]
where the deterministic function \(L(x, y, t, T_1, T_2)\) is defined by
\[L(x, y, t, T_1, T_2) = \frac{1}{T_2 - T_1} \cdot \left( \frac{P(y, t, T_1)}{P(y, t, T_2)} \cdot \frac{1}{I(T_1, T_2)} \cdot \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(-z^2/2) dz \right) - 1.\]

2.2. Interest Rate Swap.

Theorem 2.2. Consider an interest rate swap whose floating leg pays at time \(T_k\) the LIBOR rate set at time \(T_{k-1}\) with tenor \(\Delta T_k = T_k - T_{k-1}\):
\[\Delta T_k \cdot L(T_{k-1}, T_k), \quad k = 1, 2, \ldots, n.\]

And let the fixed leg of the swap pays a fixed rate \(K\) on dates \(\hat{T}_i\), \(i = 1, 2, \ldots, m\). Then the value of the swap to the fixed rate payer equals
\[IRS(t, K) = IRS(X(t), Y(t), t, K),\]
where the deterministic function \(IRS(x, y, t, K)\) is given by
\[IRS(x, y, t, K) = \sum_{k=1}^{n} \Delta T_k \cdot P(y, t, T_k) \cdot L(x, y, t, T_{k-1}, T_k) - K \sum_{i=1}^{m} \Delta \hat{T}_i \cdot P(y, t, \hat{T}_i),\]
with the function \(L(x, y, t, T_1, T_2)\) being defined in Theorem 2.1.

2.3. Payer Swaption.

Let the deterministic function \(IRS(x, y, z_1, z_2, t, T)\) be given by
\[IRS(x, y, z_1, z_2, t, T) = IRS(cx(x, z_1, z_2, t-T), cy(y, z_1, T-t), T, K),\]
where the function \(IRS(x, y, t, K)\) is defined in Theorem 2.2. Then the following theorem holds

Theorem 2.3. The price at time \(t\) of a payer swaption that gives its holder the right to enter at time \(T_0 \geq t\) into an interest rate swap whose floating leg pays at time \(T_k\) the LIBOR rate set at time \(T_{k-1}\) with tenor \(\Delta T_k = T_k - T_{k-1}\):
\[\Delta T_k \cdot L(T_{k-1}, T_k), \quad k = 1, 2, \ldots, n,\]
and the fixed leg pays the fixed rate \(K\) on dates \(\hat{T}_i\), \(i = 1, 2, \ldots, m\), equals
\[OIRS(t, K) = \mathbb{E}_Q \left[ \exp \left( - \int_{T_0}^{T} R(u) du \right) \cdot IRS(T_0, K) \right] \bigg| \mathcal{F}_t \]
\[= P(Y(t), t, T_0) \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} IRS(X(t), Y(t), z_1, z_2, t, T_0, K)^+ \cdot \exp \left( - \frac{z_1^2 + z_2^2}{2} \right) dz_1 dz_2.\]
2.4. **Caplet.** Let, for $0 \leq t \leq T_1 < T_2$,

$$\Delta T = T_2 - T_1.$$ 

$$\bar{\sigma}(t, T_1, T_2) = \sigma_y \cdot H(k_y, \Delta T) \cdot \sqrt{H(2k_y, T_1 - t) - \rho^2 \frac{H(k_x + k_y, T_1 - t)^2}{H(2k_x, T_1 - t)}}.$$ 

$$K(x, z, t, T_1, T_2, k) = \frac{1}{(1 + k\Delta T) \cdot BE(T_1, T_2) \cdot \hat{e}(\mathbf{e}(x, z, T_1 - t), T_1, T_2)}.$$ 

$$F(y, z, t, T_1, T_2) = \exp\left(\frac{\bar{\sigma}(t, T_1, T_2)^2}{2} - H(k_y, \Delta T) \cdot \left[ e^{-k_y(t - T_1)} y - \sigma_y^2 H(k_y, T_1 - t) - H(2k_y, T_1 - t) \right] \right),$$

$$+ \sigma_y \cdot \rho \cdot \frac{H(k_x + k_y, T_1 - t)}{\sqrt{H(2k_x, T_1 - t)}} \cdot \left[ z + \frac{1}{2} \sigma_y^2 \cdot (H(k_y, T_1)^2 + H(k_y, \Delta T) \cdot H(2k_y, T_1)) \right],$$

$$d_-(x, y, z, t, T_1, T_2, k) = \log(F(y, z, t, T_1, T_2)/K(x, z, t, T_1, T_2, k)) - \sigma(t, T_1, T_2)^2/2,$$

$$d_+(x, y, z, t, T_1, T_2, k) = \log(K(x, z, t, T_1, T_2, k)/F(y, z, t, T_1, T_2)) + \sigma(t, T_1, T_2)^2/2,$$

$$G(x, y, z, t, T_1, T_2, k) = K(x, z, t, T_1, T_2, k) \cdot \Phi(-d_-(x, y, z, t, T_1, T_2, k)) - F(y, z, t, T_1, T_2) \cdot \Phi(-d_+(x, y, z, t, T_1, T_2, k)),$$

where

$$\Phi(a) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{a} \exp(-u^2/2)du, \ a \in (-\infty, \infty).$$

Then we obtain

**Theorem 2.4.** The price $c_t$ at time $t$ of a caplet with a reset date $T_1 \geq t$ and a settlement date $T_2 > T_1$ that, at time $T_2$, pays the holder the positive part of the difference between the simple spot rate $L(T_1, T_2)$ and the strike $k$: 

$$\Delta T \cdot (L(T_1, T_2) - k)^+, \text{ where } \Delta T = T_2 - T_1,$$

equals

$$c_t = E_Q \left[ \exp\left(-\int_{T_1}^{T_2} R(u)du\right) \cdot \Delta T \cdot (L(T_1, T_2) - K)^+ \bigg| F_t \right]$$

$$= (1 + k\Delta T) \cdot P(t, T_1) \cdot \frac{P(0, T_2)}{P(0, T_1)} \cdot \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} G(X(t), Y(t), z, t, T_1, T_2, k) \exp(-z^2/2)dz.$$ 
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Abstract. The econometric analysis of continuous-time affine asset pricing models requires the fast and accurate estimation of parameters. In parameter estimation, the density functions of the discretely sampled returns are obtained by solving a set of partial differential equations, which is computationally challenging as we need to compute the density function repeatedly on a large domain.

Feuerverger (1990) [1] proposed the basic idea of estimating parameters for a given stationary time series using the Characteristic Function (CF). Building on this, Singleton (2000) [8] proposed a framework for parameter estimation using the CF of a stochastic process. The CCF for a discretely sampled time series from an $N$-dimensional affine diffusion, denoted as $\phi(u, \gamma)$, is dependent on the scalar transform variable $u$ and vector of model parameters $\gamma$. The proposed method utilizes $E[e^{iu\cdot Y_{t+1}}|Y_t] = \phi(u, \gamma)$, to develop a method-of-moments estimator directly in the frequency domain, negating any need for computationally expensive Fourier inversions. This method of exploiting the Empirical CCF (ECCF) is more efficient than the traditional maximum-likelihood estimators for problems where the closed form of the conditional densities of discretely sampled returns are not known.

The functional form of the CF for affine processes have nearly closed-form expressions. That is, we can obtain compute it by solving a system of differential equations, namely the so-called Riccati equations which are stiff. Solving this set of stiff differential equations repeatedly for each iteration in our parameter estimation builds up a considerable computational cost. In general, implicit solvers are preferred over explicit solvers for solving stiff systems. This is mainly because implicit methods surpass the explicit in terms of efficiency, despite the computational complexity of matrix inversion. Recently, for mildly stiff problems a class of Extended Stability Runge-Kutta (ESRK) methods have been introduced which have considerably less complexity than their implicit counterparts, but still maintaining superior efficiency over explicit techniques. One such class is the Runge-Kutta-Gegenbauer (RKG) stability polynomials proposed by O’Sullivan (2017) [7]. RKG stability polynomials have been shown to generate stability domains with imaginary extent which is crucial for non-symmetric problems. Hence, they are an extension on SRK, which have their extended stability domain on the negative real axis, and provide greater stability properties. The polynomials have a arbitrarily high order of accuracy and the range of the stability domain in the imaginary direction is determined by the Gegenbauer parameter $\nu$. We present our findings of applying these stabilized explicit solvers for our parameter estimation problem and compare the efficiency with the traditional implicit and explicit solvers.
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Abstract. This study constructs dynamic Granger causality networks based on the spot electricity prices of five regional markets in the Australian National Electricity Market (NEM). Based on a data set comprising electricity spot prices from 1 July 2010 to 30 June 2017, we employ principal components analysis and generate Granger causality networks to examine the degree of interconnectedness of the NEM in a time-varying setting. We find that the derived measures of interdependence can be related to actual market events such as price spikes, unexpected high demand for electricity, sudden increase in price volatility, rebidding of dominant generators, the temporary of permanent outage of major power stations, as well as upgrades and limitations in transmission capacity. In the analysed network, we find that the stronger dependence is exhibited by regional markets that are linked by interconnectors, while the direction of Granger causality can be related to interregional trade. Furthermore, this study examines the usefulness of the derived measures as early-warning indicators for upcoming periods of extreme prices and volatility. Overall, our results suggest limited predictive power of the interconnectedness measures for the spot price behaviour in the NEM.
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Abstract. The growth of leveraged exchange-traded fund (ETF) industry has given rise to the trading of options written on leveraged ETFs. Catering to the industry needs, we consider the problem of pricing European options (which essentially are path-dependent) on leveraged ETFs. After introducing a new path-dependent process, we obtain a closedform formula for a European call option on a leveraged ETF. Our pricing formula is modified according to Carr and Madan (1999), and it can be implemented with the fast Fourier transform (FFT) approach in a friendly way. Our numerical analysis shows that the FFT approach is more accurate and efficient than the Monte Carlo (MC) method, in calculating the prices of European call options on leveraged ETFs.
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