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A B S T R A C T

BioScience is an advanced Python library designed to satisfy the growing data analysis needs in the field of
bioinformatics by leveraging High-Performance Computing (HPC). This library encompasses a vast multitude of
functionalities, from loading specialized gene expression datasets (microarrays, RNA-Seq, etc.) to preprocessing
techniques and data mining algorithms suitable for this type of datasets. BioScience is distinguished by its
capacity to manage large amounts of biological data, providing users with efficient and scalable tools for the
analysis of genomic and transcriptomic data through the use of parallel architectures for clusters composed of
CPUs and GPUs.
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1. Motivation and significance

In the present era, there exists an unprecedented process of data
generation and collection, primarily facilitated by advancements in
information technologies [1]. This fact needs the adaptation of data
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analysis methodologies and computational approaches to handle the
vast amount, diversity, speed, and authenticity of the data being cur-
rently produced, transmitted, and analyzed [2]. In this context, Ma-
chine Learning (ML) algorithms are utilized to discover significant,
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complex, and practical patterns within datasets from diverse domains
such as bioinformatics [3], social networks [4], energy consumption [5]
mong others.
Biclustering is a critical machine learning technique that is em-

loyed in the analysis of the aforementioned data [6]. These techniques
re capable of grouping elements of a dataset based on the intrinsic sim-
larity present in the data [7]. Specifically, Biclustering possesses the
apability to discern local patterns by identifying instances exhibiting
imilar behavior according to a subset of their characteristics. For this
eason, Biclustering is becoming an increasingly significant technique
n the analysis of complex data, particularly genetic data [8]. Although
these algorithms offer several benefits, they do possess a significant
drawback: they pose an NP-Hard computational problem. As a result,
the majority of these algorithms have implemented heuristics in order
to enhance their computational efficiency. Consequently, the increase
in the volume and quantity of datasets, mainly those containing gene
expression data, is leading to an effort by the scientific community to
improve the performance of these algorithms [9].

In this regard, the computational capabilities offered by High-
Performance Computing (HPC) can help to address this challenge.
Biclustering techniques, mainly focused on parallel and distributed
computing, such as Apache Hadoop [10] or Spark [11] have offered
good results in this context. Additionally, programming based on
Graphics Processing Units (GPU) emerges as one of the main HPC tech-
niques for intensive parallel data processing [12,13]. In this context,
a considerable number of biclustering algorithms have utilized GPU
technology to expedite result acquisition with notable success [14–16].
Nevertheless, the primary issue encountered by these approaches is
their tendency to be excessively intricate for non-programming expert
users, thereby limiting their impact within the scientific community.
Consequently, there is a necessity for the implementation of biclus-
tering algorithms that not only achieve commendable results within
a reasonable time but are also accessible to the scientific community.

In this paper, we present bioScience, an advanced Python library
designed to satisfy the growing data analysis needs in the field of bioin-
formatics by leveraging HPC. This library covers an extensive array
of features, ranging from importing specific gene expression datasets
(including microarrays, RNA-Seq, etc.) to preprocessing methods and
different algorithms specifically designed for such datasets. BioScience
stands out for its ability to handle large volumes of biological data,
offering users effective and adaptable resources for the examination
of genomic and transcriptomic data. This is achieved by harnessing
parallel architectures that combine CPUs and GPUs within cluster
systems. The library, accompanied by comprehensive documentation
and examples of its execution, is accessible to the public for download
at the following URL: https://pypi.org/project/bioscience/.

. Software description

BioScience is a Python library that can be conveniently obtained
hrough PyPI (https://pypi.org/project/bioscience) or cloned and ex-
cuted as a Python script directly from GitHub (https://github.com/
ureliolfdez/bioscience). It is open-source under the BSD 3-Clause li-
ense, allowing source and binary format use, redistribution, and mod-
fication on GitHub. Installable and executable from a terminal, it in-
egrates easily into pipelines without Python knowledge. Alternatively,
t can run in Google Colab, saving personal computing resources. Bio-
cience aims to simplify data analysis for bioinformaticians, handling
atasets of any size and processing needs.

.1. Software architecture

As stated previously, bioScience is wholly developed in Python.
s a consequence, the source code is structured into files and classes
ontaining a succession of methods that implement functionality from
he library. The library is composed of three primary packages, as

Fig. 1. Package diagram of bioScience.

illustrated in the package diagram (refer to Fig. 1). The base package
comprises methods and classes utilized by the remaining packages; the
preprocess package implements a sequence of general and specialized
preprocessing techniques for biological datasets; and the dataMining
package integrates algorithms for data mining. This package incor-
porates the BiBit Biclustering algorithm [17] within an environment
optimized for HPC.

Building upon the package structure of bioScience, Fig. 2 presents
a global perspective of the internal structure encompassing every pack-
age in the library. In this figure, the individual classes, methods,
and corresponding files for each of these packages are described in
detail, emphasizing the modular structure of the bioScience library.
This comprehensive analysis not only facilitates comprehension of the
library’s architecture but also provides developers and researchers with
a roadmap for efficiently navigating and employing the library in the
context of biological data analysis. The following is a description of
each of the actors involved for each package:

bioScience.base.Files This file contains a function for uploading bio-
logical datasets, including unprocessed, preprocessed, and even
data that has been externally binarized. Additionally, it supports
a variety of sequencing technologies, including RNA-Seq and mi-
croarrays. Furthermore, it comprises a number of functions that
enable the storage of data mining technique execution results
in files. Ultimately, the user may also store binarized datasets
if they have carried out a binarisation process in bioScience
library.

bioScience.base.Models.Dataset The dataset concept is represented
by this class within the library. Different categories of data,
including the original dataset and the preprocessed/binarized
dataset, are stored within a Dataset object. Furthermore, any
additional pertinent data, including gene and column names, as
well as supplementary information like gene length, that may be
present in the RNA-Seq datasets, are also preserved.

bioScience.base.Models.BiclusterModel The purpose of this class is
to store the results independently of the Biclustering algorithm
executed. Furthermore, the execution time of debug executions
will be recorded so that the behavior of every algorithm utilized
in an HPC environment can be evaluated.

bioScience.base.Models.Bicluster A class that represents a bicluster
has been developed by using the Biclustering techniques in this
library. For this purpose, data such as the rows and columns
involved and the original data of the elements involved in the
bicluster are stored.
2
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Fig. 2. Classes and files for each bioScience package.

bioScience.base.Models.Validation This class represents any valida-
tion measure that is used after any data mining technique has
been executed.

bioScience.preprocess.Standard This file includes multiple basic
preprocessing methods that can be used for any type of dataset
such as discretization, standardization and normalization. Out-
lier detection and treatment using the interquartile range (IQR)
is another method included.

bioScience.preprocess.Binarization bioScience provides the capabil-
ity to perform a binarization transformation on the dataset, as
certain data mining techniques, such as the BiBit Biclustering
algorithm, may necessitate the dataset to be in binary format.
In pursuit of this objective, the user is provided with the option

to either binarize the dataset itself or generate multiple binary
datasets via fuzzy logic. This functionality is implemented to
mitigate any noise that might be introduced during the data
transformation process.

bioScience.preprocess.RnaSeq This class incorporates preprocessing
methods that are specifically used for RNA-Seq datasets, e.g.
CPM (Counts Per Million), TPM (Transcripts Per Kilobase Mil-
lion), FPKM (Fragments Per Kilobase Million) [18] or DESeq2
[19].

bioScience.dataMining.Biclustering.BiBit This file contains three
versions of the BiBit algorithm: sequential, parallel for multiple
CPUs and parallel for multi-GPUs architectures. These versions
3

will be executed depending on the value provided by the user
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Fig. 3. Main use case business process.

in the mode attribute of the process function. If the value of
this attribute is equal to 1, the BiBit algorithm will be executed
sequentially, while if the value is equal to 2 it will be executed
in a CPU parallel environment. On the other hand, if the value
of this attribute is 3, this algorithm will run in a multi-GPU
architecture. The development of this HPC environment has
been supported by the use of the NUMBA library.

2.2. Software functionalities

BioScience provides specialized features for analyzing biological
datasets in HPC environments, enhancing computational capabilities
and broadening its use in intensive settings. Its functionalities include:

• Dataset Importation: BioScience allows simple uploading of di-
verse datasets, including synthetic datasets and those associated
with sequencing technologies like microarrays or RNA-Seq. It also
supports raw, preprocessed, or binarized data.

• High-Performance Computing (HPC): The library is optimized
for HPC environments, enabling fast computational speeds and
facilitating rigorous experiments.

• Preprocessing: BioScience offers various preprocessing options
such as standardization, discretization, normalization, outlier de-
tection and treatment, and specific techniques for RNA-Seq data
like CPM, TPM, FPKM, and DESeq2.

• Binarization: Users can binarize datasets using simple or fuzzy
logic methods to support certain data mining techniques that
require binary representation.

• Adaptation to HPC: The library is designed to adapt data min-
ing techniques to HPC environments, with support for parallel
execution using CPU or multiple GPU devices.

• Algorithm Modification: The BiBit binary Biclustering algorithm
has been modified for execution either sequentially or across
multiple GPU devices.

• Usability and Transparency: Technical functionalities are embed-
ded in the user experience to optimize computational perfor-
mance, including support for large datasets, memory manage-
ment, and resource utilization.

• Result Exportability: All results from data mining techniques,
including binary datasets generated during binarization, are ex-
portable.

To enhance comprehension of the primary functionalities of this
module, a typical sequence of user–machine interactions from dataset
loading to result export is depicted in Fig. 3. Assigning a system actor
to each row delineates the user–machine interaction. The activities of
the user are depicted in the first panel. The three primary components
of the bioScience system, which consist of the library packages, are

the primary use case, which describes the user’s process of accessing
the system and conducting an analysis on an RNA-Seq dataset. Initially,
the dataset is loaded into the system by the user via the load() function.
Subsequently, the user intends to apply TPM preprocessing to the data.
Following this, in order to use the BiBit binary clustering algorithm, it
is necessary to binarize the preprocessed dataset. After the Biclustering
algorithm is executed subsequent to binarization, the outcomes are
ultimately stored in an external file.

2.3. Memory management in bioscience

In High-Performance Computing (HPC) contexts, efficient memory
management is essential due to the disparity between computation
capacity, storage capacity, and GPU device memories [20]. Hence, it is
imperative to make prudent choices about the utilization of these mem-
ories for efficient processing of extensive data sets, ensuring optimal
performance and mitigating the risk of memory overflow issues.

Efficient data transfers between different memory units, such as
RAM and GPU memory, and optimizing the use of available computing
power and memory are crucial considerations. Therefore, bioScience
employs a memory resource planning strategy with the aim of optimiz-
ing the utilization of all available resources at both the computational
and storage levels.

When the environment exclusively utilizes CPU processors, the
library divides the dataset into equal segments, taking into account
the current amount of RAM available on the computer. This prevents
the occurrence of memory overrun and enables the execution of larger
datasets. In multi-GPU situations, bioScience can distribute chunks of
the dataset evenly among the GPU devices in a cluster. The primary
objective of these endeavors is to optimize the use of existing hardware
resources and handle input datasets without encountering any memory
overflow problems.

3. Illustrative examples

In order to demonstrate the functionality of bioScience, the ob-
jective of this section is to conduct an experiment using synthetic,
microarray, RNA-Seq, and single-cell datasets. This experiment was
conducted on a Amazon EC2 instance equipped with an Intel Xeon Plat-
inum 8275L featuring 24 cores operating at 3 GHz, 61 GB of RAM, and
8 NVIDIA A100 16 GB graphics cards, each offering a combined total
of 6912 CUDA cores. Table 1 presents an overview of the experiment,
including the dataset sizes, whether any preprocessing was performed,
the number of biclusters generated, and the time required to produce
the results of data mining techniques. In addition, Fig. 4 presents four
graphs in which the execution times of each type of execution for each
dataset used are shown visually.

The first dataset is a synthetic binary matrix sized 4000 × 4000,
with 15% of values uniformly set to 1. Since it is synthetic and binary,
4
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Table 1
Summary of the experimentation including the time of execution.
Dataset Genes Features Preprocess Biclusters HPC Time (s)

Synthetic 4000 4000 None 7,998,000

None 2017.03
CPU 170.75
GPU (1) 19.93
GPU (2) 9.65

Microarray 3016 6 Binarization 737,505

None 12.49
CPU 3.98
GPU (1) 0.45
GPU (2) 0.21

RNA-Seq 27,179 12 TPM & Binarization 3596

None 18119.35
CPU 1513.45
GPU (1) 163.12
GPU (2) 80.65

Single-cell 22,593 533 Binarization 149

None 15320.43
CPU 1987.48
GPU (1) 223.61
GPU (2) 108.25

Fig. 4. Visual representation of the time of execution for the experimentation performed for each dataset.

o preprocessing is required. The dataset is loaded using the load()
unction, and the Biclustering algorithm is implemented with MNR and
NC values set to 2 using the bibit() function to obtain the maximum
ossible biclusters. Approximately 8 million biclusters are obtained,
ighlighting the need for an HPC environment, especially with GPU
evices, for efficient execution of data mining techniques expected to
ield extensive results, as indicated in the summary table (Table 1).
The microarray dataset (GSE26910) consists of 3016 genes show-

ng differential expression in breast cancer across six samples. This
llustrates the ability of data mining approaches to produce substantial
esults, even when working with smaller datasets. Before executing
he data mining process, the dataset is transformed into binary format
sing the binarize() function. Despite the dataset’s small size, factors
uch as processing and memory overhead, and under-utilization of com-
utational resources in an HPC environment can limit computational

performance [21]. Nonetheless, the use of HPC in this library results
in decreased execution times, as shown in the summary table of this
section.

The last two datasets have a higher volume, resulting in data mining
algorithms needing to manage a significantly burdensome workload,
irrespective of the volume of output they produce. The two datasets
consist of RNA-Seq (GSE60450) [22] and single-cell (GSE246622) [23]
data. The RNA-Seq dataset has a size of 27 179 × 19, while the single-
cell dataset has a size of 22 593 × 533. The count matrix for the
RNA-Seq dataset has been treated using the tpm() and binarize() meth-
ods. However, for the single-cell dataset, only binarizing has been
applied as this dataset is already pre-processed. These two examples
illustrate that as the amount and size of the dataset rises, the difference
in performance between a sequential approach and a high-performance
computing (HPC) environment becomes more noticeable.
5
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4. Impact

Despite the existence of numerous libraries and tools that facili-
tate the analysis of bioinformatics data, data mining techniques are
frequently confronted with escalating execution times for their out-
puts. This can be attributed to either the escalating volume of the
datasets or the substantial workloads associated with them. Hence,
in response to this requirement, the bioScience software is proposed,
which incorporates data analysis methods and generic preprocessing
techniques like discretization, normalization, standardization, handling
outlier and binarization, in addition to RNA-Seq dataset-specific prepro-
cessing methods.

Using the capabilities of HPC to expedite these bioinformatics data
analyses is the primary benefit of bioScience. This is imperative in order
to expedite scientific breakthroughs and apply their implications in
clinical and research environments. The initial iteration of the library
incorporates a data mining technique that is available in three vari-
ations: sequential, multi-CPU parallel, and GPU parallel. This feature
enhances the library’s adaptability to various hardware configurations,
thereby accommodating the hardware specifications and availability of
its users. For this reason, we believe that bioScience has great potential
for widespread adoption among the Bioinformatics community.

Moreover, in order to improve the usability, decrease the program-
ming effort, and increase the number of potential users, bioScience
is easy to install with the pip package and includes both execution
examples and detailed documentation (https://bioscience.readthedocs.
io). Finally, bioScience is continuously evolving, and there are plans
to increase the number and variety of preprocessing and data mining
methods, as well as to include other modules such as validation and
visualization. Therefore, in the future, the impact of bioinformatics
analyses will be even greater.

5. Conclusions

BioScience, a Python library designed to analyze large bioinfor-
matics datasets and whose methods can be executed on HPC hard-
ware including multiple CPUs and GPUs, is introduced in this work.
Presently, the library comprises a preprocessing module (incorporating
both general methods and specific approaches tailored to RNA-Seq and
single-cell data) and a data analytics module. In addition, for proper
maintenance of the library, it is intended to further develop mod-
ules to facilitate validation and result visualization and to incorporate
new methods for preprocessing and data analysis. Since the chosen
techniques are extensively implemented in bioinformatics pipelines,
bioScience can be utilized to expedite a vast array of analyses. Finally,
the library will be tested and improved on upgraded hardware to
incorporate new features from other types of GPUs from vendors like
AMD or Intel.
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