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ABSTRACT 
Hate speech on television is difficult to measure, partly due to the difficulty of obtaining and analyzing 

broadcast content. However, the spreading of those hate messages implies a high reach. For this study, the 

researchers propose an experimental methodology to analyze the content broadcast on the 24 hours of the 

five Spanish free-to-air television channels with the highest share over one year (2020): La1, La Sexta, 

Cuatro, Antena 3 and Tele 5. The authors examined the presence of abusive or hurtful vocabulary and 

quantified the insults aired. They extracted and studied a sample through content analysis to detect if those 

insults were accompanied, in any way, by expressions of hatred. Although the messages the researchers 

studied for this article cannot be considered speeches or hate crimes, there are some offensive comments 

related to gender, race or religion, mainly on fictional products. 

 

 
BACKGROUND 

Defining hate speech is complex and depends on many factors, some of which are subjective. 

According to legal definitions, the Council of Europe describes hate speech as  

All types of expression that incite, promote, spread or justify violence, hatred or discrimination 

against a person or group of persons, or that denigrates them, by reason of their real or attributed 

personal characteristics or status such as ´race´, color, language, religion, nationality, national or 

ethnic origin, age, disability, sex, gender identity and sexual orientation. 

In Spain, the 510 article of the Penal Code (Ley Orgánica 10/1995) identifies hate crimes as  

The incitement, direct or indirect to hatred, hostility, discrimination or violence against a group, 

part of it or against a specific person because of their belonging to that group, for racist, 

antisemitism or other reasons related to ideology, religion or beliefs, family situation, 

membership of their members to an ethnicity, race or nation, their national origin, gender, sexual 

orientation or identity, gender reasons, illness or disability. 
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The 510 legal article also describes a hate crime as “the possession and distribution of material that 

directly or indirectly promotes hostility against the groups or individuals previously defined and the denial 

or glorification of crimes against humanity committed during an armed conflict.” Therefore, in summary, 

the researchers define for this study, hate speech as any message that discriminates or encourages 

discrimination, humiliation, harassment, stigmatization or contempt for individuals or social groups with 

the characteristics or attributes defined by the laws. 

Within this frame of reference, the research on hate speech has increased significantly in the last 

decade, as the emergence and consolidation of social networks have multiplied its spread and reach, 

promoting cyber hate and cyber racism that is becoming more and more explicit (Bustos Martínez et al., 

2019). Nevertheless, hate speech is restricted on television because the editorial control over the 

broadcasted content is higher than in social networks. In Spain, the Union of Commercial Open Television 

(UTECA) maintains its commitment to the 2030 agenda promoted by the United Nations and has 

increased its non-tolerance policy about messages that encourage hate or inequality. In the First Barometer 

on the Perception of the Contribution of TV to Sustainable Development Goals (Deloitte, 2020), 58% of 

the surveyed population considers that "in free-to-air television, there is a greater control over the spread 

of content that incites violence and hate, than that at the Internet." That is not a casual perception. In social 

networks, the user's speech is uncontrolled, and any person can take part anonymously, without filtering 

the tone or content, and with the freedom to hold their opinions on any subject. In television, otherwise, 

there are journalistic control and the audiovisual content is selected within a schedule and a programming 

grid that can restrict anonymous or violent interventions.  

Free-to-air television remains a relevant media for sharing ideas. It reaches the most dispersed and 

educationally disadvantaged populations and creates a social imaginary through a large number of people 

(Scheufele, 1999). Likewise, many of these viewers are part of the called "social TV". So, they are social 

network users who search for content or share their opinions about what they see on television and online 

platforms, spreading their statements about hate speeches. (Odunaiya et al., 2020). Even so, many of the 

hate speech forged on social networks are only known among small groups of users until it is 

communicated by other broadcasters. As a result of that, popular opinion is usually generated around the 

hate speech issue when it is discussed on television or in other mass media. For this reason, the social 

responsibility of television is even much higher (Roy, 2019). 

That adds to the political polarization that has increased its exposition on television in recent years 

(Barreda, 2021; Pérez-Escolar & Noguera-Vivo, 2022; Baghel, 2020), which has contributed to the 

distrust of their audiences, that consider they spread false news and disinformation (Masip et al., 2020). 

Polarization and politicization are also present in debates and sports (Rojas-Torrijos & Guerrero, 2021; 

Mauro & Martínez-Corcuera, 2020) or other sensationalist products (De-Casas et al., 2020; Elias, 2020) as 

talk shows (Sakki & Hakoköngäs, 2022). That is why it is essential to check to what extent hate speech is 

allowed or communicated on television and what contents and discourse formulas uses to serve this 

purpose. Only this way will it be possible to combat their effects. 

 

THEORETICAL FRAMEWORK 

A part of the research on hate speech in recent years focuses on the Internet and social networks. This 

is quite because of the aforementioned editorial work of the sender, which means that it is easier for 

television broadcasters to avoid this type of content, which results in a lower perception of hate speech 

among viewers (Deloitte, 2020). But also, content analysis on a social network or in the online press is 

more accessible to researchers since there are numerous databases and tools to analyze the content 

published on them (Tontodimamma et al., 2021; Paz et al., 2020). On the contrary, the research on 

television content is expensive and laborious for the academic community and limits its results since it 

requires watching many hours of broadcast content. That is a substantial restriction when it comes to 
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managing the available resources. Hence the contribution of this research, which scans 24 hours of 

television broadcast over 12 months. 

The research on audiovisual content can be done by watching online databases television platforms, 

but not all broadcasters have everything of their content available to the audience or even have digitized 

their video and audio files. In recent years, initiatives such as Verba Volant (a web containing the News 

from La 1 de Televisión Española and its corresponding transcripts) have emerged. These databases are 

just the ones that allow research on television content, as they do on social networks or the Internet. Most 

of the studies in those fields are from a linguistic and semantic point of view, which means the search on 

the Internet for an issue and some related words to that topic. From there, the researchers analyze the 

semantic structure around that subject to understand their meanings and if there is a positive or negative 

point of view. 

However, some more difficulties concern the analysis of hate speech on television. It relies on a visual 

symbolic code consisting of elements that suggest the topic not only by the sum of words or by the sum of 

its meanings but by conventions such as image, tone, voice volume, etc. that affect the perception the 

viewer may have about it. Thus, the process that guides the detection of an issue on television and the 

measurement of the time spent on the screen are relevant to the whole research on the topic. 

Many academic studies on hate speech on television focus on political debates and election campaigns 

(Ezeibe, 2021); fictional content (Martínez de Bartolomé & Rivera-Martín, 2022); News (Arévalo et al., 

2021; Caldevilla‐Domínguez et al., 2023); how that hate speech is perceived based on the political 

ideology of the receiver (Abuín-Vences et al., 2022) and the limits of freedom of expression (Pavlides, 

2019). They also aim to define what hate speech is (Gelber, 2019) and report politicians and influencers as 

propagators of it (Gelgel et al., 2023). Other authors' research highlights the differences between cyber 

hate and hate speech in other media (Castaño-Pulgarín et al., 2021); and reinforces the importance of 

control and editorial policy in television broadcasts (Brown, 2017).  

Furthermore, the academic works that identify the elements of hate speech against specific groups are 

relevant to this research. Special attention is given to racist language and stereotype detection (Kroskrity, 

2021; Idevall, 2019). The studies that focus on the knowledge of the discourse against migrants (Arcila et 

al., 2022; Valdez-Apolo, 2019; Paasch-Colberg et al., 2021), women (Piñeiro-Otero & Martínez-Rolán, 

2021) and the LGTBIQ collective (Carratalá & Herrero-Jiménez, 2019; Heim, 2020) are also numerous.  

Related to the forms and strategies that define hate speech, other research works focus on detecting 

those linguistic elements that generate prejudices and hostility towards some social groups (Mullen & 

Leader, 2005; Amores et al., 2021; Istaiteh et al., 2020). Also, once the linguistic elements are defined, the 

researchers work on automated detection mainly on the Internet and social networks (Pervez Akhter et al., 

2021; Pariyani et al., 2021; Arcila et al., 2020). However, the main difficulty in hate speech research is not 

only the detection of offensive words but, as mentioned above, the acknowledgement of those elements 

that affect the viewer's perception of it. That is why it is essential to recognize and measure the tone of the 

speech and other metaphorical terms that can be hate speech (Neitsch et al., 2021). For that, most studies 

use content analysis as a research tool (Valdez-Apolo et al., 2019) to approach both the language and the 

rhetorical strategies used (Paz et al., 2020).  

Following the agenda-setting theories (Edelstein, 1993; McCombs et al., 2014), the study of hate 

speech on television is also relevant because of the notable influence of this and other mass media. 

According to their theory, mass media decide the topics that will become the object of the public interest 

and the significance assigned to each of them. Therefore, this is important for the validation of policies 

against hate speech since mass media help draw attention to a given topic considered newsworthy 

(Colombini et al., 2016).  
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For this study, the researchers consider that the perception of hate speech as a public interest problem 

depends fundamentally on the intensity of its media coverage (Spies, 2020). Mass media can transform or 

create a state of mind among viewers (Tewsbury & Scheufele, 2019) since by focusing on some aspects of 

the situation, others are left out (Goffman, 2006). Following the studies of Navarro and Olmo (2018), the 

researchers can say that the public visibility of a topic is not enough to endow it with value, but it is 

nevertheless essential since content that does not appear in the media does not exist for the audiences.  

Together with the analysis of the presence (or absence) of hate speech on television, it is, therefore, 

necessary to consider how it is contextualized and framed. Despite having evolved since its inception 

(Ardévol-Abreu et al., 2020; Lazarsfeld et al., 2021; Deuze & McQuail, 2020; Noelle-Neumann, 2013), 

the framing theory remains valid when applied the hate speech in media studies (Cacciatore et al., 2016; 

Tewsbury & Scheufele, 2019). Framing analyzes how media presents topics of public interest and their 

interpretation (Binderkrantz, 2017; Crow & Lawlor, 2016), making it relevant to the present study. Also, 

those frames are useful to address stereotypes about social groups, which helps in political and media 

speeches to speak about that groups (Sánchez-Junquera et al., 2021b). 

Based on those and other previous research on hate speech (Matamoros-Fernández & Farkas, 2021; 

Paz et al., 2020), the authors developed for this work an experimental methodology to measure the 

presence and relevance of offensive and abusive language on television. That experimental and 

quantitative method was complemented by qualitative content analysis, as detailed in the following 

sections. 

QUESTIONS 

In this context, the main goals of this research are twofold: first, to create and validate a research 

methodology that helps to detect hate speech on television; second, to identify if there is hate speech in the 

television broadcast by the five free-to-air Spanish channels throughout the year 2020. 

Based on this, the authors lead to the following research questions (Q): 

Q1. Can a clear and reliable research methodology be established to identify hate speech on 

television? 

And also: 

Q2. Is there hate speech spread on Spanish television? 

Q3. If there is hate speech, are there relevant differences between the public ownership television 

channel (La 1) and the others in the study? 

Finally, it would be interesting to know: 

Q4. Which are the groups or individuals that are the target of this hate speech? 

METHOD 

Measuring hate speech on television is not easy. The number of hours of audio-visual content and the 

diversity of language that can indicate attitudes of hatred towards a minority or a group can be broad and 

have lots of shading. Consequently, it is hard to define a stable corpus that facilitates the work of 

researchers and makes it necessary to create an appropriate research methodology. 
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For this research, the authors present an experimental methodology that helps to study the content 

broadcasted in the 24-hour programming of the five Spanish free-to-air television channels with the 

highest share over a year (Barlovento Comunicación, 2021): La1, La Sexta, Cuatro, Antena 3, and Tele 5. 

The researchers reviewed its profanity or hurtful vocabulary and measured the insults aired. Then they 

extracted and studied a sample through content analysis to detect if those insults were included, in any 

way, with expressions of hatred. For this work, the authors developed an experimental research technique, 

for which they have, thanks to a collaboration with the TV service provider company Cinfo S.L., subtitles 

of a total of 24h of the five TV channels that are the subject of the study. These subtitles are intended to 

integrate the population with hearing difficulties and are generated in an automated way in some channels 

and semi-automated in others (speech-to-text detection plus human review). This means that, for this 

study, the researchers analyzed 43,200 hours of broadcasted content and approximately 363,175,000 

words1 divided into text files with the subtitles of the TV channels. Therefore, they observed both 

nonfictional and fictional content, which is interesting to know about a complete framework for hate 

speech on TV.  

The complex and enormous volume of data generates a significant amount of work for the 

researchers. Thus, the first measure to detect hate speech is to check the growth in the television medium 

of those words that are insulting or offensive since they denote hurtful attitudes (Hayaty et al., 2020; Jay, 

2023) that can be indicative of expressions of hate. This detection system through improper words has 

been previously developed by researchers such as Lee and Cheng (2020) and used in deep learning tools, 

although with relatively low precision in the advanced phases. So, for this study, the researchers 

considered that content analysis is essential to confirm the presence of hate speech in offensive 

expressions. 

To create a rude vocabulary corpus and with the help of the NVivo software, the researchers detected 

all the words said on the five TV channels over 30 days. Although the year 2020 was different in media 

programming due to the COVID-19 pandemic, the month of June was randomly chosen to collect that 

vocabulary. The 8,000 most said words were listed, but the researchers reduced them to 5,000 by 

eliminating the derivatives (feminine, plural and verbal conjugations, as well as numbers). Then they 

choose those that could be offensive, violent or rude and evaluated their offence degree on a scale of 1 to 

5. Despite the prominent presence of nasty language, only insults and other hurtful words were chosen. 

For example, the word "shit" occupies position 362 that month (2,813 times), but despite its negative 

connotation, it is eliminated for not being a personal offence. Finally, the selected words for this study 

were: whore and fag (puta y puto) and their plurals; bastard (cabrón/a), bitch (perra) and their plurals; 

racist(s); idiot(s); fucktard(s) and silly(s) (imbécil-es). At this point, it is necessary to clarify that the word 

“puto” (fag) is used in Spanish as male-whore and also as the word “fucking” (for example, the sentence 

“drive the fucking car” could be in Spanish “conduce el puto coche”). 

The word "ass" (burro) was eliminated from the list, after verifying that the mentions of that month 

mostly refer to the animal (donkey), and "fat" and "fatty" were also eliminated because they were not used 

as insults. It happens the same with the words "cow" (vaca), "pig" (cerdo/a) and "dog" (perro). However, 

"bitch" (perra) is kept on the list because the feminine has a different and more offensive connotation than 

its masculine (dog/perro). That offensive use of the word was detected in some expressions said on 

television during the month of June.  

"Gay" was also eliminated from the list, since the researchers agree that in Spain it is not considered 

an aggressive or degrading word. "Niger/black" (Negro) also appears in position 736 of the most 

mentioned, but it is discarded for the study due to its double meaning in Spanish (Negro is used 

interchangeably for the color and the Black people) and because the authors considered that, if there is 

hate speech towards the black race, it will be accompanied by other insults that could be perceived during 
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the content analysis. Therefore, under the assumption that hate messages usually contain specific insulting 

vocabulary, the researchers choose the corpus of offensive words.  

Then, they validated the analysis methodology. To do this, they reviewed the entire television content 

of the five TV channels under study for one day, with the purpose to measure the agreement between the 

offensive words detected using the nVivo software and the units of analysis defined by the researchers 

manually. 

The day chosen was June 19 because it was one of the days with the highest number of insults. 

Therefore, the validation was done with 120 hours of broadcast content, which represented 922,370 

words. Previously, an intercoder test verified the reliability of the qualitative analysis method, with a 

Fleiss kappa value of 0.71, a reasonable figure due to the complex definition of hate speeches. 

The manual review of the television content allowed the identification of 19 units of analysis that had 

not been detected by searching simply insults. Their duration was 36 minutes and 45 seconds. Therefore, 

this time adds to the 2 hours 28 minutes 06 seconds detected by searching offensive words. Both reviews 

show that the coincidence degree between the two methods is 80.06%. Therefore, is quite high (Lee & 

Chen, 2020). So, in response to the question of whether it is possible to establish a methodology with clear 

reliability that serves to recognize hate speech on television (Q1) the authors can say that, far from being 

perfect, the proposed method allows identifying quite precisely expressions that are susceptible to be 

measured as hate speech. 

Thus, the researchers explored all the broadcasted content of the day of each month with the highest 

number of insults. They jointly evaluated, on a scale of 1 to 5 degree, if there was hate speech in all of 

those 12 days and also, if those hate messages provoked action against an individual or a group or if it was 

only a denigrating expression. Those that exceeded an average evaluation of 4 were considered 

constitutive of hate speech. They also identified if this was for reasons of sex, race, religion, gender, 

belonging to a minority, a political or cultural group or for social or economic causes. 

In short, the proposed research methodology combines quantitative techniques for data collection and 

qualitative analysis, which is essential for the measurement of hate speech. 

RESULTS 
To enable the analysis of the results below, they are divided into two subsections. The first is 

dedicated to the frequency and trends of insults aired on the five free-to-air television channels during 

2020. The second focuses on the analysis content of those items that could be considered hate speech. 

 
Overall frequency of abusive words on television  

In the first stage of this study, the researchers could draft the trend in the presence of insults aired on 

Spanish television broadcasts. Although the coronavirus pandemic was not a subject of analysis for this 

research, its outbreak and the announcement of confinement in Spain on March 13, 2020, caused relevant 

changes in the TV programming grids that affected the study. For that reason, there was a notable 

decrease in the number of insults broadcasted on television from March 2020 (Figure 1). 

This drop occurred among all broadcasters, although Cuatro showed a more stable trend on the insults 

aired. Most of the TV channels increased their news programs, specials and other live broadcasts in 

March, April, May and June 2020, which could justify this collapse, as the detected insults were said 

mostly in fictional or entertainment products, as discussed below. 

 

Figure 1. Total offensive words aired, by channel. 2020.  



7 

 

Source: Compiled by Authors. 

Cuatro was the television network of the study that used the highest number of offensive words 

throughout the year, with 24.22% of the total detected (Table 1), followed by La Sexta with 21.91%. It 

can be noticed that Tele 5 is the one that uses them the least (only 13.73% of the total identified in 2020). 

Table 1. Total insults, by channel. 2020.  

TV channel Total insults Percentage of the insults detected 

Antena 3 
6446 19,75% 

Cuatro 
7907 24,22% 

La 1 
6649 20,37% 

La Sexta 
7153 21,91% 

Tele 5 
4481 13,73% 

Total 32636 100% 

Source: Compiled by Authors. 

 

Of these results, the case of La 1 stands out, as it is the one with public ownership and therefore has a 

greater responsibility in the enforcement of social welfare policies (Túñez-López et al., 2020). For this 

reason, it could be expected that the use of language on La 1 is taken care of, avoiding as much as 

possible, offensive or hurtful vocabulary and the spread of hate speech. This study highlights that La 1 is 

not the channel with the least number of hurtful words, but it is in the middle of the ranking of TV 

broadcasters. This answers, in part, question Q3, since we cannot clearly say that La 1 stands out for the 

use of more careful language than its rivals in this study. 
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Frequency and categorization of the hate speech on public and private television 

Once the researchers reviewed the offensive words for all the year 2020, they made the content 

analysis of the day of each month with the highest number of insults. Thus, the researchers studied the 

following 12 days: January 28, February 2, March 21, April 19, May 31, June 19, July 25, August 9, 

September 19, October 17, November 22 and December 5. A total of 151 units of analysis in which there 

was some approach to hate speech were extracted. 

Of the 151 units, those that were not related to possible hate crimes were analyzed separately. A total 

of 78 units of content had negative connotations towards some group, ethnicity, or due to race, sex, gender 

and physical or religious causes. Therefore, were susceptible to constituting hate speech. In those analysis 

units, there could be one or more insults, so the total number of offensive words present in those 78 units 

of content was 209, out of the total of 2,121 insults detected in those 12 days. Hence, answering the 

question about the presence of hate speech on content television (Q2), the researchers can say that 9.8% of 

the insults analyzed on those 12 days could somehow induce hatred. The other offensive words located 

through the nVivo program referred to abusive terms with no further connotations, were insults to oneself 

("I feel stupid"), were not insults (for example, in the case of the word "bitch" it was used offensively only 

six times); or were used to emphasize an expression ("motherfucking / de puta madre"), ("it's a fucking 

mess / es un puto desastre, etc."). 

Once the authors identified the units of analysis with the potential of being hate messages, four 

researchers gave a value ranging from -1 to 1 to each one of them for defining if there was an offense or 

not. Of the 78 units of analysis, 15 were eliminated because the researchers could not reach an agreement. 

The total broadcast time of the 63 remaining units was 2h 22m 42", or 142 minutes and 42" out of 86,400 

examined (1,440 minutes x 12 days x 5 channels). Therefore, only 0.16% of the studied time was 

considered as offensive or violent speech, which averages to 0.03% of each channel's broadcasts. The 63 

units of analysis were categorized into five types of offences: racial and ethnic hate; religious causes; 

gender or sexual orientation; belonging to a social, political, or ideological group; and physical 

appearance. In addition, messages inciting any type of violent action were coded, as well as those that did 

not. It should be noticed that only 2 of the 63 were in entertainment programs, while the remaining 61 

belonged to fictional content. 

Table 2. Total insults, by channel. 2020.  
Note. The 15 units of analysis in which there was no consensus among the researchers are not included in this table. 

 Hate speeches Hate speeches urging 

violent actions (20) 

Hate speeches not 

urging violent actions 

(43) 

Racial and ethnic hate  14 12 

Religious causes hate 4 3 

Gender or sexual orientation hate 0 24 

Hate for belonging to a social, political, or 

ideological group 

0 4 

Physical appearance hate 2 0 

Source: Compiled by Authors. 

The research reveals that ethnic or racial groups were the ones that received the most hate speeches 

urging violence (Table 2). Of these, 14 were expressions such as "I'm going to kill you, stinking Arab" or 

"One day we're going to kill all the blacks and Jews. And then the world will be okay." All of these 

expressions were in fictional content. The rest of the hate speeches were due to behavior or sexual 

orientation. There are also 7 units of analysis with violent content for religious causes, all against Jews; 

and 2 for physical appearance reasons. Responding to question Q4, the groups that are the object of hate 

are Black people (8), Chinese (5), Russians (5), Arabs (4), Mexicans (3) and Somalis (1); Jews were 
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insulted for religious reasons (7); homosexuals (5) and women (19) for their sexual behavior; Twitter 

users (2), talk show speakers (1) and communists (1) for their belonging to a political or social group; and 

finally, fat people for their physical appearance (2).  

Although data are small to confirm a global trend, the presence of the units considered by the 

researchers as hatred inciters are slightly increasing as the importance of the coronavirus in television 

broadcasts decreases towards the end of 2020, as shown in figure 2. That highlights once again the 

relevance of the COVID-19 pandemic outbreak that caused the changes in the program scheduling of the 

TV channels. 

As can be seen in figure 2, when the population came out of confinement and the habitual agenda of 

the channels recovered, the trend to expose messages that incite hatred increased steadily. 

Figure 2. Trends of messages inciting hate. 2020.  

 

Source: Compiled by Authors. 

By channels, the authors can say that most of the expressions of hate are given on La 1 (24), followed 

by Cuatro (18), Antena 3 (10), La Sexta (9) and Tele 5 (2). 

In the content study, the researchers also detected 73 units of analysis with information on hate crimes 

and mentions of complaints or trials about situations that could be constitutive of crime. These units of 

analysis were given special review by the researchers, as they indicate that the broadcasters are sensitive 

to information related to hate speeches and because, in this case, it could be considered as a tool for 

fighting it. Of that information units, 30 were broadcasted on La Sexta, the channel that dedicated more 

time to talk about hate speech and hate crimes, followed by La 1 (13), Cuatro (11), Tele 5 (11) and Antena 

3 (8). Therefore, except for La Sexta and Tele 5, the channels broadcasted more offensive messages than 

information on hate crimes. These data can help to answer the Q3 question about the differences between 

public (La 1) and private ownership channels, because they indicate that La 1 is not the broadcaster that 

spends the most time combating hate speech.  
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The total duration of those 73 units of analysis was 4h00m39", so almost twice the time dedicated to 

expressions inciting hatred. It is to be noted, about the time of that information, that it is more complex to 

explain the forms, causes and consequences of a crime, even more something as complex as hate speech, 

than to broadcast an insult related with issues of race, ethnicity, religion or sex in fictional content. 

Therefore, it can also explain the long time dedicated to those units of information. 

Additionally, some paradoxes stand out. The public TV channel La 1 is the one that uses insults that 

could generate hatred the most, despite the assumed fact of its public service usefulness.  

Also, the review of the content broadcast on the same channel throughout one day indicates that 

unique situations can occur. For example, La Sexta on February 8 reported on "Chinophobia" due to the 

fear of COVID-19 transmission which was beginning to spread in cities like Madrid, and also on the same 

day broadcasted a film in which there were racist insults towards Chinese people. 

CONCLUSIONS 

From this research on the presence of hate speech on TV during 2020, the following conclusions 

highlights:  

First, the researchers can determine that hate speech on Spanish television is low. Insults and 

messages that may be offensive or hurtful hesitate and depend on the television programming grid. They 

are mainly on fictional content, which can be modified in exceptional circumstances, such as, for example, 

those derived from the COVID-19 pandemic. 

The researchers made content analysis of 3.2% of television programming for a year, and only 9.8% 

of the insulting messages detected were considered hate speech. And of these, only 25% were competent 

in inciting violent actions. However, those are specific expressions that are part of a broader discourse 

marked by stereotypes that are racist and offensive. Those stereotypes are functional and help to 

economize on fictional audiovisual language and to explain plots efficiently. But there is a problem if they 

are associated with negative issues that end up building a polarized and racist message (Sánchez-Junquera 

et al., 2021a; Mostert, 2019).  

 Moreover, the construction of stereotypes touches on several sensitive topics. The authors cannot 

consider that there is a hate crime in the messages sent from one fictional character to another. There is no 

crime, even though the insults can go against real individuals or groups: Moors, Chinese, Russians, 

homosexuals, Jews, etc. 

Also, those stereotypes can generate negative actions that lead to hatred because they are often 

associated with race, ethnicity, sex or gender issues. For example, Moors and Mexicans are frequently 

presented as drug dealers. The Chinese and Russians as human traffickers. In all of the analyzed cases, 

they were insulted by mentioning their races or origins. That is why, although there is no explicit hate 

speech, there is a construction in the collective imagination in which some races or ethnicities are 

supposed to be violent or criminal, and therefore, they are "demonized" by others. 

On television, those messages oppose information that analyzes hate speeches and crimes of hate, 

which indicates the importance that UTECA and the free-to-air televisions give to the goals set for 2030. 

This effort to avoid offensive expressions shows the two faces of hate on television and the attempt of 

public institutions to hold back a problem that could grow indiscriminately through the Internet and social 

networks. Television helps, in this sense, to act as a "firewall", constructing an educational attitude 

towards its audience. 
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Although, as mentioned at the beginning of this article, it is often perceived that there is hate speech in 

politics, sports, or sensationalist talk shows. Although offences of some kind may occur in these 

programs, the authors did not detect them with the research methodology proposed here. Also, it should be 

considered that sometimes the appreciation of verbal violence is subjective and may be due to physical or 

non-verbal vehemence (pitched voices, gesticulations or disagreement) that the viewer sometimes 

perceives less consciously than with the verbal language. 

Finally, the authors can say that despite the positive results of the methodology used for this study, 

there are ways to generate hatred without using offensive words (Miller, 2021). That is why the 

researchers understand that this method has its limitations. For example, it is hard to detect hate speech 

with low levels of offence (there must be at least an insult in the speech to be detected) and does not take 

into account other subtle aspects of language or the context of a particular expression. The error-index 

derived from the validation of the methodology, for example, is due in part to the lack of that context in 

language, and to the fact that a reduced corpus was used to facilitate the analysis work since only 7 insults 

(and their feminine and plural derivatives) were sought. Being the most used on television, the detection 

of expressions of hatred associated with them was high, but a more complete search of offensive words 

would help find more units of analysis susceptible to incite to hatred. 

Moreover, it is necessary to bear in mind the particularities of each language and culture, which affect 

the meaning or the implicit hate in some words and the perception of verbal and non-verbal violence. For 

example, the word "black" has been a problem in this research because of its double meaning in Spanish, 

as explained before. The researchers had to study the insults to Black people qualitatively, but the word 

"negro" (black, in Spanish) may have been used offensively on more occasions than the ones detected by 

the authors.  

In English, however, this double meaning does not exist since the word for the color black is different 

from the word used as an insult to Black people. Something similar occurs with the term "puta" (whore or 

fucking, in English) or with the perception of these words as an insult in Spanish culture. For this reason, 

it is important to consider the particularities of the language of each country, when studying and defining 

hate speech. 

Consequently, and despite the effectiveness of the experimental methodology presented here, the 

researchers consider that the detection of violent or hate speeches towards a particular social group can 

have many gradations that are difficult to detect using only verbal language or analyzing decontextualized 

phrases, which is a handicap to overcome for this and other future research on hate crimes in the media. 

FUTURE RESEARCH DIRECTIONS 

According to the study, the researchers have detected some possible improvements in the proposed 

method. In addition to the weaknesses already mentioned in the conclusions section, a more exhaustive 

test of the research process is necessary. The hate speech detection method must be tested in more 

research works along with different media to validate its application and correct other possible mistakes.  

As an extension of this work, it would be proper to compare the approach of the media coverage to 

such content during the year 2020 to that after January 2021, when fiction content increased on the 

television programming schedule. 

It would also be convenient to carry out a more exhaustive qualitative analysis since it is essential to 

measure the presence of hate speech in visual and sound elements that were not considered for this study.  
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Likewise, as other authors have done before, it could be interesting to define the effects between live 

television content in which hate speech is being broadcasted and the conversation generated around that 

issue on social networks at the same time.  
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