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ABSTRACT: During its traversal of the Web, crawler
systems have to deal with multiple challenges. Some of
them are related with detecting garbage content to avoid
wasting resources processing it. Soft-404 pages are a
type of garbage content generated when some web servers
do not use the appropriate HTTP response code for death
links making them to be incorrectly identified. Our analysis
of the Web has revealed that 7.35% of web servers send
a 200 HTTP code when a request for an unknown
document is received, instead of a 404 code, which
indicates that the document is not found. This paper
presents a system called Soft404Detector, based on web
content analysis to identify web pages that are Soft-404
pages. Our system uses a set of content-based heuristics
and combines them with a C4.5 classifier. For testing
purposes, we built a Soft-404 pages dataset. Our
experiments indicate that our system is very effective,
achieving a precision of 0.992 and a recall of 0.980 at
Soft-404 pages.
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1. Introduction

Currently, the WWW constitutes the biggest repository
of information ever built, and it is continuously growing.
According to the study presented by Gulli and Signorini
[17] in 2005, the Web consists of thousands of millions of
pages. Three years later, in 2008, according to Official
Blog of Google

1
, the Web contained 1trillion of unique

URLs. Due to its large size, search engines are essential
tools for users who want to access relevant information
for a specific query. The set of tasks performed by a search
engine is very complex. Therefore, there are many studies
that analyse the architecture of each of the main parts of
a search engine.

Baeza-Yates and Ribeiro-Neto discuss in [3] the
architecture of a search engine. In short these are its
main components:

- Crawling Process [30]: Responsible for downloading
pages from the Web automatically and storing them in a
repository.

- Indexing Process: Responsible for creating an index,
from the repository pages. This index allows performing
the user queries. The most used index structure is an
inverted index composed of all the distinct words of the
collection and, for each word, a list of the documents that
contain it.

- Retrieval & Ranking Processes: The first one retrieves

1
http://googleblog.blogspot.com.es/2008/07/we-knew-

web-was-big.html
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documents that satisfy a user query. Finally, the
documents are ranked and those most relevant for the
user are returned.

The different tasks of the search engines involve significant
challenges in the treatment of vast amounts of information.
Among these challenges, specific aspects can be
highlighted, such as the technologies used in web pages
to access to data, both in the server-side [34] or in the
client-side [8]; or problems associated with web content
as Web Spam [18] or repeated contents [26], etc. We
want to highlight the article by Cambazoglu and Baeza-
Yates [10], which presents these challenges through an
architectural classification, starting from a simple single-
node search system and moving towards a multi-site web
search architecture. In this study we will focus on improve
the crawling process to do it more efficiently.

There are several studies that try to improve the
performance of the crawler, for example, changing its
architecture by means of distributed systems [24] [1]
(explained in more detail in Section 2). However, there is
a complementary way to improve the efficiency of crawling
systems: by minimizing the use of resources [20].

That is, for instance, by reducing the garbage content
they have to process. This garbage consists of: a) Web
Spam [18] [15], b) incorrectly identified death links (Soft-
404 pages [5], parking pages); c) duplicate contents [26],
etc.

In this article we study a method to avoid part of the
garbage contents. More precisely, we focus on Soft-404
pages, the set of web pages that some web server returns
with a 200 HTTP code when a nonexistent resource is
requested. In Section 6 we will show that many of these
pages come from parking domains. These pages have no
content or are generated automatically, with many anchors
and advertisements, to obtain revenue. This causes a
crawling system to believe that the page exists and that
it must be processed and indexed, with the consequent
loss of resources.

So, protection mechanisms should be created for a) the
final users who wasting their time and perhaps their money
and b) the companies that provide search engines. The
latter are very much affected since they not only lose
prestige when Soft-404 pages are shown among their
results, but they are also wasting money and resources
in analysing and indexing these types of pages.

We propose a system, called Soft404 Detector, based on
web content analysis to identify web pages that are Soft-
404 pages. The idea is to include the proposed system
as a module of a crawling system. Thus, the crawler will
avoid storing, processing and indexing these types of
pages. In summary, our system contributes to detect part
of the “garbage” pages (Soft-404) presented on the Internet.

The structure of this article is as follows. Section 2 contains
comments on the importance of Soft-404 pages and the
existing detection methods. This section also analyses
studies about resource usage in critical environments,
such as crawling systems. Section 3 shows the presence
of Soft-404 pages on the Web and the need to propose
solutions for their detection. Section 4 includes a
discussion on the proposed heuristics, which characterize
Soft-404 pages, used later by the classification system.
Section 5 explains the method for Web Spam detection
that we created from the combination of different heuristics.
Section 6 analyses the results we obtained by applying
the distinct heuristic sets. We also compare the
effectiveness and performance of our system and the
systems proposed by Bar- Yossef et al. [5] and Lee et al.
[27]. Finally, Sections 7 and 8 present our conclusions
and possible future works, respectively.

2. Related Works

The Web cannot be defined and characterized in a simple
way. Numerous studies show its complexity [37]. Its
continuous growth, combined with mass access to the
data it contains, have caused many problems for search
engines, and at the same time, for crawling processes.
These problems are wasting resources and worsening the
system performance.

Some articles have tried to improve crawling efficiency by
enhancing their architecture. A study that tries to improve
the efficiency of the crawlers is [1], where Akamine et al.
propose an efficient architecture for a crawler and a search
engine. Another article which studies the efficiency of
crawling systems is that by Hafri and Djeraba [20]. In this
article the authors discuss the main problems of a crawler,
such as URL caching, detection of similar documents,
extraction and standardization of URLs, and so on. Finally,
an article by Kimball et al. [24] proposes to use
MapReduce (Hadoop) and GFS (Google File System), an
architecture for the execution of algorithms and data
storage, respectively.

A different way to improve the efficiency of crawling
systems is by preventing the waste of resources in the
treatment of Web Spam, Link Farms or Soft-404 pages.

Some important articles study Web Spam in general, like
the one by Henzinger et al. [22], who discuss the
importance of the phenomenon and the quality of the
results that search engines offer. Gyöngyi and Garcia-
Molina [18] propose a taxonomy of Web Spam, too. The
survey by Castillo and Davison [11] shows further reference
on this topic. However, most of them focus on some of
the main Web Spam types: Content Spam, Cloaking,
Redirection Spam and Link Spam. Content Spam is a
technique based on the modification of the content with
the purpose of simulating more relevance to search
engines. Fetterly et al. [15], highlight the importance of
analyzing the content and their properties in order to detect
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Web Spam. Fetterly et al. [16] also discuss the special
interest of the “cut- and-paste” content between Web
Pages in order to detect Web Spam. Hidalgo [23] and
Sahami et al. [36] propose similar techniques for Email
Spam detection, combining content analysis and
classifiers (e.g.: C4.5). Another relevant technique is
Cloaking, which is based on showing different copies of
each web page to the crawlers and the web browsers.
Gyöngyi and Garcia-Molina [18] explain some existing
techniques. Wu and Davison [38] propose a detection
method which is based on calculating the common words
between three copies of a web page. Link Spam has been
studied by Wu and Davison [39] and Gy¨ongyi and Garcia-
Molina [19], who presented some methods for detecting
link farms. Amitay et al. [2] also analyse the importance
of the properties of connectivity among pages in order to
identify them. On the other hand, studies like the one by
Zhang et al. [40], propose methods to prevent illegitimate
changes in the PageRank by means of link farms. Benczur
et al. [7] introduce the idea of TrustRank, which consists
in starting from a set of “clean” pages that have been
analysed previously, extracting links from them and adding
the targeted pages with the appropriate level of trust. The
technique called Redirection Spam consists in hiding
redirections to pages with a different content by means of
the use of scripting languages. This way, the normal
processing of a crawler will not detect the redirection and
it will obtain only the static content and the links, without
noticing that the user will never see this content. Studies
like the ones by Wu and Davison [38] and Chellapilla and
Maykov [12] contribute to the formal analysis about the
use of the aforementioned technique.

Among the works that mention the problem of Soft-404
pages is the popular book “Modern Information Retrieval”
of Baeza-Yates and Ribeiro-Neto [3], where the authors
discuss the problems of misusing the HTTP protocol. This
misuse leads, among other things, to the appearance of
Soft-404 pages. However, the authors do not study this
problem or present any solutions.

Other study that discusses briefly the problem of the Soft-
404 pages is the presented by Bar-Yossef et al. [6], where
the authors develop an algorithm to detect different URLs
with similar text. According its study the 7.5% of pages
with similar text are Soft-404 pages. However, the method
proposed by them is not focused in detecting Soft-404,
although a collateral effect is that can detect some Soft-
404 pages which contain similar text.

To the best of our knowledge, there are only three studies
that propose some kind of solution for detecting Soft-404
pages.

Meneses et al. present in [28] a method to detect Soft-
404 pages based on Naïve- Bayes classifier. However,
this work contains, in our opinion, several deficiencies.
The method is only based on two simple features, and
the authors do not explain the reasons because these
features work. Moreover, the dataset of Soft-404 pages

(5,017 pages), the test dataset (1,000 web pages) and
the training dataset (100 pages, 50 Soft-404 and 50
legitimate pages) are very small to trust in the results
shown. Finally, the study does not contain a comparison
between their method and the studies presented in the
state of the art. Due this reasons, we have decided not
include this method in our experiments.

Bar-Yossef et al. in [5], carried out a detailed analysis of
this type of web pages, and propose an algorithm to detect
them. This algorithm always sends two requests, one to
the desired page and other to a random page of the same
domain, to know the response of the web server when an
unknown resource is requested. This random page will
not exist in the domain, and so, the web server will send
a 404 code or a Soft-404 page. With the response of both
requests they compare the type and number of redirects,
and the content of both responses, and decide if it is a
normal page or a Soft-404 page.

The other study was conducted by Lee et al. [27], which
discusses some of the limitations of the system presented
in the article by Bar-Yossef et al. in [5], and proposes
three heuristics to try to detect Soft-404 pages. This study
tries to detect Soft-404 pages from a different point of
view. The authors analyse the log of a crawling system to
define three heuristics to carry out the detection. In
summary, the heuristics are: a) the number of redirections
of each host, b) the relation between the number of pages
on a host and the number of redirections from this host,
and c) the number of distinct target hosts reached by
redirections from this host.

The study presented by Bar-Yossef et al. in [5] and the
one by Lee et al. [27] contain several limitations and
disadvantages, which will be discussed in sections 6.3
and 6.5. In this work, we propose a new detection method
for Soft-404 pages, which is based on a set of content-
based heuristics, that improves the systems proposed
by Bar-Yossef et al. in [5] and by Lee et al. in [27].

Our system, on the one hand, improves efficiency because
it is able to detect parking pages and various types of
Soft-404 pages, such as root web pages, that would not
be detected with the comparisons (content and redirects)
proposed by Bar-Yossef et al. On the other hand, the
proposed system reduces to half the HTTP requests
performed using the method proposed by Bar-Yossef et
al. At last, the computacional complexity of our algorithm
is less than the algorithm of Bar-Yossef et al. To
demonstrate this, we will discuss the efficiency and
performance of our system and the comparison of its
results with the obtained by the systems proposed by
Bar-Yossef et al. in [5] and Lee et al. [27] (sections 6.3
and 6.5).

3. How many Soft-404 Pages?

Before analyzing the proposed heuristics, we will
demonstrate the importance of Soft-404 pages on the Web
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and the validity of the proposed system. To the best of
our knowledge, there is no public dataset of Soft-404 pages.
Therefore, we designed a system that generates requests
on random pages, which will not exist in their domains,
expecting the server to respond with a 404 HTTP code.
For the cases where the web server returned a 200 HTTP
code, we have a Soft-404 page. For this process we started
with a set of 680,000 .es domains, obtained from “Red.es”

2
.

After it, we check if the DNS responds to the domain and

2
http://www.red.es

3
http://dbpubs.stanford.edu:8091/˜testbed/doc2/

WebBase/
4
http://diglib.stanford.edu:8091/

if the corresponding IP has a web server. Then, we generate
a request of a random web page with 30 alphanumeric
characters, so we ensure that the probability of the same
web page existing, in this web site, is extremely small.
Since the web servers may have different behavior in
generating Soft-404 pages for different directories, we have
selected a directory of each domain and we have appended
the corresponding random string to it. The results are
shown in Figure 1.

Figure 1. Number of Soft-404 pages and errors in DNS or in the web server

Analyzing the results, we observe that 89.10% have re-
sponded to the DNS requests and from that set, 22.72%
had not a web server or returned some kind of error. From
the set of pages that could access (77.28%), 7.35% re-
sponded with a Soft-404 when we made a request for an
unknown page. This percentage of Soft-404 pages, 7.35%,
is very similar to the 7.5% obtained by Bar-Yossef et al.
in [6], which verifies the approach used and the results
obtained. This demonstrates that Soft-404 pages
constitute a significant problem on the Web and so,
techniques for detecting them must be proposed.

To test our system, we developed two datasets. The first
one, named Dataset #1, uses 52,000 Soft-404 pages
extracted from the .es domain. In order to complete the
dataset with no Soft-404 pages, we have selected random
pages, of different subdomains of the .es domain. The
second dataset was generated based on the 52,000 Soft-
404 pages and a global set of pages obtained from the
“Stanford WebBase Project”

 3
, which is part of “The

Stanford Digital Libraries Technologies Project”
 4
. We want

to remark that we have not only used root pages of web
sites, because this will obviously lead to biased results.

From these two datasets, we built four subsets, one that
follows the distribution of Soft-404 links discussed in [5],
i.e., 25% of the total, and another subset, which assumes
50% of Soft-404 pages. In short, these are the datasets
used:

- Dataset #1-A: .es pages with 25% of Soft-404 pages
(50,000 normal pages and 15,625 Soft-404).

- Dataset #1-B: .es pages with 50.00% of Soft-404 pages
(50,000 normal pages and 50,000 Soft-404).

- Dataset #2-A: Global pages with 25% of Soft-404 pages
(50,000 normal pages and 15,625 Soft-404).

- Dataset #2-B: Global pages with 50.00% of Soft-404
pages (50,000 normal pages and 50,000 Soft-404).

With the B datasets, we want to demonstrate that the
system does not depend on the number of the Soft-404
pages, i.e., on the probability of a Soft-404 page can
appear. The datasets #1 and #2 demonstrate that the
heuristics do not depend on the language or the typical
features of each country and, therefore, can be used on
the Global Web.

Finally, we want to do two final notes about the datasets:

- We are aware that in studies applying machine learning
techniques it is important that the dataset used does not
contain near-duplicates. To avoid this, we have checked
manually a 10% of each of the created datasets, and we
have detected that only the 2% of the web pages are
near-duplicates. Extrapolating this result, only 2% of the
datasets are near-duplicates. In our opinion, this is a good
result and it indicates that the results are reliable.

Moreover, to do that the probability of near-duplicates in
the training set be less, and therefore, it will not provoke
an unreasonably accuracy, we have used several sizes of
training set, 50%, 25%, 15%, 10%, 5% (see Section 6).
In a training set of 5% of the web pages is very unlikely
that exists several near- duplicates documents.

- Other important issue is that due the usage of Soft-404
pages of the .es domain the results could be biased. To
avoid these, we have mixed this dataset with webpages
of a global set of pages obtained from the “Stanford
WebBase Project”. The studies about Spanish Web (.es)
[4] [35] do not indicate that the Spanish Web contains
more or less Spam or Soft-404 pages than the .com
domain or the Global Web. Moreover, in the study
presented by Ntoulas et al. [29], the authors demonstrated

DNS error 10.90%

22.72%

77.28%
Soft 404 pages

Normal pages 92.65%

7.35%No Web Server/Server error

Page accessed
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(a)

(b)

Figure 2. Probability of Soft-404 relative to ratio of bytes of content and total
bytes (a), and probability of Soft-404 relative to number of words in title

that the .com domain contains less Spam than .us domain
and similar than .de and .net domains. This study also
indicates that the web pages written in French or German

(languages of the EU) contains more Spam than pages
written in English, language usually used in the .com
domain.
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(a)

(b)
Figure 3. Probability of Soft-404 relative to number of specific Soft-404 phrases

(a), and probability of Soft-404 relative to number of description words (b)

- Finally, the study presented by Bar-Yossef et al. [6]
indicates that, in its dataset (mainly .com domains), the
7.5% of the web pages were Soft-404, a value very similar

to the detected in the .es domain. For these reasons, we
think that it is demonstrated that the proposed method
can be used in a dataset containing web pages of the
Global Web.
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(a)

(b)

Figure 4. Probability of Soft-404 relative to number of images (a),
and probability of Soft-404 relative to average length words (b)

4. Heuristics to Detect Soft-404 Pages

After having explained the importance of the Soft-404
pages in the Web, we will discuss a set of heuristics that

aim to characterize and detect this type of pages. To justify
their efficacy, we tested each heuristic on the dataset #1-
A. In each figure, we show values on horizontal axis and
on left and rigth vertical axis. The horizontal axis depicts
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a set of value ranges for each heuristic. The left scale of
the vertical axis applies to the bar graph, and depicts the
percentage of pages in our dataset that fell into a particular
range. The right scale of the vertical axis applies to the
line graph, and depicts the percentage of sampled pages
in each range that were judged to be Soft-404 pages.
Finally, to improve the presentation of the data, we used
a log10 progression on the left scale of the vertical axis
that indicates this ratio, but showing the percentage
instead of the absolute value.

- Ratio of content bytes and total bytes: This heuristic
focuses on the fact that Soft-404 pages have little useful
content. To demonstrate this, we propose to analyze the
relationship between bytes of useful content and the total
bytes of the page. We can see in Figure 2a that with
ratios lower than 0.30 the probability grows progressively
reaching points with 60%, 80% and 100%.

- Number of words in the title: Analyzing the set of
Soft-404 pages, we observed that many pages have no
title or its title is shorter than that in normal pages. In
Figure 2b we observe that in pages with less than 10
words in the title, the probability of being a Soft-404 page
is 40%, and with values less than 5 the probability of
being Soft-404 page rises to 60%.

- Specific phrases/words: We have observed that it is
usual for Soft-404 pages to contain common terms and
phrases. After analysing our dataset, we created a list of
30 terms, which contains words like “urgent”, “removed”,
“error” and “404”, among others. This subset was removed
from the dataset for not biasing the experimental results.
In Figure 3a we observe the results obtained by means of
the list described above. We can see that, from 5 or more
typical Soft-404 words on, the probability of Soft-404
pages is progressively increasing between 30% and 100%.

- Number of “description words”: As shown in the pre-
vious heuristic, Soft-404 pages are pages with little con-
tent and poor quality. So, we analyze the number of words
in the attribute description of the HTML “meta” tag. Soft-
404 pages tend to contain fewer words in that attribute
than normal pages. Analyzing the results shown in Fig-
ure 3b, we can say that this heuristic works correctly.
With values less than 10 the probability of being Spam
rises to 75%, and for higher values the probability de-
creases, in general, to values between 20% and 10%.

- Number of images: Starting from the fact that the
content of many Soft-404 pages is dynamically generated
or not thoroughly detailed, we observed that Soft-404
pages have no images or the number of images is smaller
than in normal pages. These results are presented in
Figure 4a, showing that in pages with less than 50 images
the probability of being Soft-404 page rises to 60%.
Although the results for Soft-404 pages are not as
conclusive, it is useful to determine whether the page is a
normal page, since with values higher than 50 the
probability of being Soft-404 is 0%.

- Word length: We observed that Soft-404 pages contain
words that are shorter than those in normal pages. This
is because they do not contain elaborate or complex
sentences. In Figure 4b, for values between 1.5 and 3,
and between 3 and 6.5, the probability of being Soft-404
rises to 90% or 100%, respectively. For values bigger than
6.5, the probability of being Spam is around 20%.

- Number of “keywords”: Following with the idea of the
“description words” heuristic, we also studied the contents
of the attribute “keyword” in the HTML “meta” tag of Soft-
404 pages. The results in Figure 5a show that with less
than 10 “keywords” per page, the probability of being Soft-
404 rises to 60%. For values between 30 and 45, and
bigger than 55, the probability of being Soft- 404 peaks
90%, perhaps due to parking pages trying to do “keyword
stuffing” to get more traffic, and to sell the domain or
make a profit through advertising.

- Size of the web page: We observed that many Soft-
404 pages tend to be smaller in size than the average
normal pages. Figure 5b points out that with values less
than 50,000 bytes the probability of being Soft-404 rises
to 60%.

5. Method for Soft-404 Page Detection

In this section we describe the proposed method for Soft-
404 page detection. It is based on the analysis of the web
page content, where we apply the different heuristics
described in the previous Section. So, we characterize a
page, and then we decide if it is Soft-404 or not.

For the appropriate combination of the heuristics, we tried
different classification techniques (decision trees,
techniques based on rules, neuronal networks, etc.). We
conclude that the best results are achieved when we use
decision trees. More specifically, we chose the C4.5
algorithm [32] [31] [33].

To improve the results we assessed two techniques,
“bagging” [32] and “boosting” [32]. These techniques
create a set of N classifiers, combine those that obtained
the best results and build a composite classifier. In general,
“bagging” creates N subsets of n random elements with
replacement. Thus, N classifiers are obtained. Each web
page that wants to be classified has to be evaluated by
each one of the N classifiers. The class in which the web
page will be added (Soft- 404 or normal) depends on the
votes of most of the N classifiers. The “boosting” technique
works in a similar way. Each item has an associated
weight. This weight reflects the probability of occurrence
in the set. N classifiers are generated in N iterations, but
for each misclassified item its weight is increased. Once
again, the final decision of marking it as Soft-404 or not
will be brought by a majority of results of the N classifiers.

Figure 6 shows a portion of the decision tree generated to
classify a page as Soft-404. Each node uses one of the
heuristics presented in Section 4 and, according to different
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(a)

(b)

Figure 5. Probability of Soft-404 relative to number of keywords (a), and
probability of Soft-404 relative to total size of a web page (in bytes) (b)

thresholds, decides or delegates to another node to refine
the classification.

6. Experimental  Results

In this Section, we discuss all the issues we found for

both the execution and the assessment stages, and we
show and analyze the results obtained with each dataset.
We also compare the effectiveness of our system and
the systems proposed by Bar-Yossef et al. [5] and Lee
et al. [27]. Finally, we analyse the performance of the
proposed heuristics, and compare the performance of our
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system and the system proposed by Bar-Yossef et al. in
[5].

6.1 Experimental Setup
We developed a tool to run and store the results of each
of the proposed heuristics for each web page of the
datasets presented in Section 3, as well as the processing
time for each of the heuristics.

In order to choose the most appropriate algorithm for our
heuristics, we used WEKA [21], a tool for automatic
learning and data mining, which includes different types
of classifiers and different algorithms for each classifier.
Once the heuristics were chosen, our experiment was
executed and we obtained different results for several
classification algorithms. After analysing the
aforementioned results we chose the C4.5 classification
algorithm as the best one.

For the evaluation of the classifier we used the cross
validation technique [25], that consists in building k data
subsets. In each iteration a new model is built and
assessed, using one of the sets as test set and the rest
as training set. We used 10 as the value for k (ten-fold
cross validation).

On the other hand, we have performed several experiments
using the datasets #1 and #2, but using different training
sets, to demonstrate that the obtained results do not
depend on the number of web pages used in the training
set. We have carried out experiments using 50%, 25%,
15%, 10%, and 5% of the dataset as training set.

In summary, to obtain the results on the datasets, we
have combined: a) different sizes of datasets, b) web pages
on the global and Spanish Web, c) web pages of different
countries, d) different techniques to obtain results, and e)
different sizes of the training set.

Figure 6. A portion of decision tree

                 Soft-404           Normal page

   Precision     Recall    Precision    Recall

   Dataset #1-A

C4.5                         0.806         0.947        0.983        0.932

C4.5 - Bagging   0.813          0.937        0.981         0.936

C4.5 - Boosting      0.807         0.947       0.983        0.937

Dataset #1-B

C4.5                   0.922     0.980  0.979      0.918

C4.5 - Bagging         0.927         0.980       0.980          0.924

C4.5 - Boosting       0.928        0.983       0.983        0.952

Table 1. Results for dataset #1

                 Soft-404           Normal page

   Precision     Recall    Precision    Recall

   Dataset #1-A

C4.5                         0.980         0.960        0.979        0.918

C4.5 - Bagging  0.986          0.963         0.996         0.999

C4.5 - Boosting      0.994         0.973       0.997        0.997

Dataset #1-B

C4.5                   0.992     0.987  0.987      0.992

C4.5 - Bagging        0.996        0.987      0.987         0.996

C4.5 - Boosting        0.992         0.98          0.979          0.998

Table 2. Results for dataset #2

6.2 Effectiveness of the System
In this Section we show and discuss the results obtained
in each dataset presented in Section 3. Tables 1 and 2
show the results on dataset #1 and #2, respectively. We
also compare the results obtained by the system using
several amounts of web pages to train the classifier.

Ratio bytes of content
and total bytes

Description words

SOFT 404 NORMAL

SOFT 404

Keywords

Specific phrases

> 0.30

> 17.517.5
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≤ 10

≤ 5 > 5
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Soft-404 Normal page

Training % Dataset         Precision      Recall         Precision    Recall

50%                #1-A           C4.5 - Bagging           0.821  0.913  0.973     0.941

         C4.5 - Boosting          0.815           0.922              0.973       0.937

        #1-B           C4.5 - Bagging            0.926           0.978              0.977           0.924

         C4.5 - Boosting          0.924           0.980              0.980       0.921

        #2-A          C4.5 - Bagging           0.978     0.958        0.996           0.998

           C4.5 - Boosting        0.989            0.970             0.997       0.999

        #2-B          C4.5 - Bagging           0.994            0.984             0.984       0.994

         C4.5 - Boosting          0.995           0.988  0.988     0.995

Table 3. Results of the system using 50% of each dataset to train the classifier

Soft-404 Normal page

Training % Dataset         Precision      Recall         Precision    Recall

50%                #1-A           C4.5 - Bagging           0.825  0.900  0.969     0.941

         C4.5 - Boosting          0.805           0.937              0.980       0.933

        #1-B           C4.5 - Bagging            0.926           0.971              0.970           0.924

         C4.5 - Boosting          0.924           0.974              0.973       0.921

        #2-A          C4.5 - Bagging           0.971     0.950        0.995           0.997

           C4.5 - Boosting        0.990            0.948             0.995       0.999

        #2-B          C4.5 - Bagging           0.993            0.980             0.980       0.993

         C4.5 - Boosting          0.993           0.985  0.985     0.993

Table 4. Results of the system using 25% of each dataset to train the classifier

Looking at the results of dataset #1-A (Table 1), we can
see that the best recall, 0.947, is achieved by applying
the C4.5 algorithm and Boosting. However, the best
precision, 0.813, is achieved by applying Bagging,
although this value is smaller than other values we will
show in the next datasets. In the case of dataset #1-B
(Table 1) the results show an improvement, since the
classifier has been trained with more Soft-404 pages than
in the previous case. In this dataset we obtained a
precision of 0.928 and 0.983 on Soft-404 pages and normal
pages, respectively, and a recall of 0.983 and 0.952 on
Soft-404 pages and normal pages. These results are
obtained by means of C4.5 algorithm and Boosting. We
can see the results are very good both in dataset A as in
B. This shows that the heuristics are correct for detecting
Soft-404 pages.

Table 2 shows the results for dataset #2. In the dataset
#2-A, the recall rises to 0.973, a value higher than that
obtained in the dataset #1-A. Once again, the results of
both datasets (#2-A and #2-b) are very similar, which
reaffirms the idea that the heuristics are correct and do
not depend on the number of Soft-404 pages in the set.

The precision obtained in dataset 1 is a bit lower, because
the normal pages (not Soft-404) contain a number of home

pages higher than in dataset 2. The home pages are more
difficult to characterize because usually they are more
similar among them, that is, they share similar results of
the proposed heuristics, which does not occurs in the
common web pages. Therefore, the system needs to train
with more web pages. For that, the dataset 2 has obtained
better precision.

In short, we can see that the best results are obtained in
the dataset #2, achieved by applying C4.5 and Boosting.

Analyzing the results of Tables 1 and 2 we can see that
there is a small set of Soft-404 pages that is not detected.
We have analysed these web pages, and we have
concluded that this fact occurs because a web server
does not send a typical Soft-404 page, but sends the
content of the root page of the web site. However, this
would not be a problem for crawlers, since its similarity
detection module will alert of a similar content between
this type of Soft-404 pages and the corresponding root
page of the web site. After that, the crawler will remove
this repeated content.

In both datasets we see that the results do not improve
by increasing the amount of web pages of the dataset.
Therefore, the proposed heuristics characterize correctly
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Soft-404 Normal page

Training % Dataset         Precision      Recall         Precision    Recall

50%                #1-A           C4.5 - Bagging           0.817  0.896  0.968     0.940

         C4.5 - Boosting          0.813           0.897              0.968       0.939

        #1-B           C4.5 - Bagging            0.925           0.965              0.964           0.924

         C4.5 - Boosting          0.921           0.967              0.965       0.919

        #2-A          C4.5 - Bagging           0.965     0.954        0.995           0.997

           C4.5 - Boosting        0.980            0.955             0.995       0.998

        #2-B          C4.5 - Bagging           0.989            0.970             0.970       0.989

         C4.5 - Boosting          0.991           0.980  0.980     0.993

Table 5. Results of the system using 15% of each dataset to train the classifier

Soft-404 Normal page

Training % Dataset         Precision      Recall         Precision    Recall

50%                #1-A           C4.5 - Bagging           0.815  0.886  0.965     0.940

         C4.5 - Boosting          0.813           0.873              0.961       0.940

        #1-B           C4.5 - Bagging            0.926           0.959              0.958           0.925

         C4.5 - Boosting          0.919           0.962              0.961       0.917

        #2-A          C4.5 - Bagging           0.954     0.921        0.992           0.996

           C4.5 - Boosting        0.969            0.935             0.993       0.997

        #2-B          C4.5 - Bagging           0.989            0.970             0.970       0.989

         C4.5 - Boosting          0.991            0.978  0.978     0.991

Table 6. Results of the system using 10% of each dataset to train the classifier

Soft-404 Normal page

Training % Dataset         Precision      Recall         Precision    Recall

50%                #1-A           C4.5 - Bagging           0.830  0.836  0.951     0.949

         C4.5 - Boosting          0.805           0.902              0.970       0.935

        #1-B           C4.5 - Bagging            0.918           0.948              0.947           0.917

         C4.5 - Boosting          0.912           0.956              0.954       0.909

        #2-A          C4.5 - Bagging           0.878     0.896        0.989           0.987

           C4.5 - Boosting        0.927            0.895             0.989       0.984

        #2-B          C4.5 - Bagging           0.985            0.966             0.966       0.985

         C4.5 - Boosting          0.988            0.971  0.971     0.988

Table 7. Results of the system using 5% of each dataset to train the classifier

Soft-404 pages without depending of the number of web
pages in the training set.

In order to test the correct characterization of the pro-
posed heuristics and to not depend on the number of web
pages in the training set, we performed several experi-
ments using the datasets described above (#1 and #2),
but using different training sets sizes. Concretely, we
conducted experiments using 50% of the dataset as train

ing set, and subsequently we have reduced the training
set to 25%, 15%, 10%, and 5%. The results are shown in
tables 3, 4, 5, 6 and 7, respectively.

Analyzing the results, we can say that they are very simi-
lar to the results discussed above (Table 1 and 2). To
compare the results we will show the results obtained
using C4.5, Bagging and Boosting. The system using 50%
of each dataset to train the classifier obtains a precision
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                    Soft-404              Normal page

    Precision      Recall      Precision     Recall

Dataset #2-A

Bar-Yossef et al.       0.787          0.945            0.914        0.768

Soft404Detector    0.994          0.973          0.997      0.997

Dataset #2-B

Bar-Yossef et al.       0.797       0.935           0.920        0.757

Soft404Detector       0.992          0.980         0.979       0.998

Table 8. Results of Bar-Yossef et al.
and Soft404 Detector on dataset #2

6.3 Comparison with the Effectiveness of other
Systems
In this section we compare the effectiveness of our system
with the systems proposed by Bar-Yossef et al. [5] and
Lee et al. [27], respectively.

The comparison between our system and the system
proposed by Bar-Yossef et al. [5], has been carried out
from a theoretical and empirical point of view. The
experiments have been performed on the dataset #2,
because it contains web pages of the global web and
therefore it is more similar to the dataset used by Bar-
Yossef et al. [5].

For the theoretical comparison, we define an upper bound
of the types of Soft- 404 pages that each system can
identify. Bar-Yossef et al. state in their article that they do
not detect many cases of Soft-404 pages: a) a root pages
of the web server can never be a Soft-404 page, and b)
parking pages. We randomly selected a subset of 20% of
the set of Soft-404 pages, and we identified those pages
that are parking pages. We found that 47.2% of the Soft-
404 pages are parking pages. Therefore, in the best case,
the system proposed by Bar-Yossef et al., will be able to
detect only 52.8% of the Soft-404 pages. Instead, our
system detects more than 98% of Spft-404 pages in all
the datasets analyzed.

For the empirical comparison, we have developed the
algorithm explained by Bar-Yossef et al. This developing
has been made following exactly the pseudocode included
in the article [5]. Thus, the obtained results should be the
same ones. Table 8 shows the results obtained by their

algorithm and the results obtained by our system.

Focusing on results obtained for Soft-404 pages, we can
see that in the dataset #2-A, the system of Bar-Yossef et
al. has achieved a precision and a recall of 0.787 and
0.945, while our system has achieved 0.994 and 0.973,
respectively. On the dataset #2-B, our system has obtained
a precision of 0.992 and a recall of 0.980, and the system
proposed by Bar-Yossef et al. has obtained a precision of
0.797 and a recall of 0.935. In short, our system improves
the recall obtained by Bar-Yossef et al. to detect Soft-404
approximately in a 5% and the precision approximately a
25%. In the case of the Normal pages (no-soft-404 pages),
our system improves the precision and the recall
approximately in a 6% and in a 32%, respectively.

Remark that the results obtained by Bar-Yossef et al. are
against web server that responds with 404 HTTP code
when receives requests to unknown documents, its
precision and recall would be 1. This is because the
algorithm proposed by the Bar-Yossef et al. sends a
request to a random web page in order to detect whether
the corresponding web server sends Hard-404. Whether
the web server sends a Hard-404, this web page is
considered as no-Soft-404, that is, a normal web page.

In our opinion, it is unnecessary and inefficient because:
a) as we will discuss in sections 6.4 and 6.5, to make
HTTP requests to detect Soft-404 pages is inefficient and
causes a great loss of resources and time and b) the
precision and recall obtained would be 1, and our system
achieves results very close to 1 (precision 0.994 and recall
0.997), without having to make HTTP requests.

Analyzing the algorithm proposed by Bar-Yossef et al.
and obtained results, we concluded that their system
misclassified many web pages. The weaknesses of their
algorithm have been identified in several points:

- Their system does not work in web servers that send
Soft-404 pages without making any redirections. Their
algorithm does not receive a 404 HTTP code, nor any
redirection, since the web server has sent a 200 HTTP
code, but with other content.

- There are a lot of cases where the number of redirections
and/or the set of URLs are different between the original
web page and the random web page requested to the web
server. Concretely, the 6.5% of the Soft-404 pages were
misclassified due to this fact.

- Finally, another important weakness is that the detection
is based on the comparison of the web content. To
compare the content of the web pages is computationally
expensive and unreliable. The authors consider a page is
Soft-404 whether the original page and the random page

of 0.989 and a recall of 0.970. In the case where the sys-
tem uses a 5% of each dataset to train the classifier, the
system achieves a precision of 0.927 and a recall of 0.895.
The difference is not significant, concretely, the precision
decreases a 0.062 and the recall a 0.075 We can see
that the system maintains very good results independently
of the amount of pages used to train the classifier.



86                       Journal of Digital Information Management   Volume 12    Number  2     April  2014

have “almost-identical content”. The problem arises in
interpreting the numerical value of the word “almost”. We
have considered that two web pages are “almost-identical”,
when the 80% of their contents are equals. This weakness
does the 93.5% of the Soft- 404 pages were misclassified.

For comparison of the content, we were strict, because
in other case (allowing that the system can fail in the
comparison process of the contents) the system of Bar-
Yossef et al. would fail in a important part of their algorithm
and therefore, it would not detect a lot of Soft-404 pages.
The first step to comparison process is to extract the
useful content of each page (remove HTML tags, scripts,
images, etc.). The process of extraction of the useful
content of the web pages is very complicated. For this,
we have followed the approach developed by Donghua et
al. in [14]. This study is based on that the location of the
main content is very centralized and has a good
hierarchical structure. The authors found that the threshold
values of the node containing content are obviously different
from that of other nodes in the same level. With these
values, they have proposed an algorithm that judges the
content by several parameters in the nodes (Link Text
Density, Link Amount, Link Amount Density and Node
Text Length).

               Soft-404

  Precision        Recall

Dataset #2-A

Lee                        X           0.695

Soft404Detector      0.994           0.973

Table 9. Results of Lee et al. system
and Soft404 Detector on dataset #2-A

To compare our results with the ones obtained by Lee et
al. [27], we would have to develop their algorithm and test
the two systems on our datasets or on their dataset.
However, there are three problems for doing it: a) the paper
of Lee et al. [27] does not contain a pseudocode of their
proposed algorithm and neither enough information for
doing this, therefore, the comparison between both
algorithms would be incorrect, b) the system of Lee et al.
follows a perspective completely different from ours
(performs a complete crawling on the analysed host and
on their related hosts), so we could not validate our system
on their dataset, nor their system on our dataset, and c)
the dataset analyzed in their article cannot be obtained
because it is not public. Because of these problems, we
have compared both systems by analyzing the
disadvantages existing in the system of Lee et al., and
comparing the results shown in his article with those
obtained by our system. The disadvantages of the system
of Lee et al. are the following:

- The detection is not done in real time, which means that
all these pages will be processed and subsequently the

system will detect them. This is because, to decide
whether a page is Soft-404, the system must perform a
previous crawling of the host of this page and the hosts
reached by redirections from this host. It provokes a loss
of resources of the crawler system and of the search
engine, since will process, index and follow links of web
pages, that subsequently, the system will detect them
as Soft-404.

- It is based on 3 simple heuristics that can fail too many
times, and it does not apply knowledge previously learned.
For example, a page with a lot of redirects, or a host with
many web pages and a little number of target URLs
redirected from URLs in this host. As occurs in the system
proposed by Bar-Yossef et al., the system needs HTTP
redirects, otherwise it does not detect that a page is Soft-
404.

Unlike the Lee et al. system, our system:

- Detects Soft-404 pages in real time and it is not
necessary to carry out a crawling and an analysis of
related hosts. So, It prevents loss of resources of the
crawling system and search engine, preventing the
processing, indexing of web pages that should not be
indexed.

- It is based on previously learned knowledge and a set of
tested heuristics. Also, it is not based on the type of
redirects performed by the web pages, so our system will
detect Soft-404 independently of the type of redirections.

Table 9 shows the results obtained by Lee et al. in their
article [27]. To compare their results with our results, we
use the dataset #2-A, since it contains web pages of the
global Web, like contains the one used by Lee et al. The
system of Lee achieves a recall of 0.695 detecting Soft-
404 pages. Analysing the results obtained by
Soft404Detector, we see that achieves a recall of 0.973
and a precision of 0.994. That is an improvement of 40%
in the recall of Soft-404 page. The information about the
precision is not provided in the article, but the authors
analyse the precision of their system to detect a set of
soft errors (5xx, 403, Spam, etc.). They achieve a precision
of 0.866. Whether we compare the precision of our
system, 0.994, with their results, 0.866, we achieve an
improvement of 14.78%.

6.4 Performance of the Heuristics
To verify the computational cost of the proposed heuristics,
we analyzed the execution time of each one of them. In
addition, we compared the performance of our system
with that of the one proposed by Bar-Yossef et al. in [5].
First, we performed a quantitative analysis of the
performance of our system. To do this, we executed our
heuristics, and the detection system, on the dataset #2.

Figure 7 shows a box and whisker plot with the results of
the average execution time per page for each discussed
heuristics in Section 4.
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Analyzing the results, we note that the execution time of
the heuristics “Title words”, “Total images” and “Description
words” are very similar, since the logic of each heuristic
and the executed code is very similar. Concretely, these
heuristics have a maximum run time of approximately 2
milliseconds and a median next to 1 millisecond. The
heuristic “Average length words” has obtained an
execution time higher than the previous one, due to its
computational complexity is greater. The “Average length
words” has a maximum approximately of 3 milliseconds
with a median of 2 milliseconds. In the case of “Specific
phrases” and “Ratio content/HTML” the execution times
obtained are higher.

This is due to that the computational cost, of searching
for specific words in the content, and separating the useful
content of the HTML code to get the relation between
them, is higher than the other heuristics. On one hand,
the heuristic “Specific phrases” is executed in the worst
case in 5 milliseconds and has a median close to 3
milliseconds.

On the other hand, the system uses approximately 6
milliseconds in the execution of the heuristic “Ratio

Figure 7. Execution times of the heuristics in dataset #2

content/HTML” with a median of about 3 milliseconds.
Finally, the fastest heuristic is “Total bytes”, which achieve
a maximum of 1 millisecond and a median of about 0.5
milliseconds.

The results show that there is a distance between the
median and maximum. In our opinion this is due to: a) the
execution time depends on the size of the analysed page
and b) the complexity of the HTML code.

6.5 Comparison with the Performance of other
Systems
In this section, we discuss the performance of our system
when it is compared with other systems.

In this case our results were not compared with those
obtained by Lee et al. [27], since their technique uses an
approach completely different from ours. Concretely, the
system proposed by Lee et al. [27], needs to make a
complete crawling of a host and the hosts reached by
redirections from this host, before it can decide whether
or not a page is Soft-404. This makes the process before
deciding whether a page is Soft-404 slower than our
system or that the proposed by Bar-Yossef et al.
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However, when the system of Lee et al. has carried out the crawling of a host, and its related hosts, it will be able to
decide which pages are Soft-404 faster than our system, but with a great disadvantage with respect to it. The system
proposed by Lee et al. causes that the crawling system, used by the search engine, has to process, index and extract
the links from a web page that in the future can be a Soft-404 page. This fact will cause a great loss of resources and
money.

To analyse the algorithm proposed by Bar-Yossef et al., we have separated it into its basic processes and obtaining its
execution time and its complexity. In Table 10, we can see the results of this analysis. We did the same with our
system. So, we were able to compare the performance of the two systems. The first column indicates the name of each
of the processes used by the algorithm of Bar-Yossef et al. [5] or by our system. The next columns indicate a brief
description of the steps of each process, their computational complexity, the processing time, and which of the systems
use this process.

We can see that the system proposed by Bar-Yossef et al. always has to make two requests (P1 and P1’). One request
is to a legitimate web page and another request is to a random page, to check if the server returns a 200 HTTP code
when the web server receives a request for an unknown page. They always need to make two requests because
although one request is sufficient per “parent” URL path, the system should not rely since the content of the “parent”
can change, which is very common due to the use of content dynamically generated. For the P1 process, Bar-Yossef
et al. use a maximum execution time of 10 seconds. We are aware that to use timings from the 2004 for the latency of
the network is not correct, but we did not exist any other solution, and we have not obtained the benefit of this, since we
have also used this time for our system. We will show the comparative analysis of execution times below.

Also, the system of Bar-Yossef et al. always needs to check the number and the destination of the redirections of each
performed request. If the system cannot decide if a page is a Soft-404 page or not, the system will have to perform a
content analysis of each of the two obtained pages. The P3 process compares identical content, but also similar
content (nearly-identical) by a process of “shingling” [9], which has a high computational cost.

In our case the Soft404Detector only runs one process, P1, and does not do anything if the server returns a Hard 404.
In other cases, it only extracts the results of the heuristics, P4, and executes the classification process, P5. It does not
have to make any other checks.

P. Steps     Complexity     Time (sec)    Bar-Yossef et al.   Soft404 Detector

P1 Parse the URL                                                            Yes                          Yes

           DNS resolution                                                            Yes                          Yes

           HTTP Get                                         O(1)                 10          Yes                          Yes

          Check HTTP code                                         Yes                          Yes

           Follow redirects                                                                               Yes                           Yes

P1’ Same steps as P1

          for a random generated page         O(1)             10                 Yes                       No

P2 Check num. redirects

           Check redirects                              O (N)              t1                 Yes                          No

                                                                                                                        No                          No

P3 Compare content          O (N 2 )             t2                 Yes                       No

P4 Execute the heuristics          O (N)            0.0001                 No                      Yes

P5 Classify the URL        O (log N)         0.00018                No                      Yes

Table 10. Processes, complexity and processing time of each detection system

The time of the P4 and P5 processes was obtained by
measuring the time taken for the execution of all the
proposed heuristics on a web page and the time taken for
the classification algorithm, respectively.

The results of the analysis are shown in Table 11. The

complexity of P1 and P1’ is constant, i.e., O(1). However,
the complexity of P2 depends of the number of redirections,
therefore its complexity is lineal, O (N), where N is the
number of redirections. The complexity of P3 is O (N 2),
where N represents the number of characters of the web
page, because the system of Bar-Yossef et al. has to
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               Complexity        Processing time (sec)

 Best case Worst case  Best case Worst case

Dataset #1-A

Bar-Yossef et al.      O(1)   O(N2)              20           20 + t15+ t26

Soft404Detector      O(1)             O(N)   10.00028        10.00028

5
Processing time of a process with complexity O(N)

6
Processing time of a process with complexity O(N 2)

Table 11. Complexity and processing time of each Soft-404 detection system

compare all of the content (character by character) of two
web pages, and this is very costly. On the other hand the
complexity of the process P4 is also O (N), where N
represents the size of the web page. Finally, the process
P5 traverses the corresponding decision tree, which is a
binary tree and its traversal has a complexity of O (log N)
where N is the depth of the tree. However, in this case, we
know the depth of the tree because it was created
previously in the training process. For that, the complexity
of the process P5 is constant, i.e., 0(1). In summary, our
system, in the best case, has the same complexity as
the proposed by Bar-Yossef et al., O (1), but in the worst
case, has a complexity of O (N), while Bar-Yossef et al.
has O (N 2).

Regarding the execution time analysis, although we do
not have the value of t1 and t2, since it was not published
in their work, we can see that their system always has to
make two requests (P1 and P1’). Our system will always
be faster, since it uses just one request (P1). In the best
case, we improve from 20 seconds to 10 seconds, and in
the worst case, our system, takes only 10.00028 seconds
versus 20 + t1 + t2 seconds of the Bar-Yossef et al. system.

To summarize the analysis, we can see in Figure 8 a
sequence diagram of the processes (including time and
complexity information) of both the systems.

7. Conclusions
In this article, we discuss the importance of minimizing

Figure 8. Execution sequence of each system

the use of resources in high performance environments
such as crawling systems. Crawlers should not waste
resources by accessing, processing and indexing pages
without content or whose content does not represent the
content that was assumed when the link was followed.

We have shown that 7.35% of the servers return Soft-404
pages when we do a request for unknown pages. In our
opinion, it is a significant number, indicating that the
problem should be studied.

We have proposed a set of content-based heuristics that
characterize Soft-404 pages and help to identify them.
We have not found studies addressing this issue from
the content analysis. These results were used as input
to several classification algorithms. Finally, we chose the
C4.5 algorithm and improved the results by using Boosting
and Bagging.

Because there was no similar study in the state of the
art, we built two datasets of Soft-404 pages, which allowed
us to test our heuristics and to obtain the results of the
classifier. In the dataset #1, we achieved a precision of
0.928 and a recall of 0.983 on Soft-404 pages and a
precision of 0.983 and a recall of 0.952 on normal pages.
In the dataset #2, we achieved a precision of 0.996 and a
recall of 0.987 on Soft-404 pages and a precision of 0.987
and a recall of 0.996 on normal pages.

We have compared the results of our system with existing
methods in the supported literature. Concretely, we have
compared our work with the presented by Bar-Yossef et

Bar-Yossef et al.

Soft404Detector

time (sec)             10                             10                                     t1                    t2

time (sec)             10                    0.0001            0.00018

P1 O(1) P1 O(1) P2 O(1) P3 O(N2)

P1 O(1) P4 O(1) P5 O(1)
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al. [5], and Lee et al. [27]. On the one hand, we have
analyzed the advantages of our system with respect to
the limitations of the above, since they do not detect all
kinds of Soft-404 pages and there are scenarios in which
their methods fail. On the other hand, we have developed
the algorithm of Bar-Yossef et al., and we have tested it
against datasets presented in this article.

Summarising the obtained results, our system improves
the recall obtained by Bar-Yossef et al., to detect Soft-
404 pages, approximately in a 5%, and the precision
approximately a 25%. In the case of the Normal pages
(no-soft-404 pages), our system improves the precision
and the recall approximately a 6% and a 32%, respectively.

Due the system of Lee et al. [27] follows a perspective
completely different from ours, we have compared both
systems from a theoretical point of view. In the article, we
have demonstrated that our system works better and in
more cases than the proposed by Lee et al. [27].

We also discuss a performance analysis of the proposed
heuristics. We compare the performance of our system
with that of Bar-Yossef et al. [5], demonstrating that our
system takes less than half the time and has a complexity
in the worst case of O(N) versus the complexity O(N2) of
the system proposed by Bar-Yossef et al. [5].

To the best of our knowledge, the results we show are the
best within the current literature on this topic. Due to its
effectiveness and performance, we consider that it can
be used in crawling systems, where the use of resources
is a crucial task.

8. Future Works

A future study will be to design and implement the
architecture of a crawling system, which allows the
inclusion of a module for detection of Soft-404 pages. With
this, the crawler avoids the Soft-404 pages, and we can
study the real improvement in the performance of the
crawler.

Another idea is to study other types of garbage documents
(Web Spam, duplicate contents, etc.) and design methods
and systems to detect them. This will improve the
performance and reduce the number of the indexed
documents, to help to improve the user experience.

As a complementary study to the latter, we would like to
discuss the possibility of generalising the Soft404Detector
to a distributed architecture, based on the Map-Reduce
technique [13], which is currently the most used in crawling
environments.
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